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Improve Microsoft remote copy performance

Improve Microsoft remote copy performance overview

Microsoft Offloaded Data Transfer (ODX), also known as copy offload, enables direct

data transfers within or between compatible storage devices without transferring the data

through the host computer.

ONTAP supports ODX for both the SMB and SAN protocols. The source can be either a CIFS server or LUN,

and the destination can be either a CIFS server or LUN.

In non-ODX file transfers, the data is read from the source and is transferred across the network to the client

computer. The client computer transfers the data back over the network to the destination. In summary, the

client computer reads the data from the source and writes it to the destination. With ODX file transfers, data is

copied directly from the source to the destination.

Because ODX offloaded copies are performed directly between the source and destination storage, there are

significant performance benefits. The performance benefits realized include faster copy time between source

and destination, reduced resource utilization (CPU, memory) on the client, and reduced network I/O bandwidth

utilization.

For SMB environments, this functionality is only available when both the client and the storage server support

SMB 3.0 and the ODX feature. For SAN environments, this functionality is only available when both the client

and the storage server support the ODX feature. Client computers that support ODX and have ODX enabled

automatically and transparently use offloaded file transfer when moving or copying files. ODX is used

irrespective of whether you drag-and-drop files through Windows Explorer or use command-line file copy

commands, or whether a client application initiates file copy requests.

Related information

Improving client response time by providing SMB automatic node referrals with Auto Location

SMB configuration for Microsoft Hyper-V and SQL Server

How ODX works

ODX copy offload uses a token-based mechanism for reading and writing data within or

between ODX-enabled CIFS servers. Instead of routing the data through the host, the

CIFS server sends a small token, which represents the data, to the client. The ODX client

presents that token to the destination server, which then can transfer the data

represented by that token from the source to the destination.

When an ODX client learns that the CIFS server is ODX-capable, it opens the source file and requests a token

from the CIFS server. After opening the destination file, the client uses the token to instruct the server to copy

the data directly from the source to the destination.

The source and destination can be on the same storage virtual machine (SVM) or on different

SVMs, depending on the scope of the copy operation.

The token serves as a point-in-time representation of the data. As an example, when you copy data between

storage locations, a token representing a data segment is returned to the requesting client, which the client
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copies to the destination, thereby removing the need to copy the underlying data through the client.

ONTAP supports tokens that represent 8 MB of data. ODX copies of greater than 8 MB are performed by using

multiple tokens, with each token representing 8 MB of data.

The following figure explains the steps that are involved with an ODX copy operation:

1. A user copies or moves a file by using Windows Explorer, a command-line interface, or as part of a virtual

machine migration, or an application initiates file copies or moves.

2. The ODX-capable client automatically translates this transfer request into an ODX request.

The ODX request that is sent to the CIFS server contains a request for a token.

3. If ODX is enabled on the CIFS server and the connection is over SMB 3.0, the CIFS server generates a

token, which is a logical representation of the data on the source.

4. The client receives a token that represents the data and sends it with the write request to the destination

CIFS server.

This is the only data that is copied over the network from the source to the client and then from the client to

the destination.

5. The token is delivered to the storage subsystem.
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6. The SVM internally performs the copy or move.

If the file that is copied or moved is larger than 8 MB, multiple tokens are needed to perform the copy.

Steps 2 through 6 as performed as needed to complete the copy.

If there is a failure with the ODX offloaded copy, the copy or move operation falls back to

traditional reads and writes for the copy or move operation. Similarly, if the destination CIFS

server does not support ODX or ODX is disabled, the copy or move operation falls back to

traditional reads and writes for the copy or move operation.

Requirements for using ODX

Before you can use ODX for copy offloads with your storage virtual machine (SVM), you

need to be aware of certain requirements.

ONTAP version requirements

ONTAP releases support ODX for copy offloads.

SMB version requirements

• ONTAP supports ODX with SMB 3.0 and later.

• SMB 3.0 must be enabled on the CIFS server before ODX can be enabled:

◦ Enabling ODX also enables SMB 3.0, if it is not already enabled.

◦ Disabling SMB 3.0 also disables ODX.

Windows server and client requirements

Before you can use ODX for copy offloads, the Windows client must support the feature.

The NetApp Interoperability Matrixcontains the latest information about supported Windows clients.

Volume requirements

• Source volumes must be a minimum of 1.25 GB.

• If you use compressed volumes, the compression type must be adaptive and only compression group size

8K is supported.

Secondary compression type is not supported.

Guidelines for using ODX

Before you can use ODX for copy offload, you need to be aware of the guidelines. For

example, you need to know on which types of volumes you can use ODX and you need

to understand the intra-cluster and inter-cluster ODX considerations.
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Volume guidelines

• You cannot use ODX for copy offload with the following volume configurations:

◦ Source volume size is less than 1.25 GB

The volume size must be 1.25 GB or larger to use ODX.

◦ Read-only volumes

ODX is not used for files and folders residing in load-sharing mirrors or in SnapMirror or SnapVault

destination volumes.

◦ If the source volume is not deduplicated

• ODX copies are supported only for intra-cluster copies.

You cannot use ODX to copy files or folders to a volume in another cluster.

Other guidelines

• In SMB environments, to use ODX for copy offload, the files must be 256 kb or larger.

Smaller files are transferred using a traditional copy operation.

• ODX copy offload uses deduplication as part of the copy process.

If you do not want deduplication to occur on SVM volumes when copying or moving data, you should

disable ODX copy offload on that SVM.

• The application that performs the data transfer must be written to support ODX.

Application operations that support ODX include the following:

◦ Hyper-V management operations, such as creating and converting virtual hard disks (VHDs), managing

Snapshot copies, and copying files between virtual machines

◦ Windows Explorer operations

◦ Windows PowerShell copy commands

◦ Windows command prompt copy commands

Robocopy at the Windows command prompt supports ODX.

The applications must be running on Windows servers or clients that support ODX.

For more information about supported ODX applications on Windows servers and clients, consult the

Microsoft TechNet Library.

Related information

Microsoft TechNet Library: technet.microsoft.com/en-us/library/
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Use cases for ODX

You should be aware of the use cases for using ODX on SVMs so that you can determine

under what circumstances ODX provides you with performance benefits.

Windows servers and clients that support ODX use copy offload as the default way of copying data across

remote servers. If the Windows server or client does not support ODX or the ODX copy offload fails at any

point, the copy or move operation falls back to traditional reads and writes for the copy or move operation.

The following use cases support using ODX copies and moves:

• Intra-volume

The source and destination files or LUNs are within the same volume.

• Inter-volume, same node, same SVM

The source and destination files or LUNs are on different volumes that are located on the same node. The

data is owned by the same SVM.

• Inter-volume, different nodes, same SVM

The source and destination files or LUNs are on different volumes that are located on different nodes. The

data is owned by the same SVM.

• Inter-SVM, same node

The source and destination file or LUNs are on different volumes that are located on the same node. The

data is owned by different SVMs.

• Inter-SVM, different nodes

The source and destination file or LUNs are on different volumes that are located on different nodes. The

data is owned by different SVMs.

• Inter-cluster

The source and destination LUNs are on different volumes that are located on different nodes across

clusters. This is only supported for SAN and does not work for CIFS.

There are some additional special use cases:

• With the ONTAP ODX implementation, you can use ODX to copy files between SMB shares and FC or

iSCSI attached virtual drives.

You can use Windows Explorer, the Windows CLI or PowerShell, Hyper-V, or other applications that

support ODX to copy or move files seamlessly using ODX copy offload between SMB shares and

connected LUNs, provided that the SMB shares and LUNs are on the same cluster.

• Hyper-V provides some additional use cases for ODX copy offload:

◦ You can use ODX copy offload pass-through with Hyper-V to copy data within or across virtual hard

disk (VHD) files or to copy data between mapped SMB shares and connected iSCSI LUNs within the

same cluster.
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This allows copies from guest operating systems to pass through to the underlying storage.

◦ When creating fixed-sized VHDs, ODX is used for initializing the disk with zeros, using a well-known

zeroed token.

◦ ODX copy offload is used for virtual machine storage migration if the source and destination storage is

on the same cluster.

To take advantage of the use cases for ODX copy offload pass-through with Hyper-V, the

guest operating system must support ODX and the guest operating system’s disks must be

SCSI disks backed by storage (either SMB or SAN) that supports ODX. IDE disks on the

guest operating system do not support ODX pass-through.

Enable or disable ODX

You can enable or disable ODX on storage virtual machines (SVMs). The default is to

enable support for ODX copy offload if SMB 3.0 is also enabled.

Before you begin

SMB 3.0 must be enabled.

About this task

If you disable SMB 3.0, ONTAP also disables SMB ODX. If you reenable SMB 3.0, you must manually

reenable SMB ODX.

Steps

1. Set the privilege level to advanced: set -privilege advanced

2. Perform one of the following actions:

If you want ODX copy offload to be… Enter the command…

Enabled vserver cifs options modify -vserver

vserver_name -copy-offload-enabled

true

Disabled vserver cifs options modify -vserver

vserver_name -copy-offload-enabled

false

3. Return to the admin privilege level: set -privilege admin

Example

The following example enables ODX copy offload on SVM vs1:
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cluster1::> set -privilege advanced

Warning: These advanced commands are potentially dangerous; use them

only when directed to do so by technical support personnel.

Do you wish to continue? (y or n): y

cluster1::*> vserver cifs options modify -vserver vs1 -copy-offload

-enabled true

cluster1::*> set -privilege admin

Related information

Available SMB server options
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