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Initiators must use Multipath I/O (MPIO) and asymmetric logical unit access(ALUA) for
failover capability for clusters in a SAN environment. If a node fails, LIFs do not migrate or
assume the IP addresses of the failed partner node. Instead, the MPIO software, using
ALUA on the host, is responsible for selecting the appropriate paths for LUN access
through LIFs.

You need to create one or more iISCSI paths from each node in an HA pair, using logical interfaces (LIFs) to
allow access to LUNSs that are serviced by the HA pair. You should configure one management LIF for every
storage virtual machine (SVM) supporting SAN.

Direct connect or the use of Ethernet switches is supported for connectivity. You must create LIFs for both
types of connectivity.

* You should configure one management LIF for every storage virtual machine (SVM) supporting SAN. You
can configure two LIFs per node, one for each fabric being used with FC and to separate Ethernet
networks for iISCSI.

After LIFs are created, they can be removed from port sets, moved to different nodes within a storage virtual
machine (SVM), and deleted.

Related information

+ Configure LIFs overview

e Create a LIF

Configure an NVMe LIF in ONTAP

Certain requirements must be met when configuring NVMe LIFs.

Before you begin

NVMe must be supported by the FC adapter on which you create the LIF. Supported adapters are listed in
Hardware Universe.

About this task

Beginning with ONTAP 9.12.1 and later, you can configure two NVMe LIFs per node on a maximum of 12
nodes. In ONTAP 9.11.1 and earlier, you can configure two NVMe LIFs per node on a maximum of two nodes.

The following rules apply when creating an NVMe LIF:

* NVMe can be the only data protocol on data LIFs.
* You should configure one management LIF for every SVM that supports SAN.

* For ONTAP 9.5 and later, you must configure an NVMe LIF on the node containing the namespace and on
node’s HA partner.

* For ONTAP 9.4 only:

o NVMe LIFs and namespaces must be hosted on the same node.
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> Only one NVMe data LIF can be configured per SVM.

Steps
1. Create the LIF:

network interface create -vserver <SVM name> -1if <LIF name> -role
<LIF role> -data-protocol {fc-nvme|nvme-tcp} -home-node <home node>
—home-port <home port>

(D NVME/TCP is available beginning with ONTAP 9.10.1 and later.

2. Verify that the LIF was created:

network interface show -vserver <SVM name>

After creation, NVMe/TCP LIFs listen for discovery on port 8009.

Related information
* network interface

What to know before moving a SAN LIF

You only need to perform a LIF movement if you are changing the contents of your
cluster, for example, adding nodes to the cluster or deleting nodes from the cluster. If you
perform a LIF movement, you do not have to re-zone your FC fabric or create new iSCSI
sessions between the attached hosts of your cluster and the new target interface.

You cannot move a SAN LIF using the network interface move command. SAN LIF movement must be
performed by taking the LIF offline, moving the LIF to a different home node or port, and then bringing it back
online in its new location. Asymmetric Logical Unit Access (ALUA) provides redundant paths and automatic
path selection as part of any ONTAP SAN solution. Therefore, there is no I/O interruption when the LIF is taken
offline for the movement. The host simply retries and then moves I/O to another LIF.

Using LIF movement, you can nondisruptively do the following:

» Replace one HA pair of a cluster with an upgraded HA pair in a way that is transparent to hosts accessing
LUN data

» Upgrade a target interface card

« Shift the resources of a storage virtual machine (SVM) from one set of nodes in a cluster to another set of
nodes in the cluster

Remove a SAN LIF from a port set

If the LIF you want to delete or move is in a port set, you must remove the LIF from the
port set before you can delete or move the LIF.


https://docs.netapp.com/us-en/ontap-cli/search.html?q=network+interface

About this task

You need to do Step 1 in the following procedure only if one LIF is in the port set. You cannot remove the last
LIF in a port set if the port set is bound to an initiator group. Otherwise, you can start with Step 2 if multiple
LIFs are in the port set.

Steps

1. If only one LIF is in the port set, use the 1un igroup unbind command to unbind the port set from the
initiator group.

@ When you unbind an initiator group from a port set, all of the initiators in the initiator group
have access to all target LUNs mapped to the initiator group on all network interfaces.

clusterl::>lun igroup unbind -vserver vsl -igroup igl
Learn more about 1un igroup unbind in the ONTAP command reference.

2. Use the 1lun portset remove command to remove the LIF from the port set.
clusterl::> port set remove -vserver vsl -portset psl -port-name 1ifl

Learn more about 1un portset remove in the ONTAP command reference.

Move a SAN LIF

If a node needs to be taken offline, you can move a SAN LIF to preserve its configuration
information, such as its WWPN, and avoid rezoning the switch fabric. Because a SAN LIF
must be taken offline before it is moved, host traffic must rely on host multipathing
software to provide nondisruptive access to the LUN. You can move SAN LIFs to any
node in a cluster, but you cannot move the SAN LIFs between storage virtual machines
(SVMs).

Before you begin

If the LIF is a member of a port set, the LIF must have been removed from the port set before the LIF can be
moved to a different node.

About this task

The destination node and physical port for a LIF that you want to move must be on the same FC fabric or
Ethernet network. If you move a LIF to a different fabric that has not been properly zoned, or if you move a LIF
to an Ethernet network that does not have connectivity between iSCSI initiator and target, the LUN will be
inaccessible when you bring it back online.

Steps
1. View the administrative and operational status of the LIF:

network interface show -vserver vserver name
Learn more about network interface show in the ONTAP command reference.

2. Change the status of the LIF to down (offline):
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network interface modify -vserver vserver name -1if LIF name -status-admin
down

Learn more about network interface modify inthe ONTAP command reference.
3. Assign the LIF a new node and port:

network interface modify -vserver vserver name -1if LIF name -home-node
node name -home-port port name

4. Change the status of the LIF to up (online):
network interface modify -vserver vserver name -1if LIF name -status-admin up
Learn more about up in the ONTAP command reference.

5. Verify your changes:

network interface show -vserver vserver name

Delete a LIF in a SAN environment

Before you delete a LIF, you should ensure that the host connected to the LIF can access
the LUNs through another path.

Before you begin

If the LIF you want to delete is a member of a port set, you must first remove the LIF from the port set before
you can delete the LIF.
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System Manager
Delete a LIF with ONTAP System Manager (9.7 and later).

Steps

1. In System Manager, click Network > Overview, and then select Network Interfaces.

2. Select the storage VM from which you want to delete the LIF.

3. Click : and select Delete.

CLI
Delete a LIF with the ONTAP CLI.

Steps
1. Verify the name of the LIF and current port to be deleted:

network interface show -vserver vserver name
2. Delete the LIF:
network interface delete

network interface delete -vserver vsl -1if 1ifl

Learn more about network interface delete in the ONTAP command reference.

3. Verify that you deleted the LIF:
network interface show

network interface show -vserver vsl

Current
Node

node-01

node-01

Current 1Is
Port

e0b

e0b

Logical Status Network
Vserver Interface Admin/Oper Address/Mask
Home
vsl

1if2 up/up 192.168.2.72/24
true

1if3 up/up 192.168.2.73/24
true

Learn more about network interface show inthe ONTAP command reference.
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SAN LIF requirements for adding nodes to a cluster

You need to be aware of certain considerations when adding nodes to a cluster.

* You must create LIFs on the new nodes as appropriate before you create LUNs on those new nodes.
* You must discover those LIFs from the hosts as dictated by the host stack and protocol.

* You must create LIFs on the new nodes so that the LUN and volume movements are possible without
using the cluster interconnect network.

Configure iSCSI LIFs to return FQDN to host iSCSI
SendTargets Discovery Operation

Beginning with ONTAP 9, iSCSI LIFs can be configured to return a Fully Qualified
Domain Name (FQDN) when a host OS sends an iSCSI SendTargets Discovery
Operation. Returning a FQDN is useful when there is a Network Address Translation
(NAT) device between the host OS and the storage service.

About this task

IP addresses on one side of the NAT device are meaningless on the other side, but FQDNs can have meaning
on both sides.

(D The FQDN value interoperability limit is 128 characters on all host OS.

Steps
1. Change the privilege setting to advanced:

set -privilege advanced
2. Configure iSCSI LIFs to return FQDN:

vserver iscsi interface modify -vserver SVM name -1if iscsi LIF name
-sendtargets fgdn FQDN

In the following example, the iISCSI LIFs are configured to return storagehost-005.example.com as the
FQDN.

vserver iscsi interface modify -vserver vsl -1if vsl iscsil -sendtargets-fgdn
storagehost-005.example.com

3. Verify that sendtargets is the FQDN:
vserver iscsi interface show -vserver SVM name -fields sendtargets-fgdn

In this example, storagehost-005.example.com is displayed in the sendtargets-fqdn output field.



cluster: :vserver*> vserver iscsi interface show -vserver vsl -fields
sendtargets-£fgdn

vserver 1if sendtargets-fqgdn
vsl vsl iscsil storagehost-005.example.com
vsl vsl iscsi2 storagehost-006.example.com

Related information
ONTAP command reference
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