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SAP HANA Plug-in Operations Guide

You can configure and use the SAP HANA plug-in for Snap Creator 4.3.3 to back up and restore SAP HANA
databases.

SAP HANA backup and restore solution overview

Corporations today require their SAP applications to be available 24 hours a day, seven
days a week. Consistent levels of performance are expected regardless of increasing
data volumes and routine maintenance tasks such as system backups.

Running SAP database backups can have a significant performance effect on a production SAP system.
Because backup windows are shrinking and the amount of data that needs to be backed up is increasing, it is
difficult to define a point in time when backups can be performed with minimal effect on business processes.

The time needed to restore and recover SAP systems is of particular concern because the downtime must be
minimized.

Considerations for backing up SAP HANA systems

SAP HANA administrators must deliver a reliable level of service, minimizing downtime or
performance degradation due to backups.

To deliver this level of service, SAP HANA administrators contend with challenges in the following areas:
» Performance effect on production SAP systems

Backups typically have a significant performance impact on the production SAP system because there is a
heavy load on the database server, the storage system, and the storage network during backups.

Shrinking backup windows

Backups can be created only during times with low 1/O or batch activities occurring on the SAP system. It is
very difficult to define a backup window when the SAP system is active all the time.

Rapid data growth

Rapid data growth together with shrinking backup windows result in ongoing investments in the backup
infrastructure: more tape drives, new tape drive technology, faster storage networks. Growing databases
also result in more tape media or disk space for backups. Incremental backups can address these issues,
but result in a very slow restore process, which is usually not acceptable.

Increasing cost of downtime

Unplanned downtime of an SAP system always has a financial effect on the business. A significant part of
the unplanned downtime is the time that is required to restore and recover the SAP system in case of a
failure. The backup and recovery architecture must be designed based on an acceptable recovery time
objective (RTO).

* Backup and recovery time

Backup and recovery time are included in SAP upgrade projects. The project plan for a SAP upgrade
always includes at least three backups of the SAP database. The time required to perform these backups



reduces the total available time for the upgrade process. The decision whether to backup and recover is
generally based on the amount of time required to restore and recover the database from the backup that
was created previously. The option to restore very quickly provides more time to solve problems that might
occur during the upgrade rather than just restore the system back to its previous state.

The NetApp solution

A database backup can be created in minutes by using NetApp Snapshot technology.
The time needed to create a Snapshot copy is independent of the size of the database
because a Snapshot copy does not move any data blocks.

The use of Snapshot technology also has no performance effect on the production SAP system. Therefore, the
creation of Snapshot copies can be scheduled without having to consider peak activity periods. SAP and
NetApp customers typically schedule several online Snapshot backups during the day. For example, backups
might occur every four hours. These Snapshot backups are typically kept for three to five days on the primary
storage system.

Snapshot copies also provide key advantages for the restore and recovery operation. NetApp SnapRestore
functionality allows restoring the entire database or parts of the database to the point in time when any
available Snapshot copy was created. This restore process is done in a few minutes, independently of the size
of the database. The time needed for the recovery process is also dramatically reduced, because several
Snapshot copies have been created during the day, and fewer logs need to be applied.

Snapshot backups are stored on the same disk system as the active online data. Therefore NetApp
recommends using Snapshot backups as a supplement, not a replacement for backups to a secondary
location such as disk or tape. Although backups to a secondary location are still necessary, there is only a
slight probability that these backups will be needed for restore and recovery. Most restore and recovery actions
are handled by using SnapRestore on the primary storage system. Restores from a secondary location are
only necessary if the primary storage system holding the Snapshot copies is damaged or if it is necessary to
restore a backup that is no longer available from a Snapshot copy. For example, you might need to restore a
backup from two weeks ago.

A backup to a secondary location is always based on Snapshot copies created on the primary storage.
Therefore, the data is read directly from the primary storage system without generating load on the SAP
database server. The primary storage communicates directly with the secondary storage and sends the backup
data to the destination using the SnapVault disk-to-disk backup. The NetApp SnapVault functionality offers
significant advantages compared to traditional backups. After an initial data transfer, in which all the data has
to be transferred from the source to the destination, all subsequent backups copy only the changed blocks to
the secondary storage. This significantly reduces the load on the primary storage system and the time needed
for a full backup. A full database backup requires less disk space because SnapVault stores only the changed
blocks at the destination.

Backing up data to tape as a long-term backup might still be required. This could be, for example, a weekly
backup that is kept for a year. In this case, the tape infrastructure can be directly connected to the secondary
storage, and the data could be written to tape by using the Network Data Management Protocol (NDMP).
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Backup solution components

The Snap Creator backup solution for SAP HANA consists of SAP HANA data file backup
using storage-based Snapshot copies, replication of data file backups to a secondary
offsite backup location, SAP HANA log file backup using the HANA database log backup
functionality, database block integrity check using a file-based backup, and housekeeping
of data file, log file backups, and the SAP HANA backup catalog.

Database backups are executed by Snap Creator in conjunction with a plug-in for SAP HANA. The plug-in
ensures database consistency so that the Snapshot copies that are created on the primary storage system are
based on a consistent image of the SAP HANA database.

Snap Creator allows you to replicate the consistent database images to a secondary storage using SnapVault.
Typically, there will be different retention policies defined for the backups at the primary storage and the
backups at the secondary storage. Snap Creator handles the retention at the primary storage as well as the
secondary storage.

The log backup is executed automatically by the SAP HANA database tools. The log backup destination

should not be on the same storage system where the log volume of the database is located. Configuring the
log backup destination on the same secondary storage where the database backups get replicated with
SnapVault is recommended. With this configuration, the secondary storage has similar availability requirements
as the primary storage so that it is certain that the log backups can always be written to the secondary storage.
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The backup schedules and retention policies must be defined based on customer requirements. The following
table shows an example configuration of the different schedules and retention policies.

Executed by Snap Primary storage Secondary storage
Creator
Database backups Schedule 1: every 4 hours Retention: 6 (=> 6 hourly Retention: 6 (=> 6 hourly
Snapshot copies) Snapshot copies)

Schedule 2: once per day Retention: 3 (=> 3 daily Retention: 28 (4 weeks)  Log backups

Snapshot copies) (=> 28 daily Snapshot
copies)
SAP HANA database NA Retention: 28 days (4 Block integrity check
tools schedule: every 15 weeks)

minutes

With this example, six hourly and three daily backups are kept at the primary storage. At the secondary
storage, the database backups are kept for four weeks. To be able to recover any of the data backups, you
must set the same retention for the log backups.

SAP HANA plug-in overview

The SAP HANA plug-in works in conjunction with the Snap Creator Framework to provide
a backup solution for SAP HANA databases that rely on a NetApp storage back end. The
Snapshot backups created by Snap Creator are registered in the HANA Catalog and are

visible in HANA Studio.

Snap Creator Framework supports two types of SAP HANA databases: single containers and multitenant
database containers (MDC) single tenant database.



Snap Creator and the SAP HANA plug-in are supported with Data ONTAP operating in 7-Mode and clustered
Data ONTAP with the SAP HANA database nodes attached to the storage controllers using either NFS or Fibre
Channel. The required interfaces to the SAP HANA database are available for Service Pack Stack (SPS) 7 and
later.

The Snap Creator Framework communicates with the storage systems to create Snapshot copies and to
replicate the data to a secondary storage using SnapVault. Snap Creator is also used to restore the data either
with SnapRestore at the primary storage or with SnapVault restore from the secondary storage.

The Snap Creator plug-in for SAP HANA uses the SAP HANA hdbsq| client to execute SQL commands in
order to provide database consistency and to manage the SAP HANA backup catalog. The SAP HANA plug-in
is supported for both SAP Certified Hardware Appliances and Tailored Datacenter Integration (TDI) programs.

The Snap Creator plug-in for SAP HANA uses the SAP HANA hdbsql client to execute SQL commands for the
following tasks:

* Provide database consistency to prepare a storage-based Snapshot backup

» Manage log file backup retention on file system level

* Manage the SAP HANA backup catalog for data file and log file backups

» Execute a file-based backup for block integrity check

The following illustration shows an overview of the communication paths of Snap Creator with the storage and
the SAP HANA database.
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Snap Creator performs the following steps to back up the database:

Slomage operatons
Snapshol-based backup
Slorage replcation
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Diata file backup iobenbon

1. Creates an SAP HANA database Snapshot copy to obtain a consistent image on the persistence layer.
Creates a storage Snapshot copy of the data volume(s).

Registers the storage Snapshot backup within the SAP HANA backup catalog.

Deletes the SAP HANA Snapshot copy.

Executes a SnapVault update for the data volume.

o o &M w0 N

Deletes the storage Snapshot copies at the primary and/or secondary storage, based on the defined
retention policies for backups at the primary and secondary storage.

7. Deletes the SAP HANA backup catalog entries if the backups do not exist anymore at the primary and the
secondary storage.

8. Deletes all log backups that are older than the oldest data backup on the file system and within the SAP
HANA backup catalog.



Requirements

The SAP HANA plug-in enables you to create backups and perform point-in-time
recovery of HANA databases.

Support for the SAP HANA plug-in is as follows:

* Host operating system: SUSE Linux Enterprise Server (SLES), 32-bit and 64-bit
¢ Clustered Data ONTAP or Data ONTAP operating in 7-Mode

» At least one SAP HANA database node attached via NFS

* SAP HANA running Service Pack Stack (SPS) 7 or later

@ For the latest information about support or to view compatibility matrices, see the NetApp
Interoperability Matrix Tool.

Required licenses

The primary storage controllers must have a SnapRestore and SnapVault license installed. The secondary
storage must have a SnapVault license installed.

No license is required for Snap Creator and the Snap Creator SAP HANA plug-in.
Capacity requirements for Snapshot backups

A higher block change rate on the storage layer has to be considered compared to the change rate with
traditional databases. Due to the table merge process of the column store, much more data than just the block
changes is written to disk. Until more customer data is available, the current estimation for the change rate is
20% to 50% per day.

Installing and configuring required software components

For the SAP HANA backup and restore solution using the Snap Creator Framework and
the SAP HANA plug-in, you need to install Snap Creator software components and the
SAP HANA hdbsql client software.

You do not need to install the plug-in separately. It is installed with the Agent.

1. Install the Snap Creator Server on a host that shares network connectivity with the host where you install
the Agent.

2. Install the Snap Creator Agent on a host that shares network connectivity with the Snap Creator Server
host.

o In a single SAP HANA node environment, install the Agent on the database host. Alternately, install the
Agent on another host that has network connectivity to the database host and the Snap Creator Server
host.

° In a multinode SAP HANA environment, you should not install the Agent on the database host; the
Agent needs to be installed on a separate host that has network connectivity to the database host and
the Snap Creator Server host.

3. Install the SAP HANA hdbsql client software on the host where you installed the Snap Creator Agent.
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Configure the user store keys for the SAP HANA nodes that you manage through this host.

mgmtsrv0l:/sapcd/HANA SP5/DATA UNITS/HDB CLIENT LINUXINTEL # ./hdbinst
SAP HANA Database Client installation kit detected.

SAP HANA Database Installation Manager - Client Installation
1.00.46.371989
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Enter Installation Path [/usr/sap/hdbclient32]:

Checking installation...

Installing and configuring required software components | 13
Preparing package "Product Manifest"...

Preparing package "SQLDBC"...

Preparing package "ODBC"...

Preparing package "JDBC"...

Preparing package "Client Installer"...

Installing SAP HANA Database Client to /usr/sap/hdbclient32...
Installing package 'Product Manifest'

Installing package 'SQLDBC'

Installing package 'ODBC'

Installing package 'JDBC'

Installing package 'Client Installer'

Installation done

Log file written to '/var/tmp/hdb client 2013-07-

05 11.38.17/hdbinst client.log'

mgmtsrv0l:/sapcd/HANA SP5/DATA UNITS/HDB CLIENT LINUXINTEL #

Related information

Snap Creator Framework Installation Guide

Setup assumptions in this guide

Though a typical Snap Creator installation assumes that the Server is installed on one
host and the Agent is installed on a different host, the setup used in this guide is based
on an SAP HANA multinode appliance.

In this configuration, the SAP HANA database runs on a 3+1 database node configuration and all Snap Creator
software components—Server, Agent, and plug-in—are installed on the same host.

The NetApp storage systems used in this setup are running Data ONTAP operating in 7-Mode. One high-
availability (HA) controller pair is used on the storage layer. The data and log volumes of the three SAP HANA
database nodes are distributed to both storage controllers. With the example setup, one storage controller of
another HA controller pair is used as the secondary storage. Each data volume is replicated to a dedicated


https://library.netapp.com/ecm/ecm_download_file/ECMLP2854419

backup volume on the secondary storage. The size of the backup volumes depend on the number of backups
that will be kept at the secondary storage.

All Snap Creator and SAP HANA Studio operations described here are the same with storage systems running
clustered Data ONTAP. However, the initial SnapVault configuration on the storage systems and all SnapVault
commands that need to be executed directly on the storage are different with clustered Data ONTAP. The
differences are highlighted and described in this guide.

The following figure shows the data volumes on the primary storage and the replication path to the secondary
storage:

SAP HANA 3+1 multi node setup Management host
running

! ! g ! g

hana2b

il A!jEH]—- - (7] backup_data_oooo1
data_00002 ' il % - ([T backup_data_00002
data_00003 ' m —F— - (7] backup_data_00003

Snapshot Snap\Vaull Snapshot
Copies Copies

data_00001

All volumes that need to be backed up must be created on the secondary storage controller. In
@ this example, the volumes backup _data 00001, backup_data 00002, and backup _data 00003
are created on the secondary storage controller.

Setup used with clustered Data ONTAP

The following figure shows the setup that has been used with clustered Data ONTAP. The setup is based on a
single-node SAP HANA configuration with the storage virtual machines (SVMs) and volume names shown in
the following illustration.
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The way you prepare, start, resume, and restore SnapVault operations is different in clustered Data ONTAP
and Data ONTAP operating in 7-Mode. These differences are called out in the corresponding sections of this
guide.

Configuring data backups
After you install the required software components, follow these steps to complete the configuration:

1. Configure a dedicated database user and the SAP HANA userstore.
2. Prepare SnapVault replication on all storage controllers.

3. Create volumes at secondary storage controller.

4. Initialize the SnapVault relationships for database volumes.

5

. Configure Snap Creator.

Configuring the backup user and hdbuserstore

You should configure a dedicated database user within the HANA database to run the
backup operations with Snap Creator. In a second step, you should configure a SAP
HANA userstore key for this backup user. This userstore key is used within the
configuration of the Snap Creator SAP HANA plug-in.

The backup user must have the following privileges:

+ BACKUP ADMIN
« CATALOG READ
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1. At the administration host, the host where Snap Creator got installed, a userstore key is configured for all
database hosts that belong to the SAP HANA database. The userstore key is configured with the OS root
user: hdbuserstore set keyhost 3[instance]15 userpassword

2. Configure a key for all four database nodes.

10



mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINOS
cishanar08:34215 SCADMIN Password
mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINO9
cishanar09:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN1O
cishanarl10:34215 SCADMIN password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMINI1
cishanarl1:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE : /root/.hdb/mgmtsrv0l/SSFS HDB.DAT

KEY SCADMINOS
ENV : cishanar08:34215
USER: SCADMIN
KEY SCADMINO9
ENV : cishanar09:34215
USER: SCADMIN
KEY SCADMINI1O0
ENV : cishanarl10:34215
USER: SCADMIN
KEY SCADMINI1
ENV : cishanarl1:34215
USER: SCADMIN
mgmtsrv0l:/usr/sap/hdbclient32

Configuring SnapVault relationships

When you configure SnapVault relationships, the primary storage controllers must have a
valid SnapRestore and SnapVault license installed. The secondary storage must have a
valid SnapVault license installed.

1. Enable SnapVault and NDMP on the primary and the secondary storage controllers.

hanala> options snapvault.enable on
hanala> ndmp on

hanala>

hanalb> options snapvault.enable on
hanalb> ndmpd on

hanalb

hana2b> options snapvault.enable on
hana2b> ndmpd on

hana2b>

2. On all primary storage controllers, configure the access to the secondary storage controller.

11



hanala> options snapvault.access host=hana2b
hanala>
hanalb> options snapvault.access host=hana2b
hanalb>

Using a dedicated network for replication traffic is recommended. In such cases, the host
(D name of this interface at the secondary storage controller needs to be configured. Instead of
hana2b, the host name could be hana2b-rep.

3. On the secondary storage controller, configure the access for all primary storage controllers.

hana?b> options snapvault.access host=hanala,hanalb
hana2b>

Using a dedicated network for replication traffic is recommended. In such cases, the host
(D name of this interface at the primary storage controllers needs to be configured. Instead of
hana1b and hana1la the host name could be hanala-rep and hana1b-rep.

Starting the SnapVault relationships

You need to start the SnapVault relationship with Data ONTAP operating in 7-Mode and
clustered Data ONTAP.

Starting the SnapVault relationships with Data ONTAP operating in 7-Mode

You can start a SnapVault relationship with commands executed on the secondary
storage system.

1. For storage systems running Data ONTAP operating in 7-Mode, you start the SnapVault relationships by
running the following command:

12



hana2b> snapvault start -S hanala:/vol/data 00001/mnt00001
/vol/backup data 00001/mnt00001

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanala:/vol/data 00003/mnt00003
/vol/backup data 00003/mnt00003

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanalb:/vol/data 00002/mnt00002
/vol/backup data 00002/mnt00002

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

It is recommended that you use a dedicated network for replication traffic. In that case,
@ configure the host name of this interface at the primary storage controllers. Instead of
hana1b and hana1a, the host name could be hanala-rep and hana1b-rep.
Starting the SnapVault relationships with clustered Data ONTAP

You need to define a SnapMirror policy before you start a SnapVault relationship.

1. For storage systems running clustered Data ONTAP, you start the SnapVault relationships by running the
following command.



hana::> snapmirror policy create -vserver hana2Z2b -policy SV _HANA
hana::> snapmirror policy add-rule -vserver hana2b -policy SV HANA

—-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA
-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV _HANA

Vserver:

SnapMirror Policy Name:
Policy Owner:

Tries Limit:

Transfer Priority:
Ignore accesstime Enabled:
Transfer Restartability:
Comment:

Total Number of Rules:
Total Keep:

Rules:

hanaZ2b

SV_HANA

vserver-admin

8

normal

false

always

2

8

Snapmirror-label Keep Preserve Warn
daily 20 false

hourly 10 false 0

The policy must contain rules for all retention classes (labels) that are used in the Snap Creator
configuration. The above commands show how to create a dedicated SnapMirror policy SV_HANA

2. To create and start the SnapVault relationship on the cluster console of the backup cluster, run the

following commands.

hana::> snapmirror create -source-path hanala:hana data -destination

-path

hana2b:backup hana data -type XDP —-policy SV _HANA

Operation succeeded: snapmirror create the relationship with destination

hana2b:backup hana data.

hana::> snapmirror initialize -destination-path hanaZb:backup hana data

—-type XDP

Configuring the Snap Creator Framework and SAP HANA database backup

You must configure the Snap Creator Framework and the SAP HANA database backup.

1. Connect to the Snap Creator graphical user interface (GUI): https://host:8443/ui/.

2. Log in using the user name and password that were configured during the installation. Click Sign in.

14
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3. Enter a profile name and click OK.
') New Profile X
Enter new profie name:

HANA, profile_ANA

For example, “ANA” is the SID of the database.

4. Enter the configuration name, and click Next.

F Confliguration

k4
Configuration

Enter Configuration name and select required options.

Config. Mame: ANS,_database_baciup|

W Pasword Encryption

15



5. Select Application plug-in as the plug-in type, and click Next.

# Configuration

Plug-in Type

Please select plug-in type.

@ Application plug-in
) Virtualzation plug-in
2 Community plug-in

) None

6. Select SAP HANA as the application plug-in, and click Next.

# Configuration

Application Plug-ins

Please select the Application plug-in to be configured.

@ SAP HANA
) Sybase ASE
O SnapManager for Microsoft SQL
) DB2
) MaxDB
©) SnapManager for Microsoft Exchange
© IBM Domino
) MySQL

) Oracle

7. Enter the following configuration details:

16

a. Select Yes from the drop-down menu to use the configuration with a multitenant database. For a single
container database select No.

b. If Multitenant Database Container is set to No, you must provide the database SID.

c. If Multitenant Database Container is set to Yes, you must add the hdbuserstore keys for each SAP



HANA node.
d. Add the name of the tenant database.

e. Add the HANA nodes on which the hdbsql statement must be executed.

—h

Enter the HANA node instance number.

g. Provide the path to the hdbsql executable file.
h. Add the OSDB user.
i. Select Yes from the drop-down list to Enable LOG Cleanup.
NOTE:
* Parameter HANA SID is available only if the value for parameter HANA MULTITENANT DATABASE
is setto N
= For multitenant database containers (MDC) with a “Single Tenant” resource type, the SAP HANA
Snapshot copies work with UserStore Key based authentication. If the
HANA MULTITENANT DATABASE parameter is set to Y, then the HANA USERSTORE KEYS
parameter must be set to the appropriate value.
= Similar to non-multitenant database containers, the file-based backup and integrity check feature is
supported
j- Click Next.
Multitenant Database Container (MDC) - Single Tenant Mo v
SD: HE&

hdbusersione Keys

Tenant Catabass Mame:

MHodes: 1023522065

Usarnams: SYSTEM

Password N R
Instanc & numbser: &5

Path o hdbsgl hsisapHEE HDBES e e/habasl

Q3508 User

Enable LOG Cleanup Veg o]

8. Enable the File-Based Backup operation:
a. Set the File-Backup Location.
b. Specify the file-backup prefix.
c. Select the Enable File-Backup checkbox.
d. Click Next.

17



o Configuration x I
File-Based Backup Configuration Detaile |
Provide File-Based Dackup Details

Fiie-Bac hup Location
Fie B hup prefis

Enabile Fie-Bashup

Back Mext Cancel

9. Enable the Database Integrity Check operation:

a. Set the temporary File-Backup location.
b. Select the Enable DB Integrity Check checkbox.
c. Click Next.

18



| # Configuration

integrity Check Configuration Detnils

Provide Integrity Check Details

Temporary Fie-Backuep Loc ation;

Enabls DB Integrity Check

10. Enter the details for the agent configuration parameter, and click Next.

Agent Configuration

Enter agent configuration details

PONS: localhost]
Port 9090
Teneout (secs) 300

Test sgend connection

11. Enter the storage connection settings, and click Next.
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Storage Connection Setlings

Please Provide Stiorage Connection Settings

Use OnCommand Proxy. [

Transport HTTPS] v

Cortrofar NV earver Port 443

12. Enter the storage login credentials, and click Next.

Controller Veerver Credentials

Add one or more Controller VWserver credentials to the configuration.

= Controller /Vserver Login Credentials
D add | [ e B Dsete

Controlar vV seryer [P or Name Uizer namafassword Viokumes

Cortrolervserver IP or hanata
Marr:
Cordrofer/vserer Liser root
Controlisr A\ saryer ERsESEREED
Password
B e

13. Select the data volumes that are stored on this storage controller, and click Save.
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U Conteoler/Voorvervolmes.. N
1= cata_DOOOL
SLESASAP cata_ 00003
SLES4SAR K3074
crhanar(s_3080
chanar(s 30807
cehanard3 PTF
chhanw(8 SLES4SAP
crhans(9
crhanarDd 3080
cuhanx(09_PTF
cehanarD9_SLESASAP
cahanar 10
chanar 1013020
cishanar 10_PTF o
ciihanar 10_SLES4SAp -
cehana 1]
chana11_3080
cxhanw 1l _PTF
cehana 11_SLESASaP
log_00002
kg 00004
oEmaster
opmnaster 30807
cemaiter PTE_S745
oomaster PTF_S819
saped
titpboot
vodd

14. Click Add to add another storage controller.

Controller Wserver Cradentials

Add one or more Controller/Vserver credentials (o the configuration.

E Controller /¥server Login Credentials

Daga | [ em &l Delete
Controller fVaerver IP or Nams Liser namePassvword Wolumes

data_000N
hanate roopfee data_00003

15. Enter the storage login credentials, and click Next.
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Controller Wserver Credentials

Add one or more Controller/Veerver credentials to the configuration.

[ Controller/¥server Login Credentials
Qam | [iew Boeets
Controlerivserver IF or Nams Liger name/Password Volumes

hanaia

Cortrofler/v'server IP or haraib
e

Cortroler vV zerver Liter; root

Cortrolles/Vsarver sssmEREREw
Password

16. Select the data volumes that are stored on the second storage controller that you created, and click Save.

.
D ey e

data_D0004 data_ 00002
log_00001
log_00003
| zapeve

wolld

o

.

Ll S

17. The Controller/Vserver Credentials window displays the storage controllers and volumes that you added.
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Click Next.

Controller Wserver Credentials

Add one or more Controller/Weerver credentials to the configuration.

= Controller/¥server Login Credentials
& 2 | lear

Controler v server IF or Nams Usar namefassword Viohames

data 0001

LT -
hanat s e data_00003
hanalb rooLree data_00002

18. Enter the Snapshot policy and retention configuration.

i Dieintes

The retention of three daily and eight hourly Snapshot copies is just an example and could be configured

differently depending on the customer requirements.

Select Timestamp as the naming convention. The use of the naming convention Recent is
not supported with the SAP HANA plug-in, because the timestamp of the Snapshot copy is

also used for the SAP HANA backup catalog entries.

# Confliguration

Snapshot Detalls

Prowide Snapshot copy related information.

Snapshol copy Mame: Backup-ANA,
Snapshol copy Label

Policy Type @ ke Polcy (' LUke Polcy Ohject
Snapshot copy Policies
Enable Pobcy Padicy Mame Retention
¥ Pcaarty “12
] dalty "
r weekly 0
r rrsratindy 1]
Prevart Snapshot copy Delations | No w
Policy Retention Age
Naming Convention " Recent & Timestamp
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19. No changes required. Click Next.

-

Snapshot Details Continued

Prowvide Snapshot copy related information.

Consistency Group: r

Congistency Timeout MEDILM w
SrapDrive Discoveny: o v
Consistency Group WAFL Sync: No w
Snapchot copy Delste by age only. N -
Snapshol copy Dependency ignore: | No w
Restore Auto Detect No b
igreore Applcation Errors: Mo -
Snapshot Copy Disshie: Mo v

20. Select SnapVault, and configure the SnapVault retention policies and the SnapVault wait time.

» Configuration »

Data Prolection

Configure Snaphirror, SnapVault or both

Data Transfer T Snapdror ¥ SnapVault
SnapVault Policies -
Enabile Policy Pokcy Name Retention
~ hourly "10
W iy r?‘:'
r weekly o
D monthiy G

SrapVaull Retertion Age:

Snapheull wad time: 0

21. Click Add.
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Data Protection Volumes

Add SnapMirror and SnapVaul Volumes,

[J pata Protection Yolumes

Qagd | [ ew @ Delete
Cortrolier/vserver IP or Nam  Snaphlirror Yolumes SnapVaull Volumes
&

22. Select a source storage controller from the list, and click Next.

Data Protection Volumes
Add SnapMirror and SnapVaull Volumes.

Qad | jEm ot

ControBér/vesrver IP or Nam | Snaphrmor Violumes SnapVaul Violumes
-]

Controler/Vserver  hanata| w
IP o Mame:

23. Select all the volumes that are stored on the source storage controller, and click Save.
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{J pata Protection Volume Sclection

Valumes Snapktrro
data_00001
clata_ D000
-
i
Snapault
daty 00001
data_00003
g
-

24. Click Add, and select the second source storage controller from the list, and then click Next.

Fa Configuration

Data Protection Wolumes

Add SnapMirror and SnapVault Volumes,

(J Data Protection Volumes

i 2na | [lEa & painte
ConfrolerfvVeanser P or Nam | Snspiirmor Violumes Snapall Volumas
e
data_00001
m‘rﬂ Al DR
E Select a Controller/Vserver 3
Controllar i sarver | hanatb (=

P or Nams

§ Ned

25. Select all the volumes that are stored on the second source storage controller, and click Save.
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[ Datas Protection Yohsme Selection

Voiluemees Snapki o
data_00002
oy
A
SnapVaull
data 00002
=
=]

26. The Data Protection Volumes window displays all the volumes that should be protected in the configuration
that you created. Click Next.

# Configuration

Data Protection Yolumes

Add SnapMirror and SnapVaull Volumes,

{J Data Protection Yolumes

O aad | [Tt S Delete
Controller fYserver IF or Mam  Snaphleror Volumes SnapVaul Volumes
(-]
data_00001
R data_00003
hetaruty 1 b data 00002

27. Enter the credentials for the target storage controllers, and click Next. In this example, the “root” user
credentials are used to access the storage system. Typically, a dedicated backup user is configured on the
storage system and is then used with Snap Creator.
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# Configuraticn

[Data protection relstionships

SnapMirror and SnapVault relationships

Verified all Snaphirror relationships
Verifed ol SnapVaull relationshins
= hanazb
Cortrollerserver User. | rool

Controller A server - |vl-i---1
Password:

28. Click Next.

DFMOnCommand Settings
Erter OnComimand credentials and other details and settings.

Useér
Passwiord

TrisrvEpont
Part

29. Click Finish to complete the configuration.
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# Configuration

Summary

Configuration Mames. ANA _databass backup
MNumber of Controlers\senvers added 2
Cortroller Vearser Name: hahala
Cortroller /v server User; rool

Cordroller A'server Password, e
ControllerVserver Name: hanalb
Corgrollerserver User, rool
Cortroller V' gerver Password "

Data protection Destination Controller s/ eervers added
Cordroller v'server Name: hanalb
Controller\'server User rool
Corgroller'sarver Password ****

Global Controler V' erver credentials: No
Pazsword Profection: Yes

Viohumes:
hanaladata 00001 data_ 00003,
i b clata_00D02,

Snapshol Copy Name: Backup-ANS,
Snapshol Copy Policy Name Convention: Timastamg

lgnore Appbcation Errer: No
SnapVaull Updale: Yes
Snap'yaull VWait Time 10
Snapault Volumes:
Corgroller/vserver, hanala
ol

cota_00001

data 00003
Controliér’v'saryer. hanalb
Wiolurmees:

s

|»

| of

30. Click the SnapVault settings tab.

Finish

Cancel

31. Select Yes from the drop-down list of the SnapVault Restore Wait option, and click Save.
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It is recommended that you use a dedicated network for replication traffic. If you decide to do so, you
should include this interface in the Snap Creator configuration file as a secondary interface.

You can also configure dedicated management interfaces so that Snap Creator can access the source or

the target storage system by using a network interface that is not bound to the storage controller’s host
name.

mgmtsrv0l:/opt/NetApp/Snap Creator Framework 411/scServer4.l.lc/engine/c
onfigs/HANA profile ANA
# vi ANA database backup.conf

igdddssadssasssaddsadsssasdasadiaasiaaadaadsiaaadaasdaaadiaanRaddtdi
HHAFEHFAAR AR

# Connection Options #

igaddssadssasisaddsaadisasdiasadiaasdiaasdaadsiaaasaasdaaad iR Rt dtdi
FHAFEHFA AR AR
PORT=443

SECONDARY INTERFACES=hanala:hanala-rep/hana2b;hanalb:hanalb-rep/hana2b
MANAGEMENT INTERFACES=hana2b:hanaZb-mgmt

Configuring SAP HANA for SAN environments

After you configure the data backups, you will need to add a new command to the Snap
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Creator configuration file in environments where a SAP HANA system is connected using
Fibre Channel storage area network (SAN) to the storage controller(s).

When a global synchronized backup savepoint is triggered by Snap Creator within SAP HANA, the last step
occurs when SAP HANA writes the /hana/data/SID/mnt00001/hdb00001/snapshot_databackup 0 1 file. This
file is part of the data volume on the storage and is therefore part of the storage Snapshot copy. This file is
mandatory when performing a recovery in case the backup is restored. Due to metadata caching with the 'X'
File System (XFS) on the Linux host, the file is not immediately visible at the storage layer. The standard XFS
configuration for metadata caching is 30 seconds.

Within Snap Creator, you need to add a post-application quiesce command, which waits until the XFS meta
data cache is flushed to the disk layer.

You can check the configuration of the metadata caching by using the following command:

stlrx300s8-2:/ # sysctl -A | grep xfssyncd centisecs
fs.xfs.xfssyncd centisecs = 3000

1. In the configuration file (install_path/scServerversion_number/engine/configs), add the /bin/sleep command
to the Post Commands section as shown in the following example:

igddsdsssssstsdsadssdsadasdsadsdtatastadiadtad Rt naRnddti

# Post Commands igddsdsadsss ittt tadtsdsi
POST NTAP DATA TRANSFER CMDO1=

POST_APP QUIESCE CMDOl=/bin/sleep 60

POST CLONE_CREATE CMD01=

You should allow a wait time that is twice the value of the fs.xfs.xfssyncd_centisecs
parameter. For example, with the default value 30 seconds, the sleep command should be
configured with 60 seconds.

Configuring log backups

Log backups should be stored on a different storage system than the primary storage.
The storage system that is used for the data backup can also be used for the log backup.

At the secondary storage, a volume needs to be configured to hold the log backups. Ensure that automatic
Snapshot copies are switched off for this volume.

1. Mount the volume at each database node, either by running the mount command or editing the file system
table (fstab) file.

hana2b:/vol/backup log ANA /mnt/backup log ANA nfs
rw,bg, vers=3, hard, timeo=600, rsize=65536,wsize=65536,actimeo=0, noatime
0O O
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Within SAP HANA Studio, the log backup destination is configured as shown in the following figure.
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Housekeeping of log backups

Housekeeping of log backups in SAP HANA is based on a function within the HANA
Studio or based on an SQL statement that allows deleting all backups that are older than
a selected backup.

Snap Creator handles the housekeeping of data backups (Snapshot copies) by deleting the Snapshot copies
on the primary or secondary storage and by deleting the corresponding entries within the HANA catalog, based
on a defined retention policy.

The log backups that are older than the latest data backup are deleted because they are not required.

Snap Creator handles the housekeeping of log file backups on file system level and within the SAP HANA
backup catalog. As part of each Snapshot backup with Snap Creator, the following steps are executed:
» Read backup catalog and obtain the backup ID of the oldest successful data or Snapshot backup.

* Delete all backups that are older than the oldest backup.

Snap Creator only handles housekeeping for backups based on Snapshot copies. If additional
file-based backups are created, you must ensure that the file-based backups are deleted from

@ the backup catalog and file system. If such a data backup is not deleted manually from the
backup catalog, it can become the oldest data backup, and the log backup housekeeping
operation will fail.

Modifying the housekeeping of log backups

You can modify the parameters that are configured for the housekeeping of log backups if
you want to disable the log cleanup operation.

1. Select the SAP HANA profile that you want to modify.
2. Select the configuration you want to modify, and click SAP HANA Settings.

3. Edit the Enable LOG cleanup parameter, and click Save.
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Executing database backups

You can back up your SAP HANA database by using the Snap Creator GUI or the
command line. To schedule backups, you can use the scheduler within the GUI, or you
can use the command line in combination with an external scheduler like cron.

Overview of database backups

When Snap Creator is backing up the database, the following steps are executed.

1.

N o gk~ w

Create a global synchronized backup save point (SAP HANA Snapshot copy) to obtain a consistent image
on the persistence layer.

. Create storage Snapshot copies for all data volumes.

In the example, there are three data volumes, which are distributed to both storage controllers, hanala and
hana1b.

Register the storage Snapshot backup within the SAP HANA backup catalog.

Delete the SAP HANA Snapshot copy.

Start SnapVault update for all data volumes.

Check SnapVault status and wait until finished or configurable timeout.

Delete storage Snapshot copies and delete backups in the SAP HANA backup catalog based on the
defined retention policy for backups at the primary and secondary storage.

Delete all log backups, which are older than the oldest data backup on the file system and within the SAP
HANA backup catalog.

Backing up the database with the Snap Creator GUI

You can back up a database with the Snap Creator GUI.

1.

Select the HANA_database_backup configuration and then select Actions > Backup.
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2. Select the backup policy and click OK.
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The backup starts. Snap Creator triggers the “SnapVault update,” and Snap Creator waits until the data is
replicated to the secondary storage. The wait time has been configured during the configuration and can

be adapted in the SnapVault settings tab. Snap Creator triggers the SnapVault updates in parallel for each
volume on the same storage controller, but in sequence for each storage controller.
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Backing up the database with Snap Creator command line
You can also back up the database by using the Snap Creator command line.

1. To back up the database, run the following command.
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mgmtsrv0l:~ #

/opt/NetApp/Snap Creator Framework 411/scServerd4.l.l/snapcreator
--server

localhost --port 8443 --user scadmin --passwd scadmin --profile
HANA profile ANA --config

ANA database backup --action backup --policy daily —--verbose

[Wed Mar 5 14:17:08 2014] INFO: Validating policy: daily finished
successfully

#######4## Detecting Data ONTAP mode for hanala #########4#

#H4####4### Detecting Data ONTAP mode for hanalb ##########

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanaZ2b]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hana2b] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanala]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanala] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanalb]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanalb] finished successfully.

Truncated

Reviewing available backups in SAP HANA Studio

You can see the list of storage Snapshot backups in the SAP HANA Studio.

The highlighted backup in the following figure shows a Snapshot copy named “Backup-
ANA_hourly_20140320103943.” This backup includes Snapshot copies for all three data volumes of the SAP
HANA system. The backup is also available at the secondary storage.
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The Snapshot copy name is used by Snap Creator as a backup ID when Snap Creator registers the storage
Snapshot copy in the SAP HANA backup catalog. Within the SAP HANA Studio, the storage Snapshot backup
is visible in the backup catalog. The external backup ID (EBID) has the same value as the Snapshot copy
name as shown in the following figure.

With every backup run, Snap Creator deletes Snapshot backups at the primary and at the secondary storage
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based on the retention policies defined for the different schedules (hourly, daily, and so on).

Snap Creator also deletes the backups within the SAP HANA backup catalog if the backup does not exist at

the primary or secondary storage. The SAP HANA backup catalog always shows the complete list of backups
that are available at the primary and/or the secondary storage.
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SAP HANA File-Based Backup and Database Integrity
Checks

SAP recommends combining storage-based Snapshot backups with a weekly file-based
backup to execute a block integrity check. The block integrity check can be executed
from within the Snap Creator graphical user interface (GUI) or command line interface
(CLI).

The File-Based Data Backup operation is used when the backup copies of files are to be retained. The
Database Integrity Checks operation is used when backup copies have to be discarded.

You can configure either one or both of the operations. During on demand backup, you can choose either one
of the operations.

Modifying configuration for File-Based Backup

You can modify the parameters that are configured for File-Based Backup. The
subsequent scheduled or on-demand File-Based Backup operation reflects the updated
information.

1. Click on the SAP HANA profile.
2. Select the configuration that you want to modify, and click HANA File Based Backup Settings.
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3. Edit the information, and click Save.

Modifying configuration for Database Integrity Checks

You can modify the parameters that are configured for Database Integrity Checks. The
subsequent scheduled or on-demand Integrity Check operation reflects the updated
information.

1. Click on the SAP HANA profile.
2. Select the configuration that you want to modify, and click HANA Integrity Check Settings.
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3. Edit the information, and click Save.

Scheduling file-based backup

For SAP HANA configurations, you can schedule additional operations such as file-based
backup and database integrity checks. You can schedule the file-based backup operation
to occur at specific intervals.

1. From the main menu of the Snap Creator GUI, select Management > Schedules, and click Create.

2. In the New Job window, enter the details for the job.

The file-based backup policy is set to “none” by default.

11 New Job X!
Job Name: SAPFBBackup
Start Date: 2016-01-22 (9
Active: v
Profile: SAP_HANA ef
Configuration: | SCN_HANA v
Action: fileBasedBackup 3.4
Policy: ~
Frequency: o vl
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Scheduling database integrity checks

For SAP HANA configurations, you can schedule additional operations such as file-based
backup and database integrity checks. You can schedule the database integrity checks
operation to occur at specific intervals.

1. From the main menu of the Snap Creator GUI, select Management > Schedules, and click Create.

2. In the New Job window, enter the details for the job.

The integrity check policy is set to “none” by default.

1 1&) New Job X

Job Name: SAPFBBackup

Start Date: 2016-01-22 (9
Active: v

Profile: SAP_HANA D
Configuration: | SCN_HANA i
Action: integrityCheck v
Policy: none ."'"
Frequency: v

4

Performing File-Based Backup from the Snap Creator GUI

You can perform File-Based Backup from the Snap Creator graphical user interface
(GUI).

You must have enabled the File-Based Backup parameter in the HANA File-Based Backup Settings tab.

1. Select the HANA database_backup configuration.

2. Select Actions > File-Based Backup.
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3. Set the Policy option to None, and click OK.
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Performing File-Based Backup from Snap Creator command line
You can perform File-Based Backup using the Snap Creator command line.
1. To perform File-Based Backup, run the following command:
./snapcreator --server localhost --port 8443 --user sc --passwd sc

--profile hana testing --config HANA Test --action fileBasedBackup
--policy none --verbose

Performing Database Integrity Checks from Snap Creator GUI

You can perform Database Integrity Checks from the Snap Creator graphical user
interface (GUI).

You must have enabled the DB Integrity Check parameter in the HANA Integrity Check Settings tab.

1. Select the HANA database_integrity check configuration.
2. Select Actions > Integrity Check.
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3. Set the Policy option to None, and click OK.
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Performing Database Integrity Checks from Snap Creator command line
You can perform Database Integrity Checks using the Snap Creator command line.
1. To perform Database Integrity Checks, run the following command:
./snapcreator --server localhost --port 8443 --user sc --passwd sc

-—-profile hana testing --config HANA Test --action integrityCheck
--policy none --verbose

Restoring and recovering SAP HANA databases

You use SAP HANA Studio and Snap Creator to restore and recover SAP HANA
databases.

1. Within SAP HANA Studio:
a. Select Recover for the SAP HANA system.
b. SAP HANA system is shut down.
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c. Select the recovery type.
d. Provide log backup locations.
e. List of data backups is shown
f. Select backup to see the external backup ID.
2. For a storage system running clustered Data ONTAP only:
a. Only required if any other backup than the latest has been used for the restore.
b. Only required for “Volume SnapRestore” from primary storage.
c. Deactivate SnapVault relationships
3. Within Snap Creator:
a. Select “Restore” for the SAP HANA system.

b. Select restore from primary or secondary storage, depending on the availability of the backup at the
primary storage.

c. Select storage controller, volume name, and Snapshot copy name. Snapshot copy name correlates
with the backup ID earlier.

d. For multinode SAP HANA systems, multiple volumes need to be restored:
i. Choose Add more restore items.
i. Select storage controller, volume name, and Snapshot copy name.
ii. Repeat this process for all required volumes.

e. For multitenant database containers (MDC) single tenant database systems, both the SYSTEM and
TENANT databases are restored.

f. Restore process is started
g. Restore finished for all volumes.
4. At the database nodes, unmount and mount all data volumes to clean "Stale NFS Handles."
5. Within SAP HANA Studio:
Select Refresh on backup list.

a.
b. Select available backup for recovery (green item).

3]

Start recovery process.

d. For multitenant database containers (MDC) single tenant database systems, start the recovery process
first for the SYSTEM database, and then for the TENANT database.

e. The SAP HANA system is started.

6. (Optional) Resume SnapVault relationships for all restored volumes.

@ At the storage systems, this step is only required if a backup other than the latest one has
been used for the restore.

Restoring and recovering databases from primary storage

You can restore and recover the database from the primary storage.

@ You cannot restore file-based backup copies from Snap Creator.
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1. Within SAP HANA Studio, select Recover for the SAP HANA system.
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The SAP HANA system shuts down.

2. Select the recovery type and click Next.
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Recovery of System ANA (on pishanar08)

Specify Recovery Type

Select a recoven type

@ Raecover the database to its most rnclﬂtitl_ttﬂ

) Recover the database to the following point in ime -

) Recover Database to a Speciic Data Hukup“

Advanced >> |

@ Mext > | Cancel

3. Provide the log backup locations and click Next.
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Recovery of System ANA (an cizshanar0s) b
Locate Log Backups

Specity location(s) of log backup fles to be used to recover the database

(D Even if no log backups were created. a location is still needed to read data that will be used for recoveny
Recovery of Log Backups

if the log backups were wiitten to the file system and subsequently moved. you need to speciy their curment

location If you do not specify an alternative location for the log backups, the systemn uses the location where
the log backups were first saved. The directory specified will be searched recursively

Locations | ]

 Remove .NI_'

| Remove

@

| =< Back Mext > Cancel

The list of available backups you see is based on the content of the backup catalog.

4. Select the required backup and record the external backup ID.
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5. Deactivate the SnapVault relationship.
CD This step is only required with clustered Data ONTAP.

If you need to restore a Snapshot copy that is older than the Snapshot copy currently used as the base
Snapshot copy for SnapVault, you must first deactivate the SnapVault relationship in clustered Data
ONTAP. To do that, execute the following commands on the backup cluster console:

hana::> snapmirror quiesce -destination-path hana2b:backup hana data
Operation succeeded: snapmirror quiesce for destination
hana2b:backup hana data.

hana::> snapmirror delete -destination-path hana2b:backup hana data
Operation succeeded: snapmirror delete the relationship with destination

hana2b:backup hana data.

hana::> snapmirror release -destination-path hana2b:backup hana data
[Job 6551] Job succeeded: SnapMirror Release Succeeded

6. In the Snap Creator GUI, select the SAP HANA system, then select Actions > Restore.
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The Welcome to the Snap Creator Framework Restore Wizard screen appears.

7. Click Next.
A Marageeert = o Usert e Poies » 5 Date e i Pobey o [T Beports = itk - F1
Bucior * Confuwations *
el % Peren | oy acaon - | meoss | [ e
b e D) o vams | s e =
5 ANA_catateaie D6 { & i B L .
L+ ANA_gelntne_baci st Bt % Wielonme
N -u-m i Dol Wiehoies Do I Shig Cioadd st & Beslong WEedd
L P » Tha pomloe wissrd Belpes yis 10 porTom Vokumss Restone,
Eraisa Lo Troce: ‘Na mrﬂnwl.ummm--umu
fiaci Yot Eancal
= Comsale

. Select Primary and click Next.
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9. Select restore from primary storage.

10. Select the storage controller, the volume name, and the Snapshot name.

The Snapshot name correlates with the backup ID that has been selected within SAP HANA Studio.
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11. Click Finish.
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12. Click Yes to add more restore items.
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13. Select the storage controller, the additional volume name, and the Snapshot name.
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The Snapshot name correlates with the backup ID that has been selected within SAP HANA Studio.
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14. Repeat steps 10 through 13 until all required volumes are added; in our example, data_00001,
data_00002, and data_00003 need to be selected for the restore process.

15. When all volumes are selected, click OK to start the restore process.
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The restore process is started.
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Wait until the restore process is finished.
16. On each database node, remount all data volumes to clean Stale NFS Handles.

In the example, all three volumes need to be remounted at each database node.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

17. Go to SAP HANA Studio and click Refresh to update the list of available backups.
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The backup that has been restored with Snap Creator is shown with a green icon in the list of backups.
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19. Select other settings as required and click Next.

Aecovury of Systern ANA on cmahanakl)

Oihar Sethings

Ensure tnat T Snapshct is Ivailable in tha SAP HANA system

Check Amtatilly of Log Backups
e can have tha Tystem chack whisther all required lag backups aie madable ot the beginning of the recovery process Flog backups e meging
thiny will be Bsted and the recewey pracess will stop befors amy data is changed I you choses net to perform this check now, it will still be

| | perforrned but iater in the process This may resull in 8 wgreBcant loss of Urne o the complete recovery must be repasted Sus 9 mizsing log
backups

Check the avaiability of log backeps storsd in th edeant fecation(s)
W Fae Symm'

[ Thied-Party Backup Tool iBlacking

mitialze Log Ases

IF w63 Nt want 18 8cover l6g enties 1esidng 1M the 109 atea, S0t tis Sptien Afler the recovery, e 155 entries wil 5o deleted Bom the leg
(5L 0]
] jatnicze Log Area”

Inetall New Licensa Ky

If you recover the database fom § diferent system, the oid Bcense ki will ne longer b vaha
ol can

= Selact a niw licenss key to instail now

- Imstal @ new ioense Bey manually sfiel the database has Been reloveled

[ matall Mew License Key

@ | <mex [ uyg> ][ conc

20. Click Finish.
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21. After recovery is finished, resume the SnapVault relationships, if required.
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Restoring and recovering databases from secondary storage
You can restore and recover the database from the secondary storage.

1. Within SAP HANA Studio, select Recover for the SAP HANA system.
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The SAP HANA system will be shut down.

2. Select the recovery type and click Next.
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Recovery of System ANA (en cishanardl)

Specity Recovery Type
Select a recovery type

() Recover the database to the following point in time *

' Recover Database to a Speciic Data Bukupu

| Advanced >>

@ | Hext> - Cancel

3. Provide log backup locations and click Next.
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Recovery of System ANA (on cishanar08)

Locate Log Backups

Specity location{s) of log backup files to be used to recover the database

(D) Even ifno log backups were created. a location is still needed to read data that will be used for recovery
Recovery of Log Backups

If the log backups ware written to the file system and subsequently moved. you need to speciy their current

locatien. if you do not speciy an altmative location for the fog backups. the system uses the location whire
the log backups were first saved The directory specified will be searched recursively

Locations [

fust/sap/ANAMHDBAZ backupieg ﬁnmm Al

@

< Back _' Cancel

The list of available backups appear based on the content of the backup catalog.

4. Select the required backup and write down external backup ID.
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Hecevary ol System ANA (eh'cahanaiod)

Select Backup
@ To recover this snapshol. & must be available m the data arsa

Salected Poind ih Tima

Database wiil be recovred o 3 most recent state

Bachups

Thi Sveried 1hows LShups that weie recorded i the BACKUD Catalog B8 Successhad The backup ot the top is eshmated b have the Shorest becoveny bme

Start Tima Locaban Buaciciap Prafis Avadatin all
T 1

SOTOACE 1T 0004 | Manatdatansig, SHAPSHOT I o

J0TA-D4-05 11 00 04 | MR GETAANA I SHAPSHOT o

2014004 11 00 04 | hana'datarAnA SHAPSHOT | D

20040202 1100004 | manaldstaliiig SHAPSHOT O I

20040801 0T 1855 | Wmuhé cmm_q O

Details of Selected item

Start Tima: ®201404-03 110004 Dastinabon Type SHAPSHOT
SE 47668 Batkup O VRSO0 Eatesnal Bmmm[mmmmgmmm
Backup Mame. " mans/astatANASNARSHOT

Alteimatie Location ®

@} ; < [Gack . Cancel

5. Go to the Snap Creator GUI.
6. Select the SAP HANA system, and then click Actions > Restore.
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The Welcome screen appears.

.(-'mt- lf-Lu'.\ul'.\lll'lﬂl!zlml- o D = ‘n;.:-fo [* Pepota = @ v =
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7. Click Next.
8. Select Secondary and click Next.
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9. Enter the required information. The Snapshot name correlates with the backup ID that has been selected in
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SAP HANA Studio.

F Waragesert = g Ussracd Roiss ¢ S Daiw e i Peiey e |0 Reeodr . i vem -
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Policy | -
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10. Select Finish.

Fdmragesert = = Usenarvifols v ate e o Poiey e [0 Repete v ) e e av
Confapurations. *  Bedupd *  JbHotke
g:.-m & Pevewn B Ak = | Pt | i S
o 0 A, _protie_AMA, | 3
el | Coneechon  VioEmen Reitors i
,Mmﬂ | - - ﬂ" -
o MNA_Setatite b | Srepnhed cagry M Bex Summary
S ANR_pon debsbage_tey DN - sk
Resiore fpe . Snapyaut Resiore
ok Badcgnaavy contoilir name . hanadb
e -t B onaany volLms Rime | D iue_aets 00001
Egrnatiety Snap kst £ 6oy nama  Backap- AMNA
sl coust X Rcian SW_dady_30140401200000
St Py Pty Ve ! Bt ot of BB Dndary | Aolistiun_dels 00001 eabdoid
4 Lot 1 D bnatedn path oo pnmsty Aokl 0000 mrs0ai01
L4 sy H dwe hcking th Fimash BuSion you cem seiect agdibel
SnapY AUl reasonahpd 1 reaiond
TRy b
O oty i
Frivert Tttt Cofry Cembabo R
Py st s
Wty Sivepd iy i
oA s
- - B Fiast [

11. Click Yes to add more items to restore.
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12. Provide the required information for all volumes that need to be restored. In the setup data_00001,

data_00002, and data_00003 need to be selected for the restore process.
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13. When all volumes are selected, select OK to start the restore process.

Wait until the restore process is finished.
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14. On each database node remount all data volumes to clean “Stale NFS Handles.”

In the example, all three volumes need to be remounted at each database node.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

15. Go to SAP HANA Studio and click Refresh to update the backup list.

Recovery ol System AMA fon coshanardl

Saelect Backup
Swlect 3 pachup t recover this SAP HAMA databate

Selected Point in Time
Databass will be fecrmied to @3 Mot iecont 53t
Backups
The ovaniea shows backups that weie ietonded in the backup calalog as succesthd The backup o the top i3 astimated to have the shodest redovery
e
Start Time Locaban Backup Prafx Avadsbie b
FLLIF ST ET SRV T ANENEANTA AN SMARSHDT W
20140805 10004 | ManadataiAbA | swapshor |0
200440404 11 00 0 MhaEna/aataianis, SMNAPSHOT :G
DOT4-08-00 11 0004 AMana/gatatan SHAPSHOT | I
20140401 021855 | AsusapANAHDBAZ bachu CQI-I'i.ETE_ﬂJG
_— e [
Rehesh | Shos Mot
Details of Selected Rem
Start Time #2014.04.02 110004 Destination Type  SHAPSHOT
Scw 476 GE Backup i PR S e S kA External Backup 10 Backup-ANA-daily 0140403200000
Backup Hame MR ANASHAP THOT

Adtwnatve Lecabon T

':_'_i‘\.l' < Back : Hent > -. Cancel

16. The backup that has been restored with Snap Creator is shown with a green icon in the list of backups.
Select the backup and click Next.

17. Select other settings as required and click Next.
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Hecavwely ol Symiam ANA (ph coanamanil

| Other Setings
Ergure that the snagthot in swaifable o the SAP HANA gystem

Check Availatisty of Log Backups

Yo £an have the syshem check whsthad ol reguired log bachops s e B g of thee iecovery process IFiog backups iee miasing. thiy will b
frted dnd e recovery PEOCESS will Slop befois By dota i3 changed If you Shooss not 1o parkem they chack new, il wall uti Be pasformad but 1ater i the process
Then ey’ Teault o 8 wgnéboant koun o tiree If L Complate reC ovary MuSt be tepasted dus b mising log backups

Chack the avaltabitty of log backups sterwd i the relevant locaten(t)

W Fila Systam

] Thard-Paty Backup Tool (Backing

inihaleze Log Anes
I you da not wart Lo recover 16 entmes pesidmg i the 1og sea Select us sphon Afts the isCoweny the bog et will be deleted Bom the g ared
O hnu:rug.iun‘

Instal Mew Licanse Kay

P yeu pecowet thie database fhom 3 difeerd system. e ol RCerse by Wil RO langed Be valid
ey can

« Select & rw NCROSE by TH NEEES now

= Inuted B P DCeREa hry MANUME SRl e SA2aDASe Nat Daen recovered

T il Mew License Key
|

@ T | Concu

18. Click Finish.

Recavery of Sysiem ANA (on cishanardl)
Il:m"lumlrlihp
Fanddew thi tecovery settings and chooss Finish' (o stan the recovedy vou can moddy the recovery sefngs by chiszing Back’

System Infarmation
System ANA
Higst Crihanag
Varsian 1 0070 386110
Recowery Definition
Hacovery Type Snapehot (Foint-in-Teme Recovery (Unkl New))
Baciup 0 TIESLB004T N
Backup Stan Tims 2014-04-00 11 0004 (Faclic Standard Tiena)
Lag Backup Location funieap/ANAMDEL 2D ackupiog
iitiahe Log Area Mg

Check Samitabimy of Log Backups: s

Cenfiguration File Handling
& ATTEMNTION

Fyou want T reCovel CUTamen TpECRc Conbguration Changes. you may need 1o make e changet manuaty in e target system

[Fy0u are parforming a recovany to 8 diflerent sysiem

Hote That the tasgst Tyetern and the sousce syslem mutt howe the same Configuration In paricular the number of database Senioes wilh thaar
o parsastency must be Te $ame in bOth systems

Iore Informatien SAP HANA Administration Guids
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The recovery process begins.

Recovery of Sisterm ANA [on ciahnnardd) o

Recovery Progrem Information
(@ Prapare Racoviny - Stopping System

Host: cishanar1o
¥ Recovery of host Cishanan 0’ pending
Nama Serar O Process running but state unknown

Hest: cishanarll
4 Recovery of hast ‘cishanail 1’ pending
Hame Server £ Process mEnning but state unknown

Hest: cishanards
¥ Recovery of host ‘cishanar(d’ pendng

Daemon Process natiaking
Hama Server B Running
index Sare Inmaiging
Stastics Senver IntiabTing
XSEngine nitakaing
Preprocessor B Funning

19. After the recovery process is finished, resume the SnapVault Relationships, if required.

-1 Recovery of Systern ANA jon cimbanandd) o
Recovary Execution Summary

| System AMA receversd,

12 volurme s were resoveied

Recoweted to Time Apt T_ 2014 100 23 5T P GMT07 00
Facomited o Log Posdson 3108000

Resuming a SnapVault relationship after a restore

Any restore that is not done using the latest Snapshot backup will delete the SnapVault
relationship at the primary storage systems.
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After the restore and recovery process is finished, the SnapVault relationship has to be resumed so that
backups can be executed again with Snap Creator. Otherwise, Snap Creator will issue an error message,
because it can’t find the SnapVault relationship anymore at the primary storage systems.

The data transfer that is required will be based on a delta transfer, if there is still a common Snapshot copy
between the source volume and the destination volume.

Resuming a SnapVault relationship with Data ONTAP operating in 7-Mode

If you restore using a Snapshot backup other than the latest one, you need to resume the
SnapVault relationship so that Snap Creator can continue to run backups.

1. Resume the SnapVault relationship with Data ONTAP operating in 7-Mode by entering the following
command. snapvault start -r -S source_controller:source_volumebackup_controller:backup_volume

Perform this step for all volumes belonging to the SAP HANA database.

hana2b> snapvault start -r -S hanala:/vol/data 00001/mnt00001
hana2b:/vol/backup data 00001/mnt00001

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:08:21 CEST [hanaZb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00001/mnt00001 to hanala:/vol/data 00001/mnt00001 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hana2b> snapvault start -r -S hanalb:/vol/data 00002/mnt00002
hana2b:/vol/backup data 00002/mnt00002

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:09:49 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00002/mnt00002 to hanalb:/vol/data 00002/mnt00002 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
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hana2b> snapvault start -r -S hanala:/vol/data 00003/mnt00003
hana2b:/vol/backup data 00003/mnt00003

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:10:25 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00003/mnt00003 to hanala:/vol/data 00003/mnt00003 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

When the data transfer is finished, you can again schedule backups by using Snap Creator.

Resuming a SnapVault relationship with clustered Data ONTAP

If you restore using a Snapshot backup other than the latest one, you need to resume the
SnapVault relationship so that Snap Creator can continue to run backups.

1. Re-create and resynchronize the SnapVault relationship.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hanaZ2b:backup hana data -type XDP

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror resync -destination-path hana2b:backup hana data
-type XDP

Warning: All data newer than Snapshot copy sc-backup-

daily 20140430121000 on volume

hana2b:backup hana data will be deleted.

Do you want to continue? {yln}: vy

[Job 6554] Job is queued: initiate snapmirror resync to destination
"hana2b:backup hana data".

[Job 6554] Job succeeded: SnapMirror Resync Transfer Queued

2. To actually restart the SnapVault transfer, a manual Snapshot copy is required.
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hana::> snapshot create -vserver hanala -volume hana data -snapshot

SV_resync

hana::> snapshot modify -vserver hanala -volume hana data -snapshot

Sv_resync -snapmirror-label daily

hana::> snapmirror update -destination-path hana2b:backup hana data
Operation is queued: snapmirror update of destination
hanaZ2b:backup hana data.

3. Verify that the SnapVault relationship appears in the destination list.

hana::> snapmirror list-destinations -source-path hanala:hana data

Progress
Source Destination Transfer Last
Relationship
Path Type Path Status Progress Updated Id

hanala:hana data
XDP hana2b:backup hana data
Transferring
38.46KB 04/30 18:15:54
9137fb83-

cba9-11e3-85d7-123478563412

Restoring databases after primary storage failure

After a primary storage failure, or when all Snapshot copies are deleted from the volumes
at the primary storage, Snap Creator will not be able to handle the restore, because there
will no longer be a SnapVault relationship on the primary storage systems.

Restoring databases after a primary storage failure with Data ONTAP operating in 7-Mode

You can restore an SAP HANA database after a primary storage system running Data
ONTAP operating in 7-Mode fails.
1. In this case, the restore has to be executed directly on the secondary storage system by using the following
command: snapvault restore --s snapshot_name -S

backup_controller:backup_volumesource _controller:source volume

Perform this step for all volumes belonging to the SAP HANA database.
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hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00001/mnt00001 hanala:/vol/data 00001/mnt00001
Restore will overwrite existing data in /vol/data 00001/mnt00001.

Are you sure you want to continue? y

Thu Apr 10 11:55:55 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00001/mnt00001.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00003/mnt00003 hanala:/vol/data 00003/mnt00003
Restore will overwrite existing data in /vol/data 00003/mnt00003.

Are you sure you want to continue? y

Thu Apr 10 11:58:18 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00003/mnt00003.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanalb> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00002/mnt00002 hanalb:/vol/data 00002/mnt00002
Restore will overwrite existing data in /vol/data 00002/mnt00002.

Are you sure you want to continue? y

Thu Apr 10 12:01:29 CEST [hanalb:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00002/mnt00002.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

When the restore process is finished, you use SAP HANA to perform the recovery.

Restoring databases after a primary storage failure with clustered Data ONTAP

You can restore an SAP HANA database after a primary storage system running
clustered Data ONTAP fails.

Assuming the primary volume is lost completely, you need to create a new primary volume and then restore
from the backup volume.

1. Create a primary volume with type data protection.
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hana::> volume create -vserver hanala -volume hana data -aggregate

aggr _sas 101 -size 300G -state online -type DP -policy default -autosize
-mode grow_ shrink -space-guarantee none

-snapshot-policy none -foreground true

[Job 6744] Job is queued: Create hana data.

[Job 6744] Job succeeded: Successful

2. Restore all data from the backup volume.

hana::> snapmirror restore -destination-path hanala:hana data -source
-path hana2b:backup hana data -source-snapshot sc-backup-

daily 20140505121000

[Job 6746] Job is queued: snapmirror restore from source
"hana2b:backup hana data" for the

snapshot sc-backup-daily 20140505121000.

hana::> job show -id 6746

Owning
Job ID Name Vserver Node State
6746 SnapMirror restore hana hanaOl Running

Description: snapmirror restore from source
"hana2b:backup hana data" for the snapshot sc-backup-
daily 20140505121000

When the restore process is finished, you use SAP HANA to perform the recovery.

SAP HANA plug-in parameters

The following table lists the SAP HANA plug-in parameters, provides the parameter settings, and describes the
parameters.

Parameter Setting Description
HANA SID Example: ABC HANA database SID.
HANA NODES Example: node1, node2, node3 Comma-separated list of HANA

nodes on which the hdbsq|
statements can be executed.

HANA_USER_NAME Example: backupUser HANA database user name. The
minimum privilege required for this
user is BACKUP ADMIN privilege.
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Parameter

HANA_PASSWORD

HANA_INSTANCE

HANA_HDBSQL_CMD

HANA_OSDB_USER

HANA_USERSTORE_KEYS

HANA_FILE_BACKUP_ENABLE

HANA_FILE_BACKUP_PATH

HANA_FILE_BACKUP_PREFIX

HANA_INTEGRITY_CHECK_ENA
BLE

HANA_TEMP_FILE_BACKUP_PA
TH

72

Setting
Example: hfasth87r83r

Example: 42

Example: /usr/sa p/hdbclient/
hdbsql

Example: user1

Example: node1:key1, node
2:key2, node3:ke y3

uyn or “ Nu

Example:/hana/data/SCN/mnt0000
1

Example:
SnapCreator_ <HANA_FILE_BACK
UP_PREFIX>__ <CURRENT_TIME
STAMP>

“Y” or “N”

Example:/temp

Description

HANA database password.

HANA node instance number.

Path to the HANA hdbsq|l
command. If this parameter is not
set, hdbsql on the search path is
used. The default is hdbsql.

The operating system user for
executing hdbsql (usually sidadm)
must have the hdbsql binary in the
search path and the permission to
execute it.

Comma-separated list of HANA
userstore keys and node pairs
using which the hdbsql statements
can be executed.

Determines whether Snap Creator
should enable file-based backup for
the SAP HANA plug-in. This setting
is useful when you want to perform
the SAP HANA file-based backup
operation.

(Optional) Path to the directory
where database file backup can be
stored. If this parameter is not set,
use default.

(Optional) Adds a prefix to the
backup file name. Default:
SnapCreator_ <CURRENT_TIME
STAMP>

Determines whether Snap Creator
should enable Integrity Check for
the SAP HANA plug-in. This setting
is usual when you want to perform
the SAP HANA Integrity Check
operation.

(Optional) Path where the
temporary database file for Integrity
Check can be stored. If not sure,
use default.



Parameter Setting Description

HANA_LOG_CLEANUP_ENABLE “Y” or “N” Enables Log Catalog cleanup.

Troubleshooting

The troubleshooting section provides information about the error codes, error messages,
and includes the description or resolution to solve the issue.

The following table lists the SAP HANA plug-in error messages.

Error code Error message Description/Resolution

hdb-00001 Unable to find an accessible HANA Verify that HANA nodes are
node for executing hdbsq| running and reachable, and the
commands using the provided instance number provided is
configuration parameters. Verify correct.

and update HANA settings in the
configuration and try again.

hdb-00002 Creating database snapshot for Check if a HANA database
[$sid] failed. snapshot is already created on the
database. If already created, delete
the HANA database snapshot or
run unquiesce operation. If not
already created, check the logs for
other error messages and details.

hdb-00003 Deleting database snapshot for Check if a HANA database
[$sid] failed. snapshot is already deleted. If yes,
this error can be ignored. If no,
check SAP HANA plug-in
parameters and make sure that
nodes are reachable and instance
number provided is correct.

hdb-00004 Connection to [$hana_node] node = The HANA node with instance
with instance [$instance] failed as  displayed in the message are not
the connection was refused. reachable. This can be just a

warning as the plug-in will attempt
to run hdbsgl commands on other

nodes. Check the logs to see if the
operation was successful.

hdb-00005 Database [$sid] already has a HANA database snapshot already
snapshot! exists on the database. Delete the
HANA database snapshot or run
unquiesce operation to resolve this
issue.
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Error code

hdb-00006

hdb-00007

hdb-00008

hdb-00009

hdb-00010

hdb-00011

hdb-00012

hdb-00013
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Error message

Unable to resolve hostname
[$hana_node].

Invalid username or password.

Verify the credentials and try again.

Running command [$hdbsgl_cmd]
on [$hana_node] failed.

Unable to find HANA [$info].

Collection of OS information failed.

Collection of OS information failed.

Collection of SnapDrive information
failed.

The HANA_NODES parameter is
not set. Check HANA settings in
the configuration file.

Description/Resolution

The HANA node hosthame cannot
be resolved. Check your DNS
server or etc hosts entries.

The user name and password
provided for HANA database is
incorrect. Correct the entries in the
configuration file and try again.

Plug-in failed to execute hdbsq|l
command on all HANA nodes
provided in the configuration. Verify
the HANA nodes and instance
parameters and ensure at least one
HANA node is up and reachable.

The SAP HANA plug-in SCDUMP
operation was unable to retrieve a
particular information from the
HANA databases. Verify the HANA
nodes and instance parameters
and make sure at least one HANA
node is up and reachable.

The collection of OS information
failed in the Windows environment;
the SAP HANA plug-in is not
supported on Windows. Use an
SLES operating system instead.

Snap Creator was unable to collect
OS information for the SCDUMP
operation. Check your agent
configuration file and correct the
settings.

The SAP HANA plug-in is only
supported in an NFS environment.
Your configuration for HANA
database has SnapDrive enabled;
set SNAPDRIVE=Nin the
configuration file.

HANA nodes (HANA_NODES)
parameter is required for the SAP
HANA plug-in. Set the parameter
and try again.



Error code

hdb-00014

hdb-00015

hdb-00016

hdb-00017

Where to go next

Error message

Unable to find an accessible HANA
node for executing
hdbsqglcommands using the
provided configuration parameters.
Verify and update HANA settings in
the configuration and try again.

The HANA_INSTANCE parameter
is not set. Check HANA settings in
the configuration file.

The HANA_PASSWORD
parameter is not set. Check HANA
settings in the configuration file.

Path to hdbsql, value of parameter
HANA_HDBSQL_CMD is invalid!

Description/Resolution

Verify that HANA nodes are
running and reachable, and the
instance number provided is
correct.

HANA instance
(HANA_INSTANCE) parameter is
required for the SAP HANA plug-in.
Set the parameter and try again.

HANA password
(HANA_PASSWORD) parameter is
required for the SAP HANA plug-in.
Set the parameter and try again.

One of the following has occurred:

* You have not provided the
hdbsql path

* The hdbsql path provided is
incorrect.

Ensure you have the HANA hdbsq|
client installed on the management
host where Snap Creator Agent is
installed, and provide the correct
path of the hdbsql binary in HANA
parameters; then, try again.

You can find more information about Snap Creator, including release-specific information,

on the NetApp Support Site.

» Snap Creator Framework 4.3.3 Installation Guide

Describes how to install the Snap Creator Server and Agent. The Agent installation includes the SAP Hana

plug-in.

* Snap Creator Framework 4.3.3 Administration Guide

Describes how to administer the Snap Creator Framework after installation is complete.

» Snap Creator Framework 4.3.3 Release Notes

Describes new features, important cautions, known problems, and limitations for the Snap Creator

Framework 4.1.1 product.
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https://docs.netapp.com/us-en/snap-creator-framework/installation/index.html
https://docs.netapp.com/us-en/snap-creator-framework/administration/index.html
https://docs.netapp.com/us-en/snap-creator-framework/releasenotes.html

» Snap Creator Framework Discussions

Connect with peers, ask questions, exchange ideas, find resources, and share Snap Creator best
practices.

* NetApp Video: SnapCreatorTV

View videos demonstrating key Snap Creator technologies.
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http://community.netapp.com/t5/Snap-Creator-Framework-Discussions/bd-p/snap-creator-framework-discussions
http://www.youtube.com/SnapCreatorTV
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