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Configure hosts

You can add, view, and remove Hyper-V parent hosts or clusters by using SnapManager
for Hyper-V.

Requirements for adding a Hyper-V parent host or host
cluster

You must have all necessary configuration information available before adding a parent
host or host cluster to SnapManager for Hyper-V.
SnapManager for Hyper-V installation

SnapManager for Hyper-V must be installed on the Hyper-V host that you want to add.

If you do not have SnapManager for Hyper-V installed, you are prompted to run the Remote Host Install
wizard. The same SnapManager for Hyper-V version must be installed on each cluster node.

Configuration settings

The Hyper-V parent host that you want to add must be configured for SnapManager for Hyper-V.

If the Snaplinfo settings, report directory settings, and notification settings are not configured for SnapManager
for Hyper-V, you can configure them after you add the host, using the Configuration wizard.

Initially, the Manage Storage Connections tab is empty. You can add the storage connections from the
Manage Storage Connections tab, but the newly added connections are visible from SnapDrive for Windows
(SDW) Transport Protocol Settings (TPS).

You must configure the backup repository and report directory settings to add and manage virtual machines by
using SnapManager for Hyper-V. Notification settings are optional.

Virtual machines and ONTAP LUNs

All of the files associated with the virtual machines, including configuration files, Snapshot copy file location,
and VHDs, must reside on ONTAP LUNs.

This is necessary to perform a successful backup.

If you change a virtual machine Snapshot file location to a different ONTAP LUN after creating
the virtual machine, you should create at least one virtual machine Snapshot copy using Hyper-

@ V Manager before making a backup by using SnapManager for Hyper-V. If you change the
Snapshot copy file location and do not make a virtual machine Snapshot copy before making a
backup, the backup operation could fail.

Dedicated and clustered virtual machines
Your virtual machines can be dedicated or part of a cluster.

If you add a single host, SnapManager for Hyper-V manages the dedicated virtual machines on that host. If
you add a host cluster, SnapManager for Hyper-V manages the shared virtual machines on the host cluster.



Virtual machines residing on SAN and NAS that belong to the same host cluster should not exist in the same
dataset. Adding these types of resources to a single dataset can cause the dataset backup to fail.

For application-consistent backups, dataset backups of clustered virtual machines take longer to complete
when the virtual machines run on different nodes of the cluster. When virtual machines run on different nodes,
separate backup operations are required for each node in the cluster. If all virtual machines run on the same
node, only one backup operation is required, resulting in a faster backup.

Number of virtual machines

If your Hyper-V host or host cluster has more than 1,000 virtual machines, you must increase the value of the
maximum Elements In Cache Before Scavenging property in the
SnapMgrServiceHost.exe.config file for Hyper-V Cache Manager. This value should be greater than or
equal to the number of Hyper-V hosts running on a stand-alone host or cluster. The value should be changed
on each node of the cluster, and the SnapManager for Hyper-V service must be restarted after changing this
value. You must manually edit the SnapMgrServiceHost.exe.config file using a text editor.

<cacheManagers>
<add name="HyperV Cache Manager"

type="Microsoft.Practices.Enterpriselibrary.Caching.CacheManager,
Microsoft.Practices.EnterpriselLibrary.Caching"
expirationPollFrequencyInSeconds="60"
maximumElementsInCacheBeforeScavenging="1200"
numberToRemoveWhenScavenging="10"
backingStoreName="inMemory" />

</cacheManagers>

SnapManager for Hyper-V service account requirements

When using SnapManager for Hyper-V to manage a Hyper-V host cluster, the SnapManager for Hyper-V and
SnapDrive for Windows service accounts must be domain user accounts with local administrator rights on the
server.

SnapManager for Hyper-V application-consistent backups run on the cluster node where the virtual machine is
running. If Cluster Shared Volumes (CSVs) used by the virtual machine are not owned by the same node,
virtual machine backups can fail when the SnapManager for Hyper-V service is using a local system account
(even though the account has administrator privileges). In this case, SnapManager for Hyper-V cannot detect
that the virtual machine files are residing on a CSV, causing the backup to fail.

For remote Volume Shadow Copy Service (VSS) operations with virtual machines stored on

@ clustered Data ONTAP SMB 3.0 continuous availability (CA) shares to work properly, you must
grant full control rights to the share for the SnapDrive for Windows service accounts and a
minimum read-level access to the SnapManager for Hyper-V web service account.

Related information

Microsoft TechNet: Hyper-V


http://technet.microsoft.com/library/cc753637(WS.10).aspx

Add a Hyper-V parent host or host cluster

You can add a Hyper-V parent host or host cluster to back up and restore your virtual
machines.

Steps
1. From the navigation pane, click Protection.

2. From the Actions pane, click Add host.
3. Run the Add host wizard.

After you finish

When you add a host to a cluster, the information about the new host is not automatically displayed in the GUI.
Manually add the host information to the xml file in the installation directory.

SnapManager for Hyper-V must be installed on each cluster node. If you do not have SnapManager for Hyper-
V installed, you are prompted to run the Remote Host Install wizard.

Manage storage connection settings

After you have added a host, you should enter all of the storage connections (SnapDrive
for Windows and SnapManager for Hyper-V) for using Manage Storage Connection

Settings in Protection > Dataset Management.

What you’ll need

You must have at least one host added to SnapManager for Hyper-V before you can manage your storage
connection settings.

Steps
1. From Protection » Dataset Management, select the Manage Storage Connection Settings.

2. Add the storage connections.

All storage connections can be viewed in SnapDrive for Windows TPS.

View a Hyper-V parent host or host cluster

You can view configuration information about a specific Hyper-V parent host or host
cluster so that you can monitor its status.

Steps
1. From the navigation pane, click Protection > Hosts.
2. Select the host or host cluster that you want to view.
The Details pane displays the host or host cluster name, domain, cluster members (if applicable), and

configuration messages. If you select a host that is not configured, the Details pane displays information
about what is not configured.



View a virtual machine

From the Virtual Machine tab and VHD tab of the Details pane for a virtual machine, you
can view information about and monitor the status of that machine.

Steps
1. From the navigation pane, click Protection > Hosts » Protection > Datasets.
2. Select the dataset or host to which the virtual machine belongs.

3. Select the appropriate virtual machine.

Results
The Virtual Machine tab displays the name, GUID, and state of the selected virtual machine.

The VHD tab displays system disk, mountpoint, VHD full path, LUN path, storage system name, serial number,
and volume name associated with the selected virtual machine.

Migrate a Hyper-V virtual machine for SnapManager for
Hyper-V operations

SnapManager for Hyper-V does not contain a migration wizard to help you migrate virtual
machines (VMs) from non-ONTAP storage to ONTAP storage so that you can use them
with SnapManager for Hyper-V. Instead, you must manually export and import the VM by
using Server Manager.

Import or export host and dataset configuration information

Although you should manage a host from only one management console, if you need to
do so from multiple consoles, you can import and export host and dataset configuration
information from one remote management console to another to ensure data consistency.

About this task

You should not import or export configuration information to the directory on which SnapManager for Hyper-V
is installed. If you uninstall SnapManager for Hyper-V, this file is lost.

You can use the Import and Export wizard to change host and dataset configuration settings to a

(D previously exported setting. If you perform this operation in a clustered environment, you must
import the settings on all nodes in the cluster so that all host and dataset configurations are the
same.
Steps

1. From the navigation pane, click Protection.

2. From the Actions pane, click Import and export.
The Import and Export wizard appears.

3. Complete the steps in the wizard to export host and dataset configuration information from one
management console to another.



@ The export file is static and current only at the time that export file was executed.

4. Complete the steps in the wizard to import host and dataset configuration information to the destination
management console.

Remove a Hyper-V parent host or parent host cluster

You can remove a Hyper-V parent host or parent host cluster when you no longer want to
manage it using SnapManager for Hyper-V.

Steps
1. From the navigation pane, click Protection > Hosts.
2. Select the host or host cluster you want to remove.

3. In the Actions pane, click Remove.
You can select Delete all VM backups to delete any virtual machine backups associated with the host.
The Hyper-V parent host or host cluster is removed from SnapManager for Hyper-V management but is not

deleted permanently. The virtual machines belonging to that host or host cluster are also removed from any
datasets to which they belonged.

Event notification settings

You can configure event notification settings to send e-mail, Syslog, and AutoSupport
messages if an event occurs.

If event notification settings are not configured when a Hyper-V parent host is added to SnapManager for
Hyper-V, you can configure those settings later, using the Configuration wizard.

You can change the event notification settings by using the Configuration wizard even after the host has been
added to SnapManager for Hyper-V.

You can configure the event notification settings before you can add virtual machine resources to a dataset.

Configure email notifications
Multiple email recipients for notifications must be separated by commas.
When you configure multiple email recipients for email notifications in SnapManager for Hyper-V, separate

each recipient with a comma. This requirement differs from SnapManager for SQL in which each email
notification recipient must be separated by semicolons.

Report path settings

You can configure report path settings so that you can store reports for SnapManager for
Hyper-V operations. You must configure the report path settings before you can add
virtual machine resources to a dataset.

If the report settings are not configured when a Hyper-V parent host is added to SnapManager for Hyper-V, you



can configure (and even change) those settings later, using the Configuration wizard.

If you configure the report path settings for a parent host cluster, you must manually create the report directory
on each cluster node. The report path should not reside on a cluster shared volume (CSV) or a shared LUN.

Related information

Microsoft TechNet: Use Cluster Shared Volumes in a Failover Cluster


http://technet.microsoft.com/library/jj612868.aspx
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