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Controlling administrator access to StorageGRID

You can control administrator access to the StorageGRID system by opening or closing
firewall ports, managing admin groups and users, configuring single sign-on (SSO), and
providing client certificates to allow secure external access to StorageGRID metrics.

+ Controlling access through firewalls

+ Using identity federation

* Managing admin groups

* Managing local users

* Using single sign-on (SSO) for StorageGRID

« Configuring administrator client certificates

Controlling access through firewalls

When you want to control access through firewalls, you open or close specific ports at the
external firewall.

Controlling access at the external firewall

You can control access to the user interfaces and APIs on StorageGRID Admin Nodes by opening or closing
specific ports at the external firewall. For example, you might want to prevent tenants from being able to
connect to the Grid Manager at the firewall, in addition to using other methods to control system access.

Port Description If port is open...
443 Default HTTPS port for Web browsers and management API clients can
Admin Nodes access the Grid Manager, the Grid Management AP,
the Tenant Manager, and the Tenant Management
APIL.

Note: Port 443 is also used for some internal traffic.

8443 Restricted Grid Manager * Web browsers and management API clients can
port on Admin Nodes access the Grid Manager and the Grid
Management API using HTTPS.

* Web browsers and management API clients
cannot access the Tenant Manager or the Tenant
Management API.

» Requests for internal content will be rejected.



Port Description If port is open...

9443 Restricted Tenant * Web browsers and management API clients can
Manager port on Admin access the Tenant Manager and the Tenant
Nodes Management API using HTTPS.

* Web browsers and management API clients
cannot access the Grid Manager or the Grid
Management API.

» Requests for internal content will be rejected.

@ Single sign-on (SSO) is not available on the restricted Grid Manager or Tenant Manager ports.
You must use the default HTTPS port (443) if you want users to authenticate with single sign-on.

Related information
Signing in to the Grid Manager

Creating a tenant account if StorageGRID is not using SSO
Summary: IP addresses and ports for client connections
Managing untrusted Client Networks

Install Ubuntu or Debian

Install VMware

Install Red Hat Enterprise Linux or CentOS

Using identity federation

Using identity federation makes setting up groups and users faster, and it allows users to
sign in to StorageGRID using familiar credentials.

Configuring identity federation

You can configure identity federation if you want admin groups and users to be managed in another system
such as Active Directory, OpenLDAP, or Oracle Directory Server.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

« If you plan to enable single sign-on (SSO), you must use Active Directory as the federated identity source
and AD FS as the identity provider. See “Requirements for using single sign-on.”

* You must be using Active Directory, OpenLDAP, or Oracle Directory Server as the identity provider.
@ If you want to use an LDAP v3 service that is not listed, you must contact technical support.

* If you plan to use Transport Layer Security (TLS) for communications with the LDAP server, the identity
provider must be using TLS 1.2 or 1.3.


https://docs.netapp.com/us-en/storagegrid-115/admin/signing-in-to-grid-manager.html
https://docs.netapp.com/us-en/storagegrid-115/admin/creating-tenant-account-if-storagegrid-is-not-using-sso.html
https://docs.netapp.com/us-en/storagegrid-115/admin/summary-ip-addresses-and-ports-for-client-connections.html
https://docs.netapp.com/us-en/storagegrid-115/admin/managing-untrusted-client-networks.html
https://docs.netapp.com/us-en/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/us-en/storagegrid-115/vmware/index.html
https://docs.netapp.com/us-en/storagegrid-115/rhel/index.html

About this task

You must configure an identity source for the Grid Manager if you want to import the following types of
federated groups:

» Administration groups. The users in admin groups can sign in to the Grid Manager and perform tasks,

based on the management permissions assigned to the group.

« Tenant user groups for tenants that do not use their own identity source. Users in tenant groups can sign in

to the Tenant Manager and perform tasks, based on the permissions assigned to the group in the Tenant
Manager.

Steps

1.
2.

5.

Select Configuration > Access Control > Identity Federation.

Select Enable identity federation.
The fields for configuring the LDAP server appear.
In the LDAP service type section, select the type of LDAP service you want to configure.

You can select Active Directory, OpenLDAP, or Other.

@ If you select OpenLDAP, you must configure the OpenLDAP server. See the guidelines for
configuring an OpenLDAP server.

@ Select Other to configure values for an LDAP server that uses Oracle Directory Server.

If you selected Other, complete the fields in the LDAP Attributes section.

o User Unique Name: The name of the attribute that contains the unique identifier of an LDAP user. This
attribute is equivalent to sAMAccountName for Active Directory and uid for OpenLDAP. If you are
configuring Oracle Directory Server, enter uid.

o User UUID: The name of the attribute that contains the permanent unique identifier of an LDAP user.
This attribute is equivalent to ocbjectGUID for Active Directory and entryUUID for OpenLDAP. If you
are configuring Oracle Directory Server, enter nsuniqueid. Each user’s value for the specified
attribute must be a 32-digit hexadecimal number in either 16-byte or string format, where hyphens are
ignored.

o Group unique name: The name of the attribute that contains the unique identifier of an LDAP group.
This attribute is equivalent to sAMAccountName for Active Directory and cn for OpenLDAP. If you are
configuring Oracle Directory Server, enter cn.

o Group UUID: The name of the attribute that contains the permanent unique identifier of an LDAP
group. This attribute is equivalent to cbjectGUID for Active Directory and entryUUID for OpenLDAP.
If you are configuring Oracle Directory Server, enter nsuniqueid. Each group’s value for the specified
attribute must be a 32-digit hexadecimal number in either 16-byte or string format, where hyphens are
ignored.

In the Configure LDAP server section, enter the required LDAP server and network connection information.
o Hostname: The server hostname or IP address of the LDAP server.

o Port: The port used to connect to the LDAP server.

@ The default port for STARTTLS is 389, and the default port for LDAPS is 636. However,
you can use any port as long as your firewall is configured correctly.



o Username: The full path of the distinguished name (DN) for the user that will connect to the LDAP
server.

@ For Active Directory, you can also specify the Down-Level Logon Name or the User
Principal Name.

The specified user must have permission to list groups and users and to access the following
attributes:

" sAMAccountName or uid

" objectGUID, entryUUID, Or nsuniqueid
" cn

" memberOf or isMemberOf

o Password: The password associated with the username.

o Group base DN: The full path of the distinguished name (DN) for an LDAP subtree you want to search
for groups. In the Active Directory example (below), all groups whose Distinguished Name is relative to
the base DN (DC=storagegrid,DC=example,DC=com) can be used as federated groups.

@ The Group unique name values must be unique within the Group base DN they
belong to.

o User base DN: The full path of the distinguished name (DN) of an LDAP subtree you want to search
for users.

@ The User unique name values must be unique within the User base DN they belong to.

6. In the Transport Layer Security (TLS) section, select a security setting.

o Use STARTTLS (recommended): Use STARTTLS to secure communications with the LDAP server.
This is the recommended option.

o Use LDAPS: The LDAPS (LDAP over SSL) option uses TLS to establish a connection to the LDAP
server. This option is supported for compatibility reasons.

> Do not use TLS: The network traffic between the StorageGRID system and the LDAP server will not
be secured.

@ Using the Do not use TLS option is not supported if your Active Directory server
enforces LDAP signing. You must use STARTTLS or LDAPS.

7. If you selected STARTTLS or LDAPS, choose the certificate used to secure the connection.

o Use operating system CA certificate: Use the default CA certificate installed on the operating system
to secure connections.

o Use custom CA certificate: Use a custom security certificate.
If you select this setting, copy and paste the custom security certificate into the CA certificate text box.
8. Optionally, select Test connection to validate your connection settings for the LDAP server.

A confirmation message appears in the upper right corner of the page if the connection is valid.



9. If the connection is valid, select Save.

The following screenshot shows example configuration values for an LDAP server that uses Active
Directory.

LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389 2=
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

ﬂh%hwﬂw,w‘%wwwww

Related information
Supported ciphers for outgoing TLS connections

Requirements for using single sign-on
Creating a tenant account

Use a tenant account


https://docs.netapp.com/us-en/storagegrid-115/admin/supported-ciphers-for-outgoing-tls-connections.html
https://docs.netapp.com/us-en/storagegrid-115/admin/creating-tenant-account.html
https://docs.netapp.com/us-en/storagegrid-115/tenant/index.html

Guidelines for configuring an OpenLDAP server

If you want to use an OpenLDAP server for identity federation, you must configure specific settings on the
OpenLDAP server.

Memberof and refint overlays

The memberof and refint overlays should be enabled. For more information, see the instructions for reverse
group membership maintenance in the Administrator’'s Guide for OpenLDAP.

Indexing

You must configure the following OpenLDAP attributes with the specified index keywords:

®* 0lcDbIndex: objectClass eq
®* 0lcDbIndex: uid eq,pres, sub
®* 0lcDbIndex: cn eq,pres,sub

®* 0lcDbIndex: entryUUID eq
In addition, ensure the fields mentioned in the help for Username are indexed for optimal performance.

See the information about reverse group membership maintenance in the Administrator’s Guide for
OpenLDAP.

Related information
OpenLDAP documentation: Version 2.4 Administrator’'s Guide
Forcing synchronization with the identity source

The StorageGRID system periodically synchronizes federated groups and users from the identity source. You
can force synchronization to start if you want to enable or restrict user permissions as quickly as possible.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

* The identity source must be enabled.

Steps
1. Select Configuration > Access Control > Identity Federation.

The Identity Federation page appears. The Synchronize button is at the bottom of the page.

Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the
synchronization process against the saved LDAP server.

2. Click Synchronize.

A confirmation message indicates that synchronization started successfully. The synchronization process


http://www.openldap.org/doc/admin24/index.html

might take some time depending on your environment.

@ The Identity federation synchronization failure alert is triggered if there is an issue
synchronizing federated groups and users from the identity source.

Disabling identity federation

You can temporarily or permanently disable identity federation for groups and users. When identity federation
is disabled, there is no communication between StorageGRID and the identity source. However, any settings
you have configured are retained, allowing you to easily reenable identity federation in the future.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

About this task
Before you disable identity federation, you should be aware of the following:

* Federated users will be unable to sign in.

* Federated users who are currently signed in will retain access to the StorageGRID system until their
session expires, but they will be unable to sign in after their session expires.

» Synchronization between the StorageGRID system and the identity source will not occur, and alerts or
alarms will not be raised for accounts that have not been synchronized.

* The Enable Identity Federation check box is disabled if single sign-on (SSO) is set to Enabled or
Sandbox Mode. The SSO Status on the Single Sign-on page must be Disabled before you can disable
identity federation.

Steps
1. Select Configuration > Access Control > Identity Federation.
2. Uncheck the Enable Identity Federation check box.

3. Click Save.

Related information
Disabling single sign-on

Managing admin groups

You can create admin groups to manage the security permissions for one or more admin
users. Users must belong to a group to be granted access to the StorageGRID system.

Creating admin groups

Admin groups allow you to determine which users can access which features and operations in the Grid
Manager and the Grid Management API.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

» You must have specific access permissions.



* If you plan to import a federated group, you must have configured identity federation and the federated
group must already exist in the configured identity source.

Steps
1. Select Configuration > Access Control > Admin Groups.

The Admin Groups page appears and lists any existing admin groups.

Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol
access to specific pages and featuras.

|4 Add || BN Clone || # Edit|[ % Remove

Name D Group Type €  Access Mode &
* Flinistone 264083d0-23b5-3046-9bd4-88b7097731ab Federaied Read-write
Simpson ccBad11f-68d0-fida-af29-e7 abfcdct3al Federated Read-only
ILM (read-only group) 88446141-9595-4543-b183-9c227ceT767a Local Read-only
AP| Developers 974b2faa-f3al-4cfc-b364-914cdba2905f Local Read-write
ILM Admins (read-write) ab28clc2-2417-4559-862d-f0d2e31daB20 Local Read-write
Maintenance Users 7234002c-dedc-45a7-8bb8-21496b362add Local Read-write
Group Type Al v Show 20 ¥ rows perpage | 3
2. Select Add.

The Add Group dialog box appears.



Add Group

Create a new local group or import & group from the external identity source,

Group Type ©@ @ Local ' Federated

Display Mame

Unigue Name @

Access Mode @ @ Read-write Read-only

Management Permissions

] Root Access € ! Manage Aleris €
|| Acknowledge Alarms @ | Grid Topology Page Configuration &
|1 Other Grid Configuration & | Tenant Accounts @
Change Tenant Root Password @ [ | Maintenance &
[ Melrics Query @ O @
|| Object Metadata Lookup € _| Siorage Appliance Administrator €

3. For Group Type, select Local if you want to create a group that will be used only within StorageGRID, or
select Federated if you want to import a group from the identity source.

4. If you selected Local, enter a display name for the group. The display name is the name that appears in
the Grid Manager. For example, “Maintenance Users” or “ILM Administrators.”

5. Enter a unique name for the group.
o Local: Enter whatever unique name you want. For example, “ILM Administrators.”
o Federated: Enter the group’s name exactly as it appears in the configured identity source.

6. For Access Mode, select whether users in the group can change settings and perform operations in the
Grid Manager and the Grid Management API or whether they can only view settings and features.

o Read-write (default): Users can change settings and perform the operations allowed by their
management permissions.

o Read-only: Users can only view settings and features. They cannot make any changes or perform any
operations in the Grid Manager or Grid Management API. Local read-only users can change their own
passwords.

@ If a user belongs to multiple groups and any group is set to Read-only, the user will
have read-only access to all selected settings and features.

7. Select one or more management permissions.



You must assign at least one permission to each group; otherwise, users belonging to the group will not be
able to sign in to StorageGRID.

8. Select Save.

The new group is created. If this is a local group, you can now add one or more users. If this is a federated
group, the identity source manages which users belong to the group.

Related information
Managing local users
Admin group permissions

When creating admin user groups, you select one or more permissions to control access to specific features of
the Grid Manager. You can then assign each user to one or more of these admin groups to determine which
tasks that user can perform.

You must assign at least one permission to each group; otherwise, users belonging to that group will not be
able to sign in to the Grid Manager.

By default, any user who belongs to a group that has at least one permission can perform the following tasks:

+ Sign in to the Grid Manager

* View the Dashboard

* View the Nodes pages

* Monitor grid topology

* View current and resolved alerts

 View current and historical alarms (legacy system)
* Change their own password (local users only)

* View certain information on the Configuration and Maintenance pages

The following sections describe the permissions you can assign when creating or editing an admin group. Any
functionality not explicitly mentioned requires the Root Access permission.

Root Access

This permission provides access to all grid administration features.

Manage Alerts

This permission provides access to options for managing alerts. Users must have this permission to manage
silences, alert notifications, and alert rules.

Acknowledge Alarms (legacy system)

This permission provides access to acknowledge and respond to alarms (legacy system). All signed-in users
can view current and historical alarms.

If you want a user to monitor grid topology and acknowledge alarms only, you should assign this permission.

10



Grid Topology Page Configuration

This permission provides access to the following menu options:

» Configuration tabs available from the pages in Support > Tools > Grid Topology.

* Reset event counts link on the Nodes > Events tab.

Other Grid Configuration

This permission provides access to additional grid configuration options.

@ To see these additional options, users must also have the Grid Topology Page Configuration
permission.

* Alarms (legacy system):
> Global Alarms
o Legacy Email Setup
o ILM:
o Storage Pools
o Storage Grades
« Configuration > Network Settings
o Link Cost
» Configuration > System Settings:
o Display Options
> Grid Options
o Storage Options
« Configuration > Monitoring:
o Events
* Support:
o AutoSupport

Tenant Accounts

This permission provides access to the Tenants > Tenant Accounts page.

Version 1 of the Grid Management API (which has been deprecated) uses this permission to
manage tenant group policies, reset Swift admin passwords, and manage root user S3 access
keys.

Change Tenant Root Password

This permission provides access to the Change Root Password option on the Tenant Accounts page,
allowing you to control who can change the password for the tenant’s local root user. Users who do not have
this permission cannot see the Change Root Password option.

11



@ You must assign the Tenant Accounts permission to the group before you can assign this
permission.

Maintenance

This permission provides access to the following menu options:

» Configuration > System Settings:
o Domain Names*
o Server Certificates™®
» Configuration > Monitoring:
o Audit*
» Configuration > Access Control:
o Grid Passwords
* Maintenance > Maintenance Tasks
o Decommission
o Expansion
o Recovery
* Maintenance > Network:
o DNS Servers®
o Grid Network*
o NTP Servers*
* Maintenance > System:
o License*
> Recovery Package
> Software Update
* Support > Tools:
> Logs

« Users who do not have the Maintenance permission can view, but not edit, the pages marked with an
asterisk.

Metrics Query

This permission provides access to the Support > Tools > Metrics page. This permission also provides
access to custom Prometheus metrics queries using the Metrics section of the Grid Management API.

ILM

This permission provides access to the following ILM menu options:

* Erasure Coding
* Rules

* Policies

12



* Regions

@ Access to the ILM > Storage Pools and ILM > Storage Grades menu options is controlled by
the Other Grid Configuration and Grid Topology Page Configuration permissions.

Object Metadata Lookup

This permission provides access to the ILM > Object Metadata Lookup menu option.

Storage Appliance Administrator

This permission provides access to the E-Series SANtricity System Manager on storage appliances through
the Grid Manager.

Interaction between permissions and Access Mode

For all permissions, the group’s Access Mode setting determines whether users can change settings and
perform operations or whether they can only view the related settings and features. If a user belongs to
multiple groups and any group is set to Read-only, the user will have read-only access to all selected settings
and features.

Deactivating features from the Grid Management API

You can use the Grid Management API to completely deactivate certain features in the StorageGRID system.
When a feature is deactivated, no one can be assigned permissions to perform the tasks related to that
feature.

About this task

The Deactivated Features system allows you to prevent access to certain features in the StorageGRID system.
Deactivating a feature is the only way to prevent the root user or users who belong to admin groups with the
Root Access permission from being able to use that feature.

To understand how this functionality might be useful, consider the following scenario:

Company A is a service provider who leases the storage capacity of their StorageGRID system by creating
tenant accounts. To protect the security of their leaseholders' objects, Company A wants to ensure that its own
employees can never access any tenant account after the account has been deployed.

Company A can accomplish this goal by using the Deactivate Features system in the Grid Management API.
By completely deactivating the Change Tenant Root Password feature in the Grid Manager (both the Ul and
the API), Company A can ensure that no Admin user—including the root user and users belonging to groups
with the Root Access permission—can change the password for any tenant account’s root user.

Reactivating deactivated features

By default, you can use the Grid Management API to reactivate a feature that has been deactivated. However,
if you want to prevent deactivated features from ever being reactivated, you can deactivate the
activateFeatures feature itself.

The activateFeatures feature cannot be reactivated. If you decide to deactivate this feature, be
@ aware that you will permanently lose the ability to reactivate any other deactivated features. You
must contact technical support to restore any lost functionality.

13



For details, see the instructions for implementing S3 or Swift client applications.
Steps
1. Access the Swagger documentation for the Grid Management API.

2. Locate the Deactivate Features endpoint.

3. To deactivate a feature, such as Change Tenant Root Password, send a body to the API like this:
{ "grid": {"changeTenantRootPassword": true} }

When the request is complete, the Change Tenant Root Password feature is disabled. The Change Tenant
Root Password management permission no longer appears in the user interface, and any API request that
attempts to change the root password for a tenant will fail with “403 Forbidden.”

4. To reactivate all features, send a body to the API like this:
{ "grid": null }

When this request is complete, all features, including the Change Tenant Root Password feature, are
reactivated. The Change Tenant Root Password management permission now appears in the user
interface, and any API request that attempts to change the root password for a tenant will succeed,
assuming the user has the Root Access or Change Tenant Root Password management permission.

The previous example causes all deactivated features to be reactivated. If other features

@ have been deactivated that should remain deactivated, you must explicitly specify them in
the PUT request. For example, to reactivate the Change Tenant Root Password feature and
continue to deactivate the Alarm Acknowledgment feature, send this PUT request:

{ "grid": { "alarmAcknowledgment": true } }

Related information
Using the Grid Management API
Modifying an admin group

You can modify an admin group to change the permissions associated with the group. For local admin groups,
you can also update the display name.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

Steps
1. Select Configuration > Access Control > Admin Groups.

2. Select the group.

If your system includes more than 20 items, you can specify how many rows are shown on each page at

14
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one time. You can then use your browser’s find feature to search for a specific item in the currently
displayed rows.

3. Click Edit.

4. Optionally, for local groups, enter the group’s name that will appear to users, for example, “Maintenance
Users.”

You cannot change the unique name, which is the internal group name.

5. Optionally, change the group’s Access Mode.

o Read-write (default): Users can change settings and perform the operations allowed by their
management permissions.

o Read-only: Users can only view settings and features. They cannot make any changes or perform any
operations in the Grid Manager or Grid Management API. Local read-only users can change their own
passwords.

@ If a user belongs to multiple groups and any group is set to Read-only, the user will
have read-only access to all selected settings and features.

6. Optionally, add or remove group permissions.
See information about admin group permissions.
7. Select Save.

Related information

Admin group permissions

Deleting an admin group

You can delete an admin group when you want to remove the group from the system, and remove all
permissions associated with the group. Deleting an admin group removes any admin users from the group, but
does not delete the admin users.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

About this task

When you delete a group, users assigned to that group will lose all access privileges to the Grid Manager,
unless they are granted privileges by a different group.

Steps
1. Select Configuration > Access Control > Admin Groups.

2. Select the name of the group.
If your system includes more than 20 items, you can specify how many rows are shown on each page at
one time. You can then use your browser’s find feature to search for a specific item in the currently
displayed rows.

3. Select Remove.

15



4. Select OK.

Managing local users

You can create local users and assign them to local admin groups to determine which
Grid Manager features these users can access.

The Grid Manager includes one predefined local user, named “root.” Although you can add and remove local
users, you cannot remove the root user.

@ If single sign-on (SSO) has been enabled, local users cannot sign in to StorageGRID.

* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

Creating a local user

If you have created local admin groups, you can create one or more local users and assign each user to one or
more groups. The group’s permissions control which Grid Manager features the user can access.

About this task

You can only create local users, and you can only assign these users to local admin groups. Federated users
and federated groups are managed using the external identity source.

Steps
1. Select Configuration > Access Control > Admin Users.
2. Click Create.
3. Enter the user’s display name, unique name, and password.

4. Assign the user to one or more groups that govern the access permissions.
The list of group names is generated from the Groups table.
5. Click Save.
Related information
Managing admin groups
Modifying a local user’s account

You can modify a local admin user’s account to update the user’s display name or group membership. You can
also temporarily prevent a user from accessing the system.

About this task

You can edit local users only. Federated user details are automatically synchronized with the external identity
source.

Steps
1. Select Configuration > Access Control > Admin Users.

2. Select the user you want to edit.

16



If your system includes more than 20 items, you can specify how many rows are shown on each page at
one time. You can then use your browser’s find feature to search for a specific item in the currently
displayed rows.

. Click Edit.

. Optionally, make changes to the name or group membership.

Optionally, to prevent the user from accessing the system temporarily, check Deny Access.

. Click Save.

o A W

The new settings are applied the next time the user signs out and then signs back in to the Grid Manager.

Deleting a local user’s account

You can delete accounts for local users that no longer require access to the Grid Manager.

Steps
1. Select Configuration > Access Control > Admin Users.

2. Select the local user you want to delete.
@ You cannot delete the predefined root local user.

If your system includes more than 20 items, you can specify how many rows are shown on each page at
one time. You can then use your browser’s find feature to search for a specific item in the currently
displayed rows.

3. Click Remove.
4. Click OK.

Changing a local user’s password

Local users can change their own passwords using the Change Password option in the Grid Manager banner.
In addition, users who have access to the Admin Users page can change passwords for other local users.

About this task

You can change passwords for local users only. Federated users must change their own passwords in the
external identity source.

Steps
1. Select Configuration > Access Control > Admin Users.

2. From the Users page, select the user.

If your system includes more than 20 items, you can specify how many rows are shown on each page at
one time. You can then use your browser’s find feature to search for a specific item in the currently
displayed rows.

3. Click Change Password.

4. Enter and confirm the password, and click Save.
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Using single sign-on (SSO) for StorageGRID

The StorageGRID system supports single sign-on (SSO) using the Security Assertion
Markup Language 2.0 (SAML 2.0) standard. When SSO is enabled, all users must be
authenticated by an external identity provider before they can access the Grid Manager,
the Tenant Manager, the Grid Management API, or the Tenant Management API. Local
users cannot sign in to StorageGRID.

* How single sign-on works
* Requirements for using single sign-on
+ Configuring single sign-on

How single sign-on works

Before enabling single sign-on (SSO), review how the StorageGRID sign-in and sign-out
processes are affected when SSO is enabled.

Signing in when SSO is enabled

When SSO is enabled and you sign in to StorageGRID, you are redirected to your organization’s SSO page to
validate your credentials.

Steps
1. Enter the fully qualified domain name or IP address of any StorageGRID Admin Node in a web browser.

The StorageGRID Sign in page appears.

o If this is the first time you have accessed the URL on this browser, you are prompted for an account ID:

SiarageGRID® Sign in

Account D |0000000000000000000 (0

For Grd Manager, leave this field blank.

NetAppr

Sign in

o If you have previously accessed either the Grid Manager or the Tenant Manager, you are prompted to
select a recent account or to enter an account ID:
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StorageG RID® Sign in

Recent | 53 tenant j

Account D 27489746059057031822

NetApp

For Grid Manager, leave this field blank.

Sign in

The StorageGRID Sign in page is not shown when you enter the complete URL for a tenant
@ account (that is, a fully qualified domain name or IP address followed by

/?accountId=20-digit-account-id). Instead, you are immediately redirected to your

organization’s SSO sign-in page, where you can sign in with your SSO credentials.

2. Indicate whether you want to access the Grid Manager or the Tenant Manager:

o To access the Grid Manager, leave theAccount ID field blank, enter 0 as the account ID, or select Grid
Manager if it appears in the list of recent accounts.

o To access the Tenant Manager, enter the 20-digit tenant account ID or select a tenant by name if it
appears in the list of recent accounts.

3. Click Sign in

StorageGRID redirects you to your organization’s SSO sign-in page. For example:

Sign in with your organizational account

someone@example.com

|3'355-.x-|:|r|:]

4. Sign in with your SSO credentials.

If your SSO credentials are correct:

a. The identity provider (IdP) provides an authentication response to StorageGRID.

b. StorageGRID validates the authentication response.

c. If the response is valid and you belong to a federated group that has adequate access permission, you
are signed in to the Grid Manager or the Tenant Manager, depending on which account you selected.
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5. Optionally, access other Admin Nodes, or access the Grid Manager or the Tenant Manager, if you have
adequate permissions.

You do not need to reenter your SSO credentials.

Signing out when SSO is enabled

When SSO is enabled for StorageGRID, what happens when you sign out depends on what you are signed in
to and where you are signing out from.

Steps
1. Locate the Sign Out link in the top-right corner of the user interface.

2. Click Sign Out.

The StorageGRID Sign in page appears. The Recent Accounts drop-down is updated to include Grid
Manager or the name of the tenant, so you can access these user interfaces more quickly in the future.

If you are signed in to... And you sign out from... You are signed out of...

Grid Manager on one or more Grid Manager on any Admin Node Grid Manager on all Admin Nodes
Admin Nodes

Tenant Manager on one or more  Tenant Manager on any Admin Tenant Manager on all Admin
Admin Nodes Node Nodes

Both Grid Manager and Tenant Grid Manager The Grid Manager only. You must
Manager also sign out of the Tenant

Manager to sign out of SSO.

Tenant Manager The Tenant Manager only. You
must also sign out of the Grid
Manager to sign out of SSO.

The table summarizes what happens when you sign out if you are using a single browser
@ session. If you are signed in to StorageGRID across multiple browser sessions, you must sign
out of all browser sessions separately.

Requirements for using single sign-on

Before enabling single sign-on (SSO) for a StorageGRID system, review the
requirements in this section.

@ Single sign-on (SSO) is not available on the restricted Grid Manager or Tenant Manager ports.
You must use the default HTTPS port (443) if you want users to authenticate with single sign-on.

Identity provider requirements

The identity provider (IdP) for SSO must meet the following requirements:
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« Either of the following versions of Active Directory Federation Service (AD FS):
> AD FS 4.0, included with Windows Server 2016

@ Windows Server 2016 should be using the KB3201845 update, or higher.

o AD FS 3.0, included with Windows Server 2012 R2 update, or higher.
 Transport Layer Security (TLS) 1.2 or 1.3

* Microsoft .NET Framework, version 3.5.1 or higher

Server certificate requirements

StorageGRID uses a Management Interface Server Certificate on each Admin Node to secure access to the
Grid Manager, the Tenant Manager, the Grid Management API, and the Tenant Management API. When you
configure SSO relying party trusts for StorageGRID in AD FS, you use the server certificate as the signature
certificate for StorageGRID requests to AD FS.

If you have not already installed a custom server certificate for the management interface, you should do so
now. When you install a custom server certificate, it is used for all Admin Nodes, and you can use it in all
StorageGRID relying party trusts.

Using an Admin Node’s default server certificate in the AD FS relying party trust is not

@ recommended. If the node fails and you recover it, a new default server certificate is generated.
Before you can sign in to the recovered node, you must update the relying party trustin AD FS
with the new certificate.

You can access an Admin Node’s server certificate by logging in to the command shell of the node and going
to the /var/local/mgmt-api directory. A custom server certificate is named custom-server.crt. The
node’s default server certificate is named server.crt.

Related information

Controlling access through firewalls

Configuring a custom server certificate for the Grid Manager and the Tenant Manager

Configuring single sign-on

When single sign-on (SSO) is enabled, users can only access the Grid Manager, the
Tenant Manager, the Grid Management API, or the Tenant Management API if their
credentials are authorized using the SSO sign-in process implemented by your
organization.

» Confirming federated users can sign in
* Using sandbox mode

* Creating relying party trusts in AD FS
» Testing relying party trusts

* Enabling single sign-on

+ Disabling single sign-on

» Temporarily disabling and reenabling single sign-on for one Admin Node
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https://docs.netapp.com/us-en/storagegrid-115/admin/configuring-custom-server-certificate-for-grid-manager-tenant-manager.html

Confirming federated users can sign in

Before you enable single sign-on (SSO), you must confirm that at least one federated
user can sign in to the Grid Manager and in to the Tenant Manager for any existing tenant
accounts.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

* You are using Active Directory as the federated identity source and AD FS as the identity provider.
Requirements for using single sign-on

Steps
1. If there are existing tenant accounts, confirm that none of the tenants is using its own identity source.

When you enable SSO, an identity source configured in the Tenant Manager is overridden

@ by the identity source configured in the Grid Manager. Users belonging to the tenant’s
identity source will no longer be able to sign in unless they have an account with the Grid
Manager identity source.

Sign in to the Tenant Manager for each tenant account.

T 9

Select Access Control > Identity Federation.

o

Confirm that the Enable Identity Federation check box is not selected.

d. Ifitis, confirm that any federated groups that might be in use for this tenant account are no longer
required, unselect the check box, and click Save.

2. Confirm that a federated user can access the Grid Manager:
a. From Grid Manager, select Configuration > Access Control > Admin Groups.

b. Ensure that at least one federated group has been imported from the Active Directory identity source
and that it has been assigned the Root Access permission.

c. Sign out.
d. Confirm you can sign back in to the Grid Manager as a user in the federated group.

3. If there are existing tenant accounts, confirm that a federated user who has Root Access permission can
sign in:

a. From the Grid Manager, select Tenants.
b. Select the tenant account, and click Edit Account.

c. If the Uses Own Identity Source check box is selected, uncheck the box and click Save.
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Edit Tenant Account

Tenant Details
Display Mame 53 tenant account
Uses Own ldentity Source [
Allow Platform Services |

Storage Quota (optional) GB -

The Tenant Accounts page appears.

d. Select the tenant account, click Sign In, and sign in to the tenant account as the local root user.
e. From the Tenant Manager, click Access Control > Groups.

f. Ensure that at least one federated group from the Grid Manager has been assigned the Root Access
permission for this tenant.

g. Sign out.

h. Confirm you can sign back in to the tenant as a user in the federated group.

Related information
Requirements for using single sign-on

Managing admin groups

Use a tenant account

Using sandbox mode

You can use sandbox mode to configure and test Active Directory Federation Services
(AD FS) relying party trusts before you enforce single sign-on (SSO) for StorageGRID
users. After SSO is enabled, you can reenable sandbox mode to configure or test new
and existing relying party trusts. Reenabling sandbox mode temporarily disables SSO for
StorageGRID users.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

About this task

When SSO is enabled and a user attempts to sign in to an Admin Node, StorageGRID sends an authentication
request to AD FS. In turn, AD FS sends an authentication response back to StorageGRID, indicating whether
the authorization request was successful. For successful requests, the response includes a universally unique
identifier (UUID) for the user.
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https://docs.netapp.com/us-en/storagegrid-115/tenant/index.html

To allow StorageGRID (the service provider) and AD FS (the identity provider) to communicate securely about
user authentication requests, you must configure certain settings in StorageGRID. Next, you must use AD FS
to create a relying party trust for every Admin Node. Finally, you must return to StorageGRID to enable SSO.

Sandbox mode makes it easy to perform this back-and-forth configuration and to test all of your settings before
you enable SSO.

Using sandbox mode is highly recommended, but not strictly required. If you are prepared to
create AD FS relying party trusts immediately after you configure SSO in StorageGRID, and you

@ do not need to test the SSO and single logout (SLO) processes for each Admin Node, click
Enabled, enter the StorageGRID settings, create a relying party trust for each Admin Node in
AD FS, and then click Save to enable SSO.

Steps
1. Select Configuration > Access Control > Single Sign-on.

The Single Sign-on page appears, with the Disabled option selected.

Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your 330 settings. After verifying the connections, select Enabled and click Save to start using 330.

S50 Status & Disabled " Sandbox Mode " Enabled

@ If the SSO Status options do not appear, confirm you have configured Active Directory as
the federated identity source. See “Requirements for using single sign-on.”

2. Select the Sandbox Mode option.

The Identity Provider and Relying Party settings appear. In the Identity Provider section, the Service Type
field is read only. It shows the type of identity federation service you are using (for example, Active
Directory).

3. In the Identity Provider section:

a. Enter the Federation Service name, exactly as it appears in AD FS.

To locate the Federation Service Name, go to Windows Server Manager. Select Tools >
AD FS Management. From the Action menu, select Edit Federation Service
Properties. The Federation Service Name is shown in the second field.

b. Specify whether you want to use Transport Layer Security (TLS) to secure the connection when the
identity provider sends SSO configuration information in response to StorageGRID requests.

= Use operating system CA certificate: Use the default CA certificate installed on the operating
system to secure the connection.

= Use custom CA certificate: Use a custom CA certificate to secure the connection.

If you select this setting, copy and paste the certificate in the CA Certificate text box.
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= Do not use TLS: Do not use a TLS certificate to secure the connection.

4. In the Relying Party section, specify the relying party identifier you will use for StorageGRID Admin Nodes
when you configure relying party trusts.

o For example, if your grid has only one Admin Node and you do not anticipate adding more Admin
Nodes in the future, enter SG or StorageGRID.

° If your grid includes more than one Admin Node, include the string [HOSTNAME] in the identifier. For
example, SG- [HOSTNAME ] . This generates a table that includes a relying party identifier for each
Admin Node, based on the node’s hostname.

NOTE: You must create a relying party trust for each Admin Node in your StorageGRID system. Having
a relying party trust for each Admin Node ensures that users can securely sign in to and out of any
Admin Node.

5. Click Save.

o A green check mark appears on the Save button for a few seconds.

Save

> The Sandbox mode confirmation notice appears, confirming that sandbox mode is now enabled. You
can use this mode while you use AD FS to configure a relying party trust for each Admin Node and test
the single sign-in (SSO) and single logout (SLO) processes.

Single Sign-on

Yau can enable single sign-on (S50) if you want an external identity provider (1dP) to autharize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your 330 settings. After verifying the connections,
select Enabled and click Save to start using S350.

S50 Status " Disabled & Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S30) and
single logout (SLO} are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https://ad2016.saml_sgws/adfs/Is/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message Is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of 330 for StorageGRID,
change the SS0O Status to Enabled, and click Save.

Related information
Requirements for using single sign-on

Creating relying party trusts in AD FS

You must use Active Directory Federation Services (AD FS) to create a relying party trust
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for each Admin Node in your system. You can create relying party trusts using
PowerShell commands, by importing SAML metadata from StorageGRID, or by entering
the data manually.

Creating a relying party trust using Windows PowerShell

You can use Windows PowerShell to quickly create one or more relying party trusts.

What you’ll need

* You have configured SSO in StorageGRID, and you know the fully qualified domain name (or the IP
address) and the relying party identifier for each Admin Node in your system.

You must create a relying party trust for each Admin Node in your StorageGRID system.
@ Having a relying party trust for each Admin Node ensures that users can securely sign in to
and out of any Admin Node.

* You have experience creating relying party trusts in AD FS, or you have access to the Microsoft AD FS
documentation.

* You are using the AD FS Management snap-in, and you belong to the Administrators group.

About this task

These instructions apply to AD FS 4.0, which is included with Windows Server 2016. If you are using AD FS
3.0, which is included with Windows 2012 R2, you will notice slight differences in the procedure. See the
Microsoft AD FS documentation if you have questions.

Steps
1. From the Windows start menu, right-click the PowerShell icon, and select Run as Administrator.
2. At the PowerShell command prompt, enter the following command:

Add-AdfsRelyingPartyTrust -Name "Admin Node Identifer" -MetadataURL
"https://Admin Node FQDN/api/saml-metadata"

° For Admin Node Identifier, enter the Relying Party Identifier for the Admin Node, exactly as it
appears on the Single Sign-on page. For example, SG-DC1-ADM1.

° For Admin Node FQDN, enter the fully qualified domain name for the same Admin Node. (If
necessary, you can use the node’s IP address instead. However, if you enter an IP address here, be
aware that you must update or recreate this relying party trust if that IP address ever changes.)

3. From Windows Server Manager, select Tools > AD FS Management.
The AD FS management tool appears.

4. Select AD FS > Relying Party Trusts.
The list of relying party trusts appears.

5. Add an Access Control Policy to the newly created relying party trust:
a. Locate the relying party trust you just created.
b. Right-click the trust, and select Edit Access Control Policy.

c. Select an Access Control Policy.
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d. Click Apply, and click OK
6. Add a Claim Issuance Policy to the newly created Relying Party Trust:
a. Locate the relying party trust you just created.
b. Right-click the trust, and select Edit claim issuance policy.
c. Click Add rule.

d. On the Select Rule Template page, select Send LDAP Attributes as Claims from the list, and click
Next.

e. On the Configure Rule page, enter a display name for this rule.
For example, ObjectGUID to Name ID.

f. For the Attribute Store, select Active Directory.
g. In the LDAP Attribute column of the Mapping table, type objectGUID.
h. In the Outgoing Claim Type column of the Mapping table, select Name ID from the drop-down list.
i. Click Finish, and click OK.
7. Confirm that the metadata was imported successfully.
a. Right-click the relying party trust to open its properties.
b. Confirm that the fields on the Endpoints, Identifiers, and Signature tabs are populated.

If the metadata is missing, confirm that the Federation metadata address is correct, or simply enter the
values manually.

8. Repeat these steps to configure a relying party trust for all of the Admin Nodes in your StorageGRID
system.

9. When you are done, return to StorageGRID and test all relying party trusts to confirm they are configured
correctly.

Creating a relying party trust by importing federation metadata
You can import the values for each relying party trust by accessing the SAML metadata for each Admin Node.

What you’ll need

* You have configured SSO in StorageGRID, and you know the fully qualified domain name (or the IP
address) and the relying party identifier for each Admin Node in your system.

You must create a relying party trust for each Admin Node in your StorageGRID system.
@ Having a relying party trust for each Admin Node ensures that users can securely sign in to
and out of any Admin Node.

* You have experience creating relying party trusts in AD FS, or you have access to the Microsoft AD FS
documentation.

* You are using the AD FS Management snap-in, and you belong to the Administrators group.

About this task

These instructions apply to AD FS 4.0, which is included with Windows Server 2016. If you are using AD FS
3.0, which is included with Windows 2012 R2, you will notice slight differences in the procedure. See the
Microsoft AD FS documentation if you have questions.
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Steps

10.

28

. In Windows Server Manager, click Tools, and then select AD FS Management.

. Under Actions, click Add Relying Party Trust.

. On the Welcome page, choose Claims aware, and click Start.

. Select Import data about the relying party published online or on a local network.

. In Federation metadata address (host name or URL), type the location of the SAML metadata for this
Admin Node:

https://Admin Node FQDN/api/saml-metadata

For Admin Node FQDN, enter the fully qualified domain name for the same Admin Node. (If necessary,
you can use the node’s IP address instead. However, if you enter an IP address here, be aware that you
must update or recreate this relying party trust if that IP address ever changes.)

Complete the Relying Party Trust wizard, save the relying party trust, and close the wizard.

When entering the display name, use the Relying Party Identifier for the Admin Node,
exactly as it appears on the Single Sign-on page in the Grid Manager. For example, SG-
DC1-ADML.

Add a claim rule:
a. Right-click the trust, and select Edit claim issuance policy.
b. Click Add rule:

c. On the Select Rule Template page, select Send LDAP Attributes as Claims from the list, and click
Next.

d. On the Configure Rule page, enter a display name for this rule.
For example, ObjectGUID to Name ID.

e. For the Attribute Store, select Active Directory.
f. In the LDAP Attribute column of the Mapping table, type objectGUID.
g. In the Outgoing Claim Type column of the Mapping table, select Name ID from the drop-down list.
h. Click Finish, and click OK.
. Confirm that the metadata was imported successfully.
a. Right-click the relying party trust to open its properties.
b. Confirm that the fields on the Endpoints, Identifiers, and Signature tabs are populated.

If the metadata is missing, confirm that the Federation metadata address is correct, or simply enter the
values manually.

Repeat these steps to configure a relying party trust for all of the Admin Nodes in your StorageGRID
system.

When you are done, return to StorageGRID and test all relying party trusts to confirm they are configured
correctly.



Creating a relying party trust manually

If you choose not to import the data for the relying part trusts, you can enter the values manually.

What you’ll need

* You have configured SSO in StorageGRID, and you know the fully qualified domain name (or the IP
address) and the relying party identifier for each Admin Node in your system.

You must create a relying party trust for each Admin Node in your StorageGRID system.
Having a relying party trust for each Admin Node ensures that users can securely sign in to
and out of any Admin Node.

* You have the custom certificate that was uploaded for the StorageGRID management interface, or you
know how to log in to an Admin Node from the command shell.

* You have experience creating relying party trusts in AD FS, or you have access to the Microsoft AD FS
documentation.

* You are using the AD FS Management snap-in, and you belong to the Administrators group.

About this task

These instructions apply to AD FS 4.0, which is included with Windows Server 2016. If you are using AD FS
3.0, which is included with Windows 2012 R2, you will notice slight differences in the procedure. See the
Microsoft AD FS documentation if you have questions.

Steps

1.
2
3
4.
5. Complete the Relying Party Trust wizard:

In Windows Server Manager, click Tools, and then select AD FS Management.

. Under Actions, click Add Relying Party Trust.

. On the Welcome page, choose Claims aware, and click Start.

Select Enter data about the relying party manually, and click Next.

a.

Enter a display name for this Admin Node.

For consistency, use the Relying Party Identifier for the Admin Node, exactly as it appears on the
Single Sign-on page in the Grid Manager. For example, SG-DC1-ADM1.

Skip the step to configure an optional token encryption certificate.

On the Configure URL page, select the Enable support for the SAML 2.0 WebSSO protocol check
box.

Type the SAML service endpoint URL for the Admin Node:

https://Admin Node FQDN/api/saml-response

For Admin Node FQDN, enter the fully qualified domain name for the Admin Node. (If necessary, you
can use the node’s IP address instead. However, if you enter an IP address here, be aware that you
must update or recreate this relying party trust if that IP address ever changes.)

On the Configure Identifiers page, specify the Relying Party Identifier for the same Admin Node:

Admin Node Identifier
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f.

For Admin Node Identifier, enter the Relying Party Identifier for the Admin Node, exactly as it
appears on the Single Sign-on page. For example, SG-DC1-ADM1.

Review the settings, save the relying party trust, and close the wizard.

The Edit Claim Issuance Policy dialog box appears.

@ If the dialog box does not appear, right-click the trust, and select Edit claim issuance
policy.

6. To start the Claim Rule wizard, click Add rule:

a.

C.
d.
e.

f.

On the Select Rule Template page, select Send LDAP Attributes as Claims from the list, and click
Next.

On the Configure Rule page, enter a display name for this rule.
For example, ObjectGUID to Name ID.

For the Attribute Store, select Active Directory.

In the LDAP Attribute column of the Mapping table, type objectGUID.

In the Outgoing Claim Type column of the Mapping table, select Name ID from the drop-down list.
Click Finish, and click OK.

7. Right-click the relying party trust to open its properties.

8. On the Endpoints tab, configure the endpoint for single logout (SLO):

a.
b.

3

e.

Click Add SAML.

Select Endpoint Type > SAML Logout.

Select Binding > Redirect.

In the Trusted URL field, enter the URL used for single logout (SLO) from this Admin Node:
https://Admin Node FQDN/api/saml-logout

For Admin Node FQDN, enter the Admin Node’s fully qualified domain name. (If necessary, you can
use the node’s IP address instead. However, if you enter an IP address here, be aware that you must

update or recreate this relying party trust if that IP address ever changes.)

Click OK.

9. On the Signature tab, specify the signature certificate for this relying party trust:
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a.

b.

Add the custom certificate:

= If you have the custom management certificate you uploaded to StorageGRID, select that
certificate.

* If you do not have the custom certificate, log in to the Admin Node, go the /var/local/mgmt-
api directory of the Admin Node, and add the custom-server. crt certificate file.

Note: Using the Admin Node’s default certificate (server.crt) is not recommended. If the Admin
Node fails, the default certificate will be regenerated when you recover the node, and you will need
to update the relying party trust.

Click Apply, and click OK.



The Relying Party properties are saved and closed.
10. Repeat these steps to configure a relying party trust for all of the Admin Nodes in your StorageGRID
system.

11. When you are done, return to StorageGRID and test all relying party trusts to confirm they are configured
correctly.

Testing relying party trusts

Before you enforce the use of single sign-on (SSO) for StorageGRID, confirm that single
sign-on and single logout (SLO) are correctly configured. If you created a relying party
trust for each Admin Node, confirm you can use SSO and SLO for each Admin Node.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.
* You have configured one or more relying party trusts in AD FS.

Steps
1. Select Configuration > Access Control > Single Sign-on.

The Single Sign-on page appears, with the Sandbox Mode option selected.
2. In the instructions for sandbox mode, locate the link to your identity provider’s sign-on page.

The URL is derived from the value you entered in the Federated Service Name field.

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on {SS0) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

G_ Go to your identity provider's sign-on page: https:ffad.?[]1E_5aml_sgwsfadfsflsfidpinitiatedsignnn.htm)

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of SS0 for StorageGRID,
change the S50 Status to Enabled. and click Save.

3. Click the link, or copy and paste the URL into a browser, to access your identity provider’s sign-on page.

4. To confirm you can use SSO to sign in to StorageGRID, select Sign in to one of the following sites,
select the relying party identifier for your primary Admin Node, and click Sign in.
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You are not signed in.

™ Sign in to this site,

I S5G-DC1-ADML j

You are prompted to enter your username and password.

5. Enter your federated username and password.

o If the SSO sign-in and logout operations are successful, a success message appears.
+" 5ingle sign-on authentication and logout test completed successfully.

o If the SSO operation is unsuccessful, an error message appears. Fix the issue, clear the browser’s
cookies, and try again.

6. Repeat the previous steps to confirm you can sign in to any other Admin Nodes.

If all SSO sign-in and logout operations are successful, you are ready to enable SSO.

Enabling single sign-on

After using sandbox mode to test all of your StorageGRID relying party trusts, you are
ready to enable single sign-on (SSO).

What you’ll need

* You must have imported at least one federated group from the identity source and assigned Root Access
management permissions to the group. You must confirm that at least one federated user has Root Access
permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts.

* You must have tested all relying party trusts using sandbox mode.

Steps
1. Select Configuration > Access Control > Single Sign-on.

The Single Sign-on page appears with Sandbox Mode selected.

2. Change the SSO Status to Enabled.
3. Click Save.

A warning message appears.
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A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management APl

Before proceeding, confirm the following:

# YYou have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has oot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1

4. Review the warning, and click OK.

Single sign-on is now enabled.

All users must use SSO to access the Grid Manager, the Tenant Manager, the Grid
Management API, and the Tenant Management API. Local users can no longer access
StorageGRID.

Disabling single sign-on

You can disable single sign-on (SSO) if you no longer want to use this functionality. You
must disable single sign-on before you can disable identity federation.

What you’ll need
* You must be signed in to the Grid Manager using a supported browser.

* You must have specific access permissions.

Steps
1. Select Configuration > Access Control > Single Sign-on.

The Single Sign-on page appears.

2. Select the Disabled option.
3. Click Save.

A warning message appears indicating that local users will now be able to sign in.
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4. Click OK.

The next time you sign in to StorageGRID, the StorageGRID Sign in page appears and you must enter the
username and password for a local or federated StorageGRID user.

Temporarily disabling and reenabling single sign-on for one Admin Node

You might not be able to sign in to the Grid Manager if the single sign-on (SSO) system
goes down. In this case, you can temporarily disable and reenable SSO for one Admin
Node. To disable and then reenable SSO, you must access the node’s command shell.

What you’ll need
* You must have specific access permissions.
* You must have the Passwords. txt file.
* You must know the password for the local root user.

About this task

After you disable SSO for one Admin Node, you can sign in to the Grid Manager as the local root user. To
secure your StorageGRID system, you must use the node’s command shell to reenable SSO on the Admin
Node as soon as you sign out.

Disabling SSO for one Admin Node does not affect the SSO settings for any other Admin Nodes
in the grid. The Enable SSO check box on the Single Sign-on page in the Grid Manager
remains selected, and all existing SSO settings are maintained unless you update them.

Steps
1. Log in to an Admin Node:
a. Enter the following command: ssh admin@Admin Node IP
b. Enter the password listed in the Passwords . txt file.
C. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords. txt file.
When you are logged in as root, the prompt changes from $ to #.

2. Run the following command:disable-saml
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A message indicates that the command applies to this Admin Node only.
3. Confirm that you want to disable SSO.
A message indicates that single sign-on is disabled on the node.
4. From a web browser, access the Grid Manager on the same Admin Node.
The Grid Manager sign-in page is now displayed because SSO has been disabled.

5. Sign in with the username root and the local root user’s password.

6. If you disabled SSO temporarily because you needed to correct the SSO configuration:
a. Select Configuration > Access Control > Single Sign-on.
b. Change the incorrect or out-of-date SSO settings.

c. Click Save.
Clicking Save from the Single Sign-on page automatically reenables SSO for the entire grid.

7. If you disabled SSO temporarily because you needed to access the Grid Manager for some other reason:
a. Perform whatever task or tasks you need to perform.
b. Click Sign Out, and close the Grid Manager.
¢. Reenable SSO on the Admin Node. You can perform either of the following steps:

* Run the following command: enable-saml
A message indicates that the command applies to this Admin Node only.
Confirm that you want to enable SSO.
A message indicates that single sign-on is enabled on the node.

* Reboot the grid node: reboot
8. From a web browser, access the Grid Manager from the same Admin Node.

9. Confirm that the StorageGRID Sign in page appears and that you must enter your SSO credentials to
access the Grid Manager.

Related information

Configuring single sign-on

Configuring administrator client certificates

You can use client certificates to allow authorized external clients to access the
StorageGRID Prometheus database. Client certificates provide a secure way to use
external tools to monitor StorageGRID.

If you need to access StorageGRID using an external monitoring tool, you must upload or generate a client
certificate using the Grid Manager and copy the certificate information to the external tool.
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Adding administrator client certificates
To add a client certificate, you can provide your own certificate or generate one using the Grid Manager.

What you’ll need
* You must have the Root Access permission.
* You must be signed in to the Grid Manager using a supported browser.
* You must know the IP address or domain name of the Admin Node.

» You must have configured the StorageGRID Management Interface Server Certificate and have the
corresponding CA bundle

* If you want to upload your own certificate, the public key and private key for the certificate must be
available on your local computer.

Steps
1. In the Grid Manager, select Configuration > Access Control > Client Certificates.

The Client Certificates page appears.

Client Certificates

You can upload or generate cne or more client cerfificates to allow Storage@RID to authenticate external client access.

Name Allow Prometheus Expiration Date

Mo client certificates configured

2. Select Add.
The Upload Certificate page appears.
Upload Certificate

MName @

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cedificate.

Upload Client Certificate ‘ ‘ Generate Client Certificate

3. Type a name between 1 and 32 characters for the certificate.

4. To access Prometheus metrics using your external monitoring tool, select the Allow Prometheus check
box.

5. Upload or generate a certificate:
a. To upload a certificate, go here.

b. To generate a certificate, go here.
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6.

To upload a certificate:
a. Select Upload Client Certificate.

b. Browse for the public key for the certificate.

After you upload the public key for the certificate, the Certificate metadata and Certificate PEM fields
are populated.

Upload Certificate
MName & test-cerificate-upload

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate.

Upload Client Certificate | | Generate Client Certificate

Uploaded file name;  client {1} crt

Certificate metadata © Subject DN: /C=US/ST=Califarniall= Sunnyvale/O=Example Co/OU=ITICN=" 53.exa
mple.com
Serial Number: 0D:0E:FC1G75:B8.BEZETD:47:4D:05:49:08:F3.TEBES:4A71:90
Issuer DN: /C=US/ST=California/L=Sunnyvale/O=Example Co/OU=IT/CN=* 53 exa
mple.com
Issued On: 2020-06-19T22:11:56.0002
Expires On: 2021-06-18T22;11:56.0002
SHA-1 Fingerprint; 13:AAD6:06:2B:90.FEB7.7B.EB. 1A 83 BE.C3.62:39. BV AGET FO
SHA-256 Fingerprint: 5C;29:06:6B:CF.81.50:B8.4F AQ56 FT AT AB3C 36 FAZDBT 32:A4:C8
74:85:2C8D:EG:67:37:C3AC60

Certificate PEM @

Copy certificate to clipboard ‘

(=1

c. Select Copy certificate to clipboard and paste the certificate to your external monitoring tool.

d. Use an editing tool to copy and paste the private key to your external monitoring tool.
e. Select Save to save the certificate in the Grid Manager.

To generate a certificate:

a. Select Generate Client Certificate.

b. Enter the domain name or IP address of the Admin Node.

c. Optionally, enter an X.509 subject, also referred to as the Distinguished Name (DN), to identify the
administrator who owns the certificate.

d. Optionally, select the number of days the certificate is valid. The default is 730 days.

e. Select Generate.
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The Certificate metadata, Certificate PEM, and Certificate private key fields are populated.

Upload Certificate
Name & test-ceddificate-generats

Allow Prometheus @

Certificate Details

Upload the putlickey for the client cedificate.

Upload Client Certificate

| Genarste Cliant Cedificate

Certificats metadsts @ Subject ON: [CH=test.cam

Serial Number: OB:F8:FB:75:B2:13:E4:DF :54:83:30:35:58:8F . 24:03:52.B0:E2:0
A
Issuer ON: /Chi=test.com
Issued On: 2020-11-20T22:44:45 0002
Expires On: 2022-11-20T22:44:48 0002
SHA-1 Fingerprint; 6E:0B:8C:FB:3E: 20088, E4:08:42:52:5F . 32, TEET:03:86:80:F3.3
D
5HA-256 Fingerprint: 72:02:51:83:ED:D2: 85 AD: 7B 8540 AFAE 34:78:B8:42.FE:0D:
EF:78:C0:A4:86.:C2:EB:85:64:C3:D4.TABD

Catificate PEM @ 2
ETHEEw w YDV OO DDA R D E XN 0 Tnli ] IwDOETRoZTh:
EEAK0Z4ESmwd s PrfuBb2 ] cidf tTeExLeBEmt4
XgHZB1BoTID: T2ERAmNFE yEnE vy TE SO0 Ine w0 3TRLT
fz402axinEd/ AN FEg ERZ I aVa=3005 2207
W

Copy cetificate to clipboard

ERIVATE KEY———— ~
ArTZ0HEEHaM =2 4P Bk vl 01/ + 1w EnOEaET ZENC(BE=
AR Joxr THCTIBOOE I g ATME - 4h2 0 RalBuwig=K2WNOTT
SRR E TN L Ik AV T S I ICMa Y LR+ VO PH  IDVE I RggeE Y Sas
ZuT IS4 SogutwepHMaVDOg R M I DUHTEEsKn TH L2/ 02DmsJ8
A5Cg=202xcdrd=TgFulfmoNoSh Ik TnowEiHEHI EmiDyxnkpSi BN OMgDm/ o ¥ «JEe®
IWEEERSpES luks k2 XM D3VNONGIES T ODPED e 00 QARACTBROCFEULY4pENHons
SuELEDed pMTwg/ 8Co+F dmvodg 0B EGUrk Ix1EDG+HTh Y r £ den EX0vACOYAC,
Hhe1QE T DVpwRjdpiuKicrl S = roaEmp Ba D O aHO Y aTER £ ukdTITag £D
MxaYJRFEIvART £2 r2x iV 3b0 RS oo Y Cgellgt 5Y 0KT 3= 0EIna Trm Tdma YMEEE

Cestificate private key @

Adlwaon

Copy private kay to clipboard

A You will ot be able to view the cerdificate private key sfter you close this dialog. To save the keys for future referance, copy and paste tha values to

another locastion

f. Select Copy certificate to clipboard and paste the certificate to your external monitoring tool.

g. Select Copy private key to clipboard and paste the key to your external monitoring tool.

@ You will not be able to view the private key after you close the dialog box. Copy the key
to a safe location.

h. Select Save to save the certificate in the Grid Manager.

Configure the following settings on your external monitoring tool, such as Grafana.



A Grafana example is shown in the following screenshot:

sg-prometheus Default (@i

HT TP

URL : https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ I |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. Name: Enter a name for the connection.
StorageGRID does not require this information, but you must provide a name to test the connection.

b. URL: Enter the domain name or IP address for the Admin Node. Specify HTTPS and port 9091.




For example: https://admin-node.example.com: 9091

c. Enable TLS Client Authorization and With CA Cert.

d. Copy and paste the Management Interface Server Certificate or CA bundle toCA Cert under TLS/SSL
Auth Details.

e. ServerName: Enter the domain name of the Admin Node.

ServerName must match the domain name as it appears in the Management Interface Server
Certificate.

f. Save and test the certificate and private key that you copied from StorageGRID or a local file.
You can now access the Prometheus metrics from StorageGRID with your external monitoring tool.

For information about the metrics, see the instructions for monitoring and troubleshooting
StorageGRID.

Related information
Using StorageGRID security certificates

Configuring a custom server certificate for the Grid Manager and the Tenant Manager

Monitor & troubleshoot

Editing administrator client certificates

You can edit a certificate to change its name, enable or disable Prometheus access, or upload a new certificate
when the current one has expired.

What you’ll need
* You must have the Root Access permission.

* You must be signed in to the Grid Manager using a supported browser.
* You must know the IP address or domain name of the Admin Node.

« If you want to upload a new certificate and private key, they must be available on your local computer.

Steps
1. Select Configuration > Access Control > Client Certificates.

The Client Certificates page appears. The existing certificates are listed.

Certificate expiration dates are listed in the table. If a certificate will expire soon or is already expired, a
message appears in the table and an alert is triggered.

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
(O | test-cedificate-upload 4 2021-06-19 16:11:56 MDT
® test-certificate-generate 4 2022-08-20 09:42:00 MDT

Dizplaying 2 certificates.
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2. Select the radio button to the left of the certificate you want to edit.
3. Select Edit.

The Edit Certificate dialog box appears.

Edit Ceriificate test-certifiicate-generate

Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Chent Cerfificate ‘ ‘ Generate Chent Certificate

Certificate metadata Subject DN: (Chi=test.com

Serial Number: 0C:11:87:6C.1E:FD:13:16:F3:F2.06:09:DA6D:BC.CE:2A:A9:C3:53
Issuer DN: /Chi=test.com
Issued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002
SHA-1 Fingerprint: AEES:TOAVD3C339 7405 F3.62:968:81:8A:87:C0:43: 18:89:A7
SHA-256 Fingerprint: §3.07:BF:FF.03:1E:84:F1:04:67.C6:16:B0:35:26:00:.C6:A3:13:11.TE:5ED
EC7TATEEF:23:14:55:30:56

Certificate PEM ©  ————— SECIN CEATIFICATE-—-—- Lol

nkpW IKeBnColx W

EwYDVROEBLW

Copy cerlificate to clpboard ‘

= |

4. Make the desired changes to the certificate.
5. Select Save to save the certificate in the Grid Manager.
6. If you uploaded a new certificate:

a. Select Copy certificate to clipboard to paste the certificate to your external monitoring tool.

b. Use an editing tool to copy and paste the new private key to your external monitoring tool.

c. Save and test the certificate and private key in your external monitoring tool.
7. If you generated a new certificate:

a. Select Copy certificate to clipboard to paste the certificate to your external monitoring tool.

b. Select Copy private key to clipboard to paste the certificate to your external monitoring tool.

@ You will not be able to view or copy the private key after you close the dialog box. Copy
the key to a safe location.
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c. Save and test the certificate and private key in your external monitoring tool.

Removing administrator client certificates
If you no longer need a certificate, you can remove it.

What you’ll need
* You must have the Root Access permission.

* You must be signed in to the Grid Manager using a supported browser.

Steps
1. Select Configuration > Access Control > Client Certificates.

The Client Certificates page appears. The existing certificates are listed.

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
() | test-cerificate-upload 4 2021-06-19 16:11:56 MDT
® test-cerificate-generate 4 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

2. Select the radio button to the left of the certificate you want to remove.

3. Select Remove.

A confirmation dialog box appears.

A Warning

Delete certificate

Are you sure you want to delete the certificate "test-certificate-generate”?

| cancat | o6
4. Select OK.

The certificate is removed.
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