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Managing high availability groups

High availability (HA) groups can be used to provide highly available data connections for

S3 and Swift clients. HA groups can also be used to provide highly available connections

to the Grid Manager and the Tenant Manager.

• What an HA group is

• How HA groups are used

• Configuration options for HA groups

• Creating a high availability group

• Editing a high availability group

• Removing a high availability group

What an HA group is

High availability groups use virtual IP addresses (VIPs) to provide active-backup access

to Gateway Node or Admin Node services.

An HA group consists of one or more network interfaces on Admin Nodes and Gateway Nodes. When creating

an HA group, you select network interfaces belonging to the Grid Network (eth0) or the Client Network (eth2).

All interfaces in an HA group must be within the same network subnet.

An HA group maintains one or more virtual IP addresses that are added to the active interface in the group. If

the active interface becomes unavailable, the virtual IP addresses are moved to another interface. This failover

process generally takes only a few seconds and is fast enough that client applications should experience little

impact and can rely on normal retry behaviors to continue operation.

The active interface in an HA group is designated as the Master. All other interfaces are designated as Backup.

To view these designations, select Nodes > node > Overview.
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When creating an HA group, you specify one interface to be the preferred Master. The preferred Master is the

active interface unless a failure occurs that causes the VIP addresses to be reassigned to a Backup interface.

When the failure is resolved, the VIP addresses are automatically moved back to the preferred Master.

Failover can be triggered for any of these reasons:

• The node on which the interface is configured goes down.

• The node on which the interface is configured loses connectivity to all other nodes for at least 2 minutes

• The active interface goes down.

• The Load Balancer service stops.

• The High Availability service stops.

Failover might not be triggered by network failures external to the node that hosts the active

interface. Similarly, failover is not triggered by the failure of the CLB service (deprecated) or

services for the Grid Manager or the Tenant Manager.

If the HA group includes interfaces from more than two nodes, the active interface might move to any other

node’s interface during failover.

How HA groups are used

You might want to use high availability (HA) groups for several reasons.

• An HA group can provide highly available administrative connections to the Grid Manager or the Tenant

Manager.

• An HA group can provide highly available data connections for S3 and Swift clients.

• An HA group that contains only one interface allows you to provide many VIP addresses and to explicitly

set IPv6 addresses.

An HA group can provide high availability only if all nodes included in the group provide the same services.

When you create an HA group, add interfaces from the types of nodes that provide the services you require.

• Admin Nodes: Include the Load Balancer service and enable access to the Grid Manager or the Tenant

Manager.

• Gateway Nodes: Include the Load Balancer service and the CLB service (deprecated).

Purpose of HA group Add nodes of this type to the HA group

Access to Grid Manager • Primary Admin Node (preferred Master)

• Non-primary Admin Nodes

Note: The primary Admin Node must be the preferred

Master. Some maintenance procedures can only be

performed from the primary Admin Node.

Access to Tenant Manager only • Primary or non-primary Admin Nodes
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Purpose of HA group Add nodes of this type to the HA group

S3 or Swift client access — Load Balancer service • Admin Nodes

• Gateway Nodes

S3 or Swift client access — CLB service

Note: The CLB service is deprecated.

• Gateway Nodes

Limitations of using HA groups with Grid Manager or Tenant Manager

The failure of services for the Grid Manager or the Tenant Manager does not trigger failover within the HA

group.

If you are signed in to the Grid Manager or the Tenant Manager when failover occurs, you are signed out and

must sign in again to resume your task.

Some maintenance procedures cannot be performed when the primary Admin Node is unavailable. During

failover, you can use the Grid Manager to monitor your StorageGRID system.

Limitations of using HA groups with the CLB service

The failure of the CLB service does not trigger failover within the HA group.

The CLB service is deprecated.

Configuration options for HA groups

The following diagrams provide examples of different ways you can configure HA groups.

Each option has advantages and disadvantages.
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When creating multiple overlapping HA groups as shown in the Active-Active HA example, the total throughput

scales with the number of nodes and HA groups. With three or more nodes and three or more HA groups, you

also gain the ability to continue operations using any of the VIPs even during maintenance procedures that

require you to take a node offline.

The table summarizes the benefits of each HA configuration shown in the diagram.

Configuration Advantages Disadvantages

Active-Backup HA • Managed by StorageGRID with

no external dependencies.

• Fast failover.

• Only one node in an HA group

is active. At least one node per

HA group will be idle.

DNS Round Robin • Increased aggregate

throughput.

• No idle hosts.

• Slow failover, which could

depend on client behavior.

• Requires configuration of

hardware outside of

StorageGRID.

• Needs a customer-

implemented health check.
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Configuration Advantages Disadvantages

Active-Active • Traffic is distributed across

multiple HA groups.

• High aggregate throughput that

scales with the number of HA

groups.

• Fast failover.

• More complex to configure.

• Requires configuration of

hardware outside of

StorageGRID.

• Needs a customer-

implemented health check.

Creating a high availability group

You can create one or more high availability (HA) groups to provide highly available

access to the services on Admin Nodes or Gateway Nodes.

What you’ll need

• You must be signed in to the Grid Manager using a supported browser.

• You must have the Root Access permission.

About this task

An interface must meet the following conditions to be included in an HA group:

• The interface must be for a Gateway Node or an Admin Node.

• The interface must belong to the Grid Network (eth0) or the Client Network (eth2).

• The interface must be configured with fixed or static IP addressing, not with DHCP.

Steps

1. Select Configuration > Network Settings > High Availability Groups.

The High Availability Groups page appears.

2. Click Create.

The Create High Availability Group dialog box appears.

3. Type a name and, if desired, a description for the HA group.

4. Click Select Interfaces.

The Add Interfaces to High Availability Group dialog box appears. The table lists eligible nodes, interfaces,

and IPv4 subnets.
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An interface does not appear in the list if its IP address is assigned by DHCP.

5. In the Add to HA group column, select the check box for the interface you want to add to the HA group.

Note the following guidelines for selecting interfaces:

◦ You must select at least one interface.

◦ If you select more than one interface, all of the interfaces must be on either the Grid Network (eth0) or

on the Client Network (eth2).

◦ All interfaces must be in the same subnet or in subnets with a common prefix.

IP addresses will be restricted to the smallest subnet (the one with the largest prefix).

◦ If you select interfaces on different types of nodes, and a failover occurs, only the services common to

the selected nodes will be available on the virtual IPs.

▪ Select two or more Admin Nodes for HA protection of the Grid Manager or the Tenant Manager.

▪ Select two or more Admin Nodes, Gateway Nodes, or both for HA protection of the Load Balancer

service.

▪ Select two or more Gateway Nodes for HA protection of the CLB service.

The CLB service is deprecated.
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6. Click Apply.

The interfaces you selected are listed in the Interfaces section of the Create High Availability Group page.

By default, the first interface in the list is selected as the Preferred Master.
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7. If you want a different interface to be the preferred Master, select that interface in the Preferred Master

column.

The preferred Master is the active interface unless a failure occurs that causes the VIP addresses to be

reassigned to a Backup interface.

If the HA group provides access to the Grid Manager, you must select an interface on the

primary Admin Node to be the preferred Master. Some maintenance procedures can only be

performed from the primary Admin Node.

8. In the Virtual IP Addresses section of the page, enter one to 10 virtual IP addresses for the HA group. Click

the plus sign ( ) to add multiple IP addresses.

You must provide at least one IPv4 address. Optionally, you can specify additional IPv4 and IPv6

addresses.

IPv4 addresses must be within the IPv4 subnet shared by all of the member interfaces.
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9. Click Save.

The HA Group is created, and you can now use the configured virtual IP addresses.

Related information

Install Red Hat Enterprise Linux or CentOS

Install VMware

Install Ubuntu or Debian

Managing load balancing

Editing a high availability group

You can edit a high availability (HA) group to change its name and description, add or

remove interfaces, or add or update a virtual IP address.

What you’ll need

• You must be signed in to the Grid Manager using a supported browser.

• You must have the Root Access permission.

About this task

Some of the reasons for editing an HA group include the following:

• Adding an interface to an existing group. The interface IP address must be within the same subnet as other

interfaces already assigned to the group.

• Removing an interface from an HA group. For example, you cannot start a site or node decommission

procedure if a node’s interface for the Grid Network or the Client Network is used in an HA group.

Steps

1. Select Configuration > Network Settings > High Availability Groups.

The High Availability Groups page appears.

2. Select the HA group you want to edit, and click Edit.
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The Edit High Availability Group dialog box appears.

3. Optionally, update the group’s name or description.

4. Optionally, click Select Interfaces to change the interfaces for the HA Group.

The Add Interfaces to High Availability Group dialog box appears.

An interface does not appear in the list if its IP address is assigned by DHCP.

5. Select or unselect the check boxes to add or remove interfaces.

Note the following guidelines for selecting interfaces:

◦ You must select at least one interface.

◦ If you select more than one interface, all of the interfaces must be on either the Grid Network (eth0) or

on the Client Network (eth2).

◦ All interfaces must be in the same subnet or in subnets with a common prefix.

IP addresses will be restricted to the smallest subnet (the one with the largest prefix).

◦ If you select interfaces on different types of nodes, and a failover occurs, only the services common to

the selected nodes will be available on the virtual IPs.

▪ Select two or more Admin Nodes for HA protection of the Grid Manager or the Tenant Manager.

▪ Select two or more Admin Nodes, Gateway Nodes, or both for HA protection of the Load Balancer

service.

▪ Select two or more Gateway Nodes for HA protection of the CLB service.

The CLB service is deprecated.

6. Click Apply.
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The interfaces you selected are listed in the Interfaces section of the page. By default, the first interface in

the list is selected as the Preferred Master.

7. If you want a different interface to be the preferred Master, select that interface in the Preferred Master

column.

The preferred Master is the active interface unless a failure occurs that causes the VIP addresses to be

reassigned to a Backup interface.

If the HA group provides access to the Grid Manager, you must select an interface on the

primary Admin Node to be the preferred Master. Some maintenance procedures can only be

performed from the primary Admin Node.

8. Optionally, update the virtual IP addresses for the HA group.

You must provide at least one IPv4 address. Optionally, you can specify additional IPv4 and IPv6

addresses.
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IPv4 addresses must be within the IPv4 subnet shared by all of the member interfaces.

9. Click Save.

The HA Group is updated.

Removing a high availability group

You can remove a high availability (HA) group that you are no longer using.

What you’ll need

• You must be signed in to the Grid Manager using a supported browser.

• You must have the Root Access permission.

Aboout this task

If you remove an HA group, any S3 or Swift clients that are configured to use one of the group’s virtual IP

addresses will no longer be able to connect to StorageGRID. To prevent client disruptions, you should update

all affected S3 or Swift client applications before you remove an HA group. Update each client to connect using

another IP address, for example, the virtual IP address of a different HA group or the IP address that was

configured for an interface during installation or using DHCP.

Steps

1. Select Configuration > Network Settings > High Availability Groups.

The High Availability Groups page appears.

2. Select the HA group you want to remove, and click Remove.

The Delete High Availability Group warning appears.
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3. Click OK.

The HA group is removed.
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