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The life of an object

An object’s life consists of various stages. Each stage represents the operations that

occur with the object.

The life of an object includes the operations of ingest, copy management, retrieve, and delete.

• Ingest: The process of an S3 or Swift client application saving an object over HTTP to the StorageGRID

system. At this stage, the StorageGRID system begins to manage the object.

• Copy management: The process of managing replicated and erasure-coded copies in StorageGRID, as

described by the ILM rules in the active ILM policy. During the copy management stage, StorageGRID

protects object data from loss by creating and maintaining the specified number and type of object copies

on Storage Nodes, in a Cloud Storage Pool, or on Archive Node.

• Retrieve: The process of a client application accessing an object stored by the StorageGRID system. The

client reads the object, which is retrieved from a Storage Node, Cloud Storage Pool, or Archive Node.

• Delete: The process of removing all object copies from the grid. Objects can be deleted either as a result of

the client application sending a delete request to the StorageGRID system, or as a result of an automatic

process that StorageGRID performs when the object’s lifetime expires.

Related informatiom

Manage objects with ILM

Using information lifecycle management

Ingest data flow

An ingest, or save, operation consists of a defined data flow between the client and the

StorageGRID system.
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Data flow

When a client saves an object to the StorageGRID system, the LDR service on Storage Nodes processes the

request and stores the metadata and data to disk.

1. The client application creates the object and sends it to the StorageGRID system through an HTTP PUT

request.

2. The object is evaluated against the system’s ILM policy.

3. The LDR service saves the object data as a replicated copy or as an erasure coded copy. (The diagram

shows a simplified version of storing a replicated copy to disk.)

4. The LDR service sends the object metadata to the metadata store.

5. The metadata store saves the object metadata to disk.

6. The metadata store propagates copies of object metadata to other Storage Nodes. These copies are also

saved to disk.

7. The LDR service returns an HTTP 200 OK response to the client to acknowledge that the object has been

ingested.

Copy management

Object data is managed by the active ILM policy and its ILM rules. ILM rules make

replicated or erasure coded copies to protect object data from loss.

Different types or locations of object copies might be required at different times in the object’s life. ILM rules are

periodically evaluated to ensure that objects are placed as required.

Object data is managed by the LDR service.

Content protection: replication

If an ILM rule’s content placement instructions require replicated copies of object data, copies are made and

stored to disk by the Storage Nodes that make up the configured storage pool.
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Data flow

The ILM engine in the LDR service controls replication and ensures that the correct number of copies are

stored in the correct locations and for the correct amount of time.

1. The ILM engine queries the ADC service to determine the best destination LDR service within the storage

pool specified by the ILM rule. It then sends that LDR service a command to initiate replication.

2. The destination LDR service queries the ADC service for the best source location. It then sends a

replication request to the source LDR service.

3. The source LDR service sends a copy to the destination LDR service.

4. The destination LDR service notifies the ILM engine that the object data has been stored.

5. The ILM engine updates the metadata store with object location metadata.

Content protection: erasure coding

If an ILM rule includes instructions to make erasure coded copies of object data, the applicable erasure coding

scheme breaks object data into data and parity fragments and distributes these fragments across the Storage

Nodes configured in the Erasure Coding profile.

Data flow

The ILM engine, which is a component of the LDR service, controls erasure coding and ensures that the

Erasure Coding profile is applied to object data.
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1. The ILM engine queries the ADC service to determine which DDS service can best perform the erasure

coding operation. Once determined, the ILM engine sends an "initiate" request to that service.

2. The DDS service instructs an LDR to erasure code the object data.

3. The source LDR service sends a copy to the LDR service selected for erasure coding.

4. Once broken into the appropriate number of parity and data fragments, the LDR service distributes these

fragments across the Storage Nodes (Chunk services) that make up the Erasure Coding profile’s storage

pool.

5. The LDR service notifies the ILM engine, confirming that object data is successfully distributed.

6. The ILM engine updates the metadata store with object location metadata.

Content protection: Cloud Storage Pool

If an ILM rule’s content placement instructions require that a replicated copy of object data is stored on a Cloud

Storage Pool, object data is moved to the external S3 bucket or Azure Blob storage container that was

specified for the Cloud Storage Pool.

Data flow

The ILM engine, which is a component of the LDR service, and the Data Mover service control the movement

of objects to the Cloud Storage Pool.
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1. The ILM engine selects a Data Mover service to replicate to the Cloud Storage Pool.

2. The Data Mover service sends the object data to the Cloud Storage Pool.

3. The Data Mover service notifies the ILM engine that the object data has been stored.

4. The ILM engine updates the metadata store with object location metadata.

Content protection: archive

An archive operation consists of a defined data flow between the StorageGRID system and the client.

If the ILM policy requires that a copy of object data be archived, the ILM engine, which is a component of the

LDR service, sends a request to the Archive Node, which in turn sends a copy of the object data to the

targeted archival storage system.
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1. The ILM engine sends a request to the ARC service to store a copy on archive media.

2. The ARC service queries the ADC service for the best source location and sends a request to the source

LDR service.

3. The ARC service retrieves object data from the LDR service.

4. The ARC service sends the object data to the archive media destination.

5. The archive media notifies the ARC service that the object data has been stored.

6. The ARC service notifies the ILM engine that the object data has been stored.

Retrieve data flow

A retrieve operation consists of a defined data flow between the StorageGRID system

and the client. The system uses attributes to track the retrieval of the object from a

Storage Node or, if necessary, a Cloud Storage Pool or Archive Node.

The Storage Node’s LDR service queries the metadata store for the location of the object data and retrieves it

from the source LDR service. Preferentially, retrieval is from a Storage Node. If the object is not available on a

Storage Node, the retrieval request is directed to a Cloud Storage Pool or to an Archive Node.

If the only object copy is on AWS Glacier storage or the Azure Archive tier, the client application

must issue an S3 POST Object restore request to restore a retrievable copy to the Cloud

Storage Pool.

1. The LDR service receives a retrieval request from the client application.

2. The LDR service queries the metadata store for the object data location and metadata.

3. LDR service forwards the retrieval request to the source LDR service.
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4. The source LDR service returns the object data from the queried LDR service and the system returns the

object to the client application.

Delete data flow

All object copies are removed from the StorageGRID system when a client performs a

delete operation or when the object’s lifetime expires, triggering its automatic removal.

There is a defined data flow for object deletion.

Deletion hierarchy

StorageGRID provides several methods for controlling when objects are retained or deleted. Objects can be

delete by client request or automatically. StorageGRID always prioritizes any S3 Object Lock settings over

client delete requests, which are prioritized over S3 bucket lifecycle and ILM placement instructions.

• S3 Object Lock: If the global S3 Object Lock setting is enabled for the grid, S3 clients can create buckets

with S3 Object Lock enabled and then use the S3 REST API to specify retain-until-date and legal hold

settings for each object version added to that bucket.

◦ An object version that is under a legal hold cannot be deleted by any method.

◦ Before an object version’s retain-until-date is reached, that version cannot be deleted by any method.

◦ Objects in buckets with S3 Object Lock enabled are retained by ILM “forever”. However, after its retain-

until-date is reached, an object version can be deleted by a client request or the expiration of the

bucket lifecycle.

• Client delete request: An S3 or Swift client can issue a delete object request. When a client deletes an

object, all copies of the object are removed from the StorageGRID system.

• S3 bucket lifecycle: S3 clients can add a lifecycle configuration to their buckets that specifies an

Expiration action. If a bucket lifecycle exists, StorageGRID automatically deletes all copies of an object

when the date or number of days specified in the Expiration action are met, unless the client deletes the

object first.

• ILM placement instructions: Assuming that the bucket does not have S3 Object Lock enabled and that

there is no bucket lifecycle, StorageGRID automatically deletes an object when the last time period in the

ILM rule ends and there are no further placements specified for the object.

The Expiration action in an S3 bucket lifecycle always overrides ILM settings. As a result, an

object might be retained on the grid even after any ILM instructions for placing the object

have lapsed.

Data flow for client deletes
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1. The LDR service receives a delete request from the client application.

2. The LDR service updates the metadata store so the object looks deleted to client requests, and instructs

the ILM engine to remove all copies of object data.

3. The object is removed from the system. The metadata store is updated to remove object metadata.

Data flow for ILM deletes

1. The ILM engine determines that the object needs to be deleted.

2. The ILM engine notifies the metadata store. The metadata store updates object metadata so that the object

looks deleted to client requests.

3. The ILM engine removes all copies of the object. The metadata store is updated to remove object

metadata.
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