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Grid nodes and services

Grid nodes and services: Overview

The basic building block of a StorageGRID system is the grid node. Nodes contain

services, which are software modules that provide a set of capabilities to a grid node.

Types of grid nodes

The StorageGRID system uses four types of grid nodes:

Admin Nodes

Provide management services such as system configuration, monitoring, and logging. When you sign in to

the Grid Manager, you are connecting to an Admin Node. Each grid must have one primary Admin Node

and might have additional non-primary Admin Nodes for redundancy. You can connect to any Admin Node,

and each Admin Node displays a similar view of the StorageGRID system. However, maintenance

procedures must be performed using the primary Admin Node.

Admin Nodes can also be used to load balance S3 and Swift client traffic.

See What is an Admin Node?

Storage Nodes

Manage and store object data and metadata. Each site in your StorageGRID system must have at least

three Storage Nodes.

See What is a Storage Node?

Gateway Nodes (optional)

Provide a load-balancing interface that client applications can use to connect to StorageGRID. A load

balancer seamlessly directs clients to an optimal Storage Node, so that the failure of nodes or even an

entire site is transparent.

See What is a Gateway Node?

Archive Nodes (deprecated)

Provide an optional interface through which object data can be archived to tape.

See What is an Archive Node?

Hardware and software nodes

StorageGRID nodes can be deployed as StorageGRID appliance nodes or as software-based nodes.

StorageGRID appliance nodes

StorageGRID hardware appliances are specially designed for use in a StorageGRID system. Some appliances

can be used as Storage Nodes. Other appliances can be used as Admin Nodes or Gateway Nodes. You can

combine appliance nodes with software-based nodes or deploy fully engineered, all-appliance grids that have

no dependencies on external hypervisors, storage, or compute hardware.

See the following to learn about the available appliances:
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• StorageGRID Appliance Documentation

• NetApp Hardware Universe

Software-based nodes

Software-based grid nodes can be deployed as VMware virtual machines or within container engines on a

Linux host.

• Virtual machine (VM) in VMware vSphere: See Install StorageGRID on VMware.

• Within a container engine on Red Hat Enterprise Linux: See Install StorageGRID on Red Hat Enterprise

Linux.

• Within a container engine on Ubuntu or Debian: See Install StorageGRID on Ubuntu or Debian.

Use the NetApp Interoperability Matrix Tool (IMT) to determine the supported versions.

During initial installation of a new software-based Storage Node you can specify that it only be used to store

metadata.

StorageGRID services

The following is a complete list of StorageGRID services.

Service Description Location

Account Service Forwarder Provides an interface for the Load Balancer

service to query the Account Service on

remote hosts and provides notifications of

Load Balancer Endpoint configuration

changes to the Load Balancer service.

Load Balancer service on

Admin Nodes and Gateway

Nodes

ADC (Administrative Domain

Controller)

Maintains topology information, provides

authentication services, and responds to

queries from the LDR and CMN services.

At least three Storage Nodes

containing the ADC service at

each site

AMS (Audit Management

System)

Monitors and logs all audited system events

and transactions to a text log file.

Admin Nodes

ARC (Archive) Provides the management interface with

which you configure connections to external

archival storage, such as the cloud through an

S3 interface or tape through TSM middleware.

Archive Nodes

Cassandra Reaper Performs automatic repairs of object

metadata.

Storage Nodes

Chunk service Manages erasure-coded data and parity

fragments.

Storage Nodes

CMN (Configuration

Management Node)

Manages system-wide configurations and grid

tasks. Each grid has one CMN service.

Primary Admin Node
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Service Description Location

DDS (Distributed Data Store) Interfaces with the Cassandra database to

manage object metadata.

Storage Nodes

DMV (Data Mover) Moves data to cloud endpoints. Storage Nodes

Dynamic IP (dynip) Monitors the grid for dynamic IP changes and

updates local configurations.

All nodes

Grafana Used for metrics visualization in the Grid

Manager.

Admin Nodes

High Availability Manages high availability virtual IPs on nodes

configured on the High Availability Groups

page. This service is also known as the

keepalived service.

Admin and Gateway Nodes

Identity (idnt) Federates user identities from LDAP and

Active Directory.

Storage Nodes that use the

ADC service

Lambda Arbitrator Manages S3 Select SelectObjectContent

requests.

All nodes

Load Balancer (nginx-gw) Provides load balancing of S3 and Swift traffic

from clients to Storage Nodes. The Load

Balancer service can be configured through

the Load Balancer Endpoints configuration

page. This service is also known as the nginx-

gw service.

Admin and Gateway Nodes

LDR (Local Distribution

Router)

Manages the storage and transfer of content

within the grid.

Storage Nodes

MISCd Information Service

Control Daemon

Provides an interface for querying and

managing services on other nodes and for

managing environmental configurations on

the node such as querying the state of

services running on other nodes.

All nodes

nginx Acts as an authentication and secure

communication mechanism for various grid

services (such as Prometheus and Dynamic

IP) to be able to talk to services on other

nodes over HTTPS APIs.

All nodes

nginx-gw Powers the Load Balancer service. Admin and Gateway Nodes
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Service Description Location

NMS (Network Management

System)

Powers the monitoring, reporting, and

configuration options that are displayed

through the Grid Manager.

Admin Nodes

Persistence Manages files on the root disk that need to

persist across a reboot.

All nodes

Prometheus Collects time series metrics from services on

all nodes.

Admin Nodes

RSM (Replicated State

Machine)

Ensures platform service requests are sent to

their respective endpoints.

Storage Nodes that use the

ADC service

SSM (Server Status Monitor) Monitors hardware conditions and reports to

the NMS service.

An instance is present on

every grid node

Trace collector Performs trace collection to gather information

for use by technical support. The trace

collector service uses open source Jaeger

software.

Admin Nodes

What is an Admin Node?

Admin Nodes provide management services such as system configuration, monitoring,

and logging. Admin Nodes can also be used to load balance S3 and Swift client traffic.

Each grid must have one primary Admin Node and might have any number of non-

primary Admin Nodes for redundancy.

Differences between primary and non-primary Admin Nodes

When you sign in to the Grid Manager or the Tenant Manager, you are connecting to an Admin Node. You can

connect to any Admin Node, and each Admin Node displays a similar view of the StorageGRID system.

However, the primary Admin Node provides more functionality than non-primary Admin Nodes. For example,

most maintenance procedures must be performed from the primary Admin Nodes.

The table summarizes the capabilities of primary and non-primary Admin Nodes.

Capabilities Primary Admin Node Non-primary Admin

Node

Includes the AMS service Yes Yes

Includes the CMN service Yes No

Includes the NMS service Yes Yes
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Capabilities Primary Admin Node Non-primary Admin

Node

Includes the Prometheus service Yes Yes

Includes the SSM service Yes Yes

Includes the Load Balancer and High Availability

services

Yes Yes

Supports the Management Application Program

Interface (mgmt-api)

Yes Yes

Can be used for all network-related maintenance

tasks, for example IP address change and updating

NTP servers

Yes No

Can perform EC rebalance after Storage Node

expansion

Yes No

Can be used for the volume restoration procedure Yes Yes

Can collect log files and system data from one or

more nodes

Yes No

Sends alert notifications, AutoSupport packages, and

SNMP traps and informs

Yes. Acts as the preferred

sender.

Yes. Acts as a standby

sender.

Preferred sender Admin Node

If your StorageGRID deployment includes multiple Admin Nodes, the primary Admin Node is the preferred

sender for alert notifications, AutoSupport packages, SNMP traps and informs, and legacy alarm notifications.

Under normal system operations, only the preferred sender sends notifications. However, all other Admin

Nodes monitor the preferred sender. If a problem is detected, other Admin Nodes act as standby senders.

Multiple notifications might sent in these cases:

• If Admin Nodes become "islanded" from each other, both the preferred sender and the standby senders will

attempt to send notifications, and multiple copies of notifications might be received.

• If standby sender detects problems with the preferred sender and starts sending notifications, the preferred

sender might regain its ability to send notifications. If this occurs, duplicate notifications might be sent. The

standby sender will stop sending notifications when it no longer detects errors on the preferred sender.

When you test AutoSupport packages, all Admin Nodes send the test. When you test alert

notifications, you must sign in to every Admin Node to verify connectivity.
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Primary services for Admin Nodes

The following table shows the primary services for Admin Nodes; however, this table does not list all node

services.

Service Key function

Audit Management System

(AMS)

Tracks system activity and events.

Configuration Management Node

(CMN)

Manages system-wide configuration.

High Availability Manages high availability virtual IP addresses for groups of Admin

Nodes and Gateway Nodes.

Note: This service is also found on Gateway Nodes.

Load Balancer Provides load balancing of S3 and Swift traffic from clients to Storage

Nodes.

Note: This service is also found on Gateway Nodes.

Management Application

Program Interface (mgmt-api)

Processes requests from the Grid Management API and the Tenant

Management API.

Network Management System

(NMS)

Provides functionality for the Grid Manager.

Prometheus Collects and stores time-series metrics from the services on all nodes.

Server Status Monitor (SSM) Monitors the operating system and underlying hardware.

What is a Storage Node?

Storage Nodes manage and store object data and metadata. Storage Nodes include the

services and processes required to store, move, verify, and retrieve object data and

metadata on disk.

Each site in your StorageGRID system must have at least three Storage Nodes.

Types of Storage Nodes

All Storage Nodes that were installed before StorageGRID 11.8 store both objects and the metadata for those

objects. Starting in StorageGRID 11.8, you can choose the Storage Node type for new software-based storage

nodes:
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Object and metadata Storage Nodes

By default, all new Storage Nodes installed in StorageGRID 11.8 will store both objects and metadata.

Metadata-only Storage Nodes (software-based nodes only)

You can specify that a new software-based Storage Node be used to store only metadata. You can also add

a metadata-only software-based Storage Node to your StorageGRID system during StorageGRID system

expansion.

You can only select the Storage Node type when initially installing the software-based node

or when you install the software-based node during StorageGRID system expansion. You

can’t change the type after the node installation is complete.

Installing a metadata-only node is typically not required. However, using a Storage Node exclusively for

metadata can make sense if your grid stores a very large number of small objects. Installing dedicated

metadata capacity provides a better balance between the space needed for a very large number of small

objects and the space needed for the metadata for all those objects.

When installing a grid with software-based metadata-only nodes, the grid must also contain a minimum

number of nodes for object storage:

• For a single-site grid, at least two Storage Nodes are configured for objects and metadata.

• For a multi-site grid, at least one Storage Node per site are configured for objects and metadata.

Software-based Storage Nodes display a metadata-only indication for each metadata-only node on all pages

that list the Storage Node type.

Primary services for Storage Nodes

The following table shows the primary services for Storage Nodes; however, this table does not list all node

services.

Some services, such as the ADC service and the RSM service, typically exist only on three

Storage Nodes at each site.

Service Key function

Account (acct) Manages tenant accounts.
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Service Key function

Administrative Domain

Controller (ADC)

Maintains topology and grid-wide configuration.

Details

The Administrative Domain Controller (ADC) service authenticates grid

nodes and their connections with each other. The ADC service is hosted on

a minimum of three Storage Nodes at a site.

The ADC service maintains topology information including the location and

availability of services. When a grid node requires information from another

grid node or an action to be performed by another grid node, it contacts an

ADC service to find the best grid node to process its request. In addition, the

ADC service retains a copy of the StorageGRID deployment’s configuration

bundles, allowing any grid node to retrieve current configuration information.

To facilitate distributed and islanded operations, each ADC service

synchronizes certificates, configuration bundles, and information about

services and topology with the other ADC services in the StorageGRID

system.

In general, all grid nodes maintain a connection to at least one ADC service.

This ensures that grid nodes are always accessing the latest information.

When grid nodes connect, they cache other grid nodes' certificates, enabling

systems to continue functioning with known grid nodes even when an ADC

service is unavailable. New grid nodes can only establish connections by

using an ADC service.

The connection of each grid node lets the ADC service gather topology

information. This grid node information includes the CPU load, available disk

space (if it has storage), supported services, and the grid node’s site ID.

Other services ask the ADC service for topology information through

topology queries. The ADC service responds to each query with the latest

information received from the StorageGRID system.

Cassandra Stores and protects object metadata.

Cassandra Reaper Performs automatic repairs of object metadata.

Chunk Manages erasure-coded data and parity fragments.

Data Mover (dmv) Moves data to Cloud Storage Pools.
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Service Key function

Distributed Data Store

(DDS)

Monitors object metadata storage.

Details

Each Storage Node includes the Distributed Data Store (DDS) service. This

service interfaces with the Cassandra database to perform background tasks

on the object metadata stored in the StorageGRID system.

The DDS service tracks the total number of objects ingested into the

StorageGRID system as well as the total number of objects ingested through

each of the system’s supported interfaces (S3 or Swift).

Identity (idnt) Federates user identities from LDAP and Active Directory.
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Service Key function

Local Distribution Router

(LDR)

Processes object storage protocol requests and manages object data on disk.

Details

Each Storage Node includes the Local Distribution Router (LDR) service.

This service handles content transport functions, including data storage,

routing, and request handling. The LDR service does most of the

StorageGRID system’s hard work by handling data transfer loads and data

traffic functions.

The LDR service handles the following tasks:

• Queries

• Information lifecycle management (ILM) activity

• Object deletion

• Object data storage

• Object data transfers from another LDR service (Storage Node)

• Data storage management

• Protocol interfaces (S3 and Swift)

The LDR service also maps each S3 and Swift object to its unique UUID.

Object stores

The underlying data storage of an LDR service is divided into a fixed

number of object stores (also known as storage volumes). Each object

store is a separate mount point.

The object stores in a Storage Node are identified by a hexadecimal

number from 0000 to 002F, which is known as the volume ID. Space is

reserved in the first object store (volume 0) for object metadata in a

Cassandra database; any remaining space on that volume is used for

object data. All other object stores are used exclusively for object data,

which includes replicated copies and erasure-coded fragments.

To ensure even space usage for replicated copies, object data for a given

object is stored to one object store based on available storage space.

When an object store fills to capacity, the remaining object stores

continue to store objects until there is no more room on the Storage

Node.

Metadata protection

StorageGRID stores object metadata in a Cassandra database, which

interfaces with the LDR service.

To ensure redundancy and thus protection against loss, three copies of

object metadata are maintained at each site. This replication is non-

configurable and performed automatically. For details, see Manage object

metadata storage.
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Service Key function

Replicated State Machine

(RSM)

Ensures that S3 platform services requests are sent to their respective endpoints.

Server Status Monitor

(SSM)

Monitors the operating system and underlying hardware.

What is a Gateway Node?

Gateway Nodes provide a dedicated load-balancing interface that S3 and Swift client

applications can use to connect to StorageGRID. Load balancing maximizes speed and

connection capacity by distributing the workload across multiple Storage Nodes. Gateway

Nodes are optional.

The StorageGRID Load Balancer service is provided on all Admin Nodes and all Gateway Nodes. It performs

Transport Layer Security (TLS) termination of client requests, inspects the requests, and establishes new

secure connections to the Storage Nodes. The Load Balancer service seamlessly directs clients to an optimal

Storage Node, so that the failure of nodes or even an entire site is transparent.

You configure one or more load balancer endpoints to define the port and network protocol (HTTPS or HTTP)

that incoming and outgoing client requests wil use to access the Load Balancer services on Gateway and

Admin Nodes. The load balancer endpoint also defines the client type (S3 or Swift), the binding mode, and

optionally a list of allowed or blocked tenants. See Considerations for load balancing.

As required, you can group the network interfaces of multiple Gateway Nodes and Admin Nodes into a high

availability (HA) group. If the active interface in the HA group fails, a backup interface can manage the client

application workload. See Manage high availability (HA) groups.

Primary services for Gateway Nodes

The following table shows the primary services for Gateway Nodes; however, this table does not list all node

services.

Service Key function

High Availability Manages high availability virtual IP addresses for groups of Admin

Nodes and Gateway Nodes.

Note: This service is also found on Admin Nodes.

Load Balancer Provides Layer 7 load balancing of S3 and Swift traffic from clients to

Storage Nodes. This is the recommended load balancing mechanism.

Note: This service is also found on Admin Nodes.

Server Status Monitor (SSM) Monitors the operating system and underlying hardware.
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What is an Archive Node?

Support for Archive Nodes is deprecated and will be removed in a future release.

Support for Archive Nodes is deprecated and will be removed in a future release. Moving

objects from an Archive Node to an external archival storage system through the S3 API has

been replaced by ILM Cloud Storage Pools, which offer more functionality.

The Cloud Tiering - Simple Storage Service (S3) option is also deprecated. If you are currently

using an Archive Node with this option, migrate your objects to a Cloud Storage Pool instead.

Additionally, you should remove Archive Nodes from the active ILM policies in StorageGRID

11.7 or earlier. Removing object data stored on Archive Nodes will simplify future upgrades. See

Working with ILM rules and ILM policies.

Primary services for Archive Nodes

The following table shows the primary services for Archive Nodes; however, this table does not list all node

services.

Service Key function

Archive (ARC) Communicates with a Tivoli Storage Manager (TSM) external tape

storage system.

Server Status Monitor (SSM) Monitors the operating system and underlying hardware.
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