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Manage alarms (legacy system)

Manage alarms (legacy system)

The StorageGRID alarm system is the legacy system used to identify trouble spots that
sometimes occur during normal operation.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Alarm classes (legacy system)

A legacy alarm can belong to one of two mutually exclusive alarm classes.
* Default alarms are provided with each StorageGRID system and can’t be modified. However, you can
disable Default alarms or override them by defining Global Custom alarms.

* Global Custom alarms monitor the status of all services of a given type in the StorageGRID system. You
can create a Global Custom alarm to override a Default alarm. You can also create a new Global Custom
alarm. This can be useful for monitoring any customized conditions of your StorageGRID system.

Alarm triggering logic (legacy system)

Alegacy alarm is triggered when a StorageGRID attribute reaches a threshold value that evaluates to true
against a combination of alarm class (Default or Global Custom) and alarm severity level.

Icon Color Alarm severity Meaning
| Yellow Notice The node is connected to the grid, but an unusual
condition exists that does not affect normal
operations.
Light Orange Minor The node is connected to the grid, but an abnormal

condition exists that could affect operation in the
future. You should investigate to prevent escalation.

G Dark Orange Major The node is connected to the grid, but an abnormal
condition exists that currently affects operation. This
requires prompt attention to prevent escalation.

Q Red Critical The node is connected to the grid, but an abnormal
condition exists that has stopped normal operations.
You should address the issue immediately.

The alarm severity and corresponding threshold value can be set for every numerical attribute. The NMS
service on each Admin Node continuously monitors current attribute values against configured thresholds.
When an alarm is triggered, a notification is sent to all designated personnel.

Note that a severity level of Normal does not trigger an alarm.



Attribute values are evaluated against the list of enabled alarms defined for that attribute. The list of alarms is
checked in the following order to find the first alarm class with a defined and enabled alarm for the attribute:

1. Global Custom alarms with alarm severities from Critical down to Notice.

2. Default alarms with alarm severities from Critical down to Notice.

After an enabled alarm for an attribute is found in the higher alarm class, the NMS service only evaluates
within that class. The NMS service will not evaluate against the other lower priority classes. That is, if there is
an enabled Global Custom alarm for an attribute, the NMS service only evaluates the attribute value against
Global Custom alarms. Default alarms aren’t evaluated. Thus, an enabled Default alarm for an attribute can
meet the criteria needed to trigger an alarm, but it will not be triggered because a Global Custom alarm (that
does not meet the specified criteria) for the same attribute is enabled. No alarm is triggered and no notification
is sent.

Alarm triggering example

You can use this example to understand how Global Custom alarms and Default alarms are triggered.

For the following example, an attribute has a Global Custom alarm and a Default alarm defined and enabled as
shown in the following table.

Global Custom alarm threshold Default alarm threshold (enabled)
(enabled)

Notice >= 1500 >= 1000

Minor >= 15,000 >= 1000

Major >=150,000 >= 250,000

If the attribute is evaluated when its value is 1000, no alarm is triggered and no notification is sent.

The Global Custom alarm takes precedence over the Default alarm. A value of 1000 does not reach the
threshold value of any severity level for the Global Custom alarm. As a result, the alarm level is evaluated to be
Normal.

After the above scenario, if the Global Custom alarm is disabled, nothing changes. The attribute value must be
reevaluated before a new alarm level is triggered.

With the Global Custom alarm disabled, when the attribute value is reevaluated, the attribute value is
evaluated against the threshold values for the Default alarm. The alarm level triggers a Notice level alarm and
an email notification is sent to the designated personnel.

Alarms of same severity

If two Global Custom alarms for the same attribute have the same severity, the alarms are evaluated with a
"top down" priority.

For instance, if UMEM drops to 50MB, the first alarm is triggered (= 50000000), but not the one below it
(<=100000000).



Global Alarms
Updated: 2018-03-17 18:05:31 POT

Global Custom Alarms (0 Result(s))

: : . Additional ,

Enabled Service  Attribute Severity Message Operator Value Recipients Actions
W |ssm =] | UMEM (Available Memory) | |Minor =] Junderst |= =] |s00C | 2030
¥ [ssm ~| | UMEM (Available Memory) | |minor  ~| Junder1oi <= =| |100C | 2030

If the order is reversed, when UMEM drops to 100MB, the first alarm (<=100000000) is triggered, but not the
one below it (= 50000000).

Global Alarms
Updated: 2018-03-17 18:05:31 PDT

Global Custom Alarms (0 Result({s))

: : : Additional .
Enabled Service  Attribute Severty Message Operator Value Recipients Actions
WV |ssm ~| | UMEM (Available Memory) ~| |minor  ~| |under1or <= ~| [100C | 2000
WV |ssM ~| | UMEM (Available Memory) ~| |Minor ~| |underst |= ~| |s00C | 2000
Default Alarms
Fiter by | Disabled Defaults »| g
0 Result(s)
Enabled Senvice Attribute Severity Message Operator Value Actions

Apply Changes *

Notifications

A notification reports the occurrence of an alarm or the change of state for a service. Alarm notifications can be
sent in email or using SNMP.

To avoid multiple alarms and notifications being sent when an alarm threshold value is reached, the alarm
severity is checked against the current alarm severity for the attribute. If there is no change, then no further
action is taken. This means that as the NMS service continues to monitor the system, it will only raise an alarm
and send notifications the first time it notices an alarm condition for an attribute. If a new value threshold for the
attribute is reached and detected, the alarm severity changes and a new notification is sent. Alarms are
cleared when conditions return to the Normal level.

The trigger value shown in the notification of an alarm state is rounded to three decimal places. Therefore, an
attribute value of 1.9999 triggers an alarm whose threshold is less than (<) 2.0, although the alarm notification
shows the trigger value as 2.0.



New services

As new services are added through the addition of new grid nodes or sites, they inherit Default alarms and
Global Custom alarms.

Alarms and tables

Alarm attributes displayed in tables can be disabled at the system level. Alarms can’t be disabled for individual
rows in a table.

For example, the following table shows two critical Entries Available (VMFI) alarms. (Select SUPPORT > Tools
> Grid topology. Then, select Storage Node > SSM > Resources.)

You can disable the VMFI alarm so that the Critical level VMFI alarm is not triggered (both currently Critical
alarms would appear in the table as green); however, you can’t disable a single alarm in a table row so that
one VMFI alarm displays as a Critical level alarm while the other remains green.

Volumes

Maount Paint Device Status Size  Space Availabls: Total Enties  Entries Available  Wiite Cache
/ sdal  Online 106GE 746GB B & 655360 559 263 53 & Enablad
farflocal sda3  Online 634 GB 594GB T & 3332 160 3931842 B % Unknown

AarflocalirangedtVl  sdc. Omline E34GB 534GB [T %) 52428800 52427848 T % Encbled

826
59

Narflocalirangedi0  sdb  Online &) &) 534 GB 534GB 5 @ 52428800 52427856 I @ Enabled
29

Marflocalirangedb2  sdd  Online 5 @) 534GB 534GB T8 @ 52428800 5242785 [ & Enabled
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Acknowledge current alarms (legacy system)

Legacy alarms are triggered when system attributes reach alarm threshold values. Optionally, if you want to
reduce or clear the list of legacy alarms, you can acknowledge the alarms.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You must have the Acknowledge alarms permission.

About this task

Because the legacy alarm system continues to be supported, the list of legacy alarms on the Current Alarms
page is increased whenever a new alarm occurs. You can typically ignore the alarms (because alerts provide a
better view of the system), or you can acknowledge the alarms.

@ Optionally, when you have completely transitioned to the alert system, you can disable each
legacy alarm to prevent it from being triggered and added to the count of legacy alarms.

When you acknowledge an alarm, it is no longer listed on the Current Alarms page in the Grid Manager, unless
the alarm is triggered at the next severity level or it is resolved and occurs again.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Steps
1. Select SUPPORT > Alarms (legacy) > Current alarms.


https://docs.netapp.com/us-en/storagegrid-118/admin/web-browser-requirements.html

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions far monitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

| show Acknowiadged Alarms

2. Select the service name in the table.

The Alarms tab for the selected service appears (SUPPORT > Tools > Grid topology > Grid Node >
Service > Alarms).

Overview \ll Alarms “\| Reports \l‘ Configuration \l

Main History

Ay b . . .
v Alarms: ARC (DC1-ARC1) - Replication

Updated: 2019-05-24 10:45:43 MDT

3. Select the Acknowledge checkbox for the alarm, and click Apply Changes.

The alarm no longer appears on the dashboard or the Current Alarms page.

When you acknowledge an alarm, the acknowledgment is not copied to other Admin Nodes.
For this reason, if you view the dashboard from another Admin Node, you might continue to
see the active alarm.

4. As required, view acknowledged alarms.
a. Select SUPPORT > Alarms (legacy) > Current alarms.
b. Select Show Acknowledged Alarms.

Any acknowledged alarms are shown.



The alarm system is the legacy system The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troublesheoting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

¥ Show Acknowledged Alarms (1-10f1)

Attribute

Show | 50 v | Records Per Page | Refresh

View Default alarms (legacy system)
You can view the list of all Default legacy alarms.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Steps
1. Select SUPPORT > Alarms (legacy) > Global alarms.

2. For Filter by, select Attribute Code or Attribute Name.
3. For equals, enter an asterisk: *

4. Click the arrow B or press Enter.

All Default alarms are listed.
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4 Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Ensbled Service Atribute Severty Message  Operator Value Additonal Recipients  Actions
Default Alarms
Filter by :}Tkttribute Code 1'_- equah;é* ._ .
221 Result(s)
IQSZ (Number of & N
4 Objects) Major Greater than 10,000,000 == 10000000 jil
1QSZ (Number of 1) E -
4 Objects) Minor Greater than 1,000,000 == 1000000 jl’l
IQSZ (Mumber of =] B
¥ Objects) Notive Greater than 150,000 s= 1500080 f"
XCVP (% i | Foreground Verification _
§ Completion) Notice Completed = 10 d
4 ADC ADCA (ADC Status) 'ﬁinm Etar 10 2d
| ADC ADCE (ADC State) “rijot}ce Standby = 10 VY 4 "I
ALIS (Inbound x| N
G| Attribute Sessions)  Notice Over 100 == 100 d
ALOS (Cutbound =] . -
LU a2 Attribute Sessions)  Notice = "&7 200 >= 200 d

Review historical alarms and alarm frequency (legacy system)
When troubleshooting an issue, you can review how often a legacy alarm was triggered in the past.

Before you begin

* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Steps
1. Follow these steps to get a list of all alarms triggered over a period of time.

a. Select SUPPORT > Alarms (legacy) > Historical alarms.
b. Do one of the following:
= Click one of the time periods.

= Enter a custom range, and click Custom Query.
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2. Follow these steps to find out how often alarms have been triggered for a particular attribute.
a. Select SUPPORT > Tools > Grid topology.
b. Select grid node > service or component > Alarms > History.
c. Select the attribute from the list.
d. Do one of the following:
= Click one of the time periods.

= Enter a custom range, and click Custom Query.
The alarms are listed in reverse chronological order.

e. To return to the alarms history request form, click History.

Create Global Custom alarms (legacy system)

You might have used Global Custom alarms for the legacy system to address specific monitoring requirements.
Global Custom alarms might have alarm levels that override Default alarms, or they might monitor attributes
that don’t have a Default alarm.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Global Custom alarms override Default alarms. You should not change Default alarm values unless absolutely
necessary. By changing Default alarms, you run the risk of concealing problems that might otherwise trigger an
alarm.

Be careful if you change alarm settings. For example, if you increase the threshold value for an
alarm, you might not detect an underlying problem. Discuss your proposed changes with
technical support before changing an alarm setting.

Steps
1. Select SUPPORT > Alarms (legacy) > Global alarms.

2. Add a new row to the Global Custom alarms table:
o To add a new alarm, click Edit f (if this is the first entry) or Insert @
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Global Alarms

Updeted: 2098-02-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

=] W [Notice ;_].f&andny |=

= |

¥ |ARC | |ARCE (ARC State)
¥ [aRc =] [AROQ (Objeds Queued) | ® [Minor =] [atieaste [>= =] [600c | ZO0A0
~ [ArRc <] [AROQ (Objects Queued) | W [Notice v] [Atieast: [>= +] [300¢ | 7000
Default Alarms
Ferby | Attribute Code  +| equas|AR" 2
9 Result(s)
F ARC ARCE (ARC State) o) Motice  Standby
F  ARC AROQ (Objects Queusd) £2 Minor Al least 6000 >= 6000 gl
I~ ARC AROQ (Objects Queved) ZJ Notice At least 3000 >= 3000 gl
= ARC ARRF (Request Failuras) & Major At least 1 »= 1 f"
F  ARC ARRV (Verification Failures) & fajor Al least 1 >= 1 4
~ ARC ARVF (Store Failures) F Y Major Af least 1 = | ?il
7 NMS ARRC (Remaining Capacity) 2] Notica Below 10 = 10 2l
= NMS ARRS (Repository Status) & ajor Disconnected #=- 1 d
[ NMS ARRS (Repository Status) 2| Notice Standby == 19 24l

> To modify a Default alarm, search for the Default alarm.

i. Under Filter by, select either Attribute Code or Attribute Name.

i. Type a search string.

Apply Changes *

Specify four characters or use wildcards (for example, A??? or AB*). Asterisks (*) represent
multiple characters, and question marks (?) represent a single character.

ii. Click the arrow ‘ or press Enter.

iv. In the list of results, click Copy “I next to the alarm you want to modify.

The Default alarm is copied to the Global Custom alarms table.

3. Make any necessary changes to the Global Custom alarms settings:

Heading
Enabled

Description

Select or clear the checkbox to enable or disable the alarm.



4. Click Apply Changes.
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Heading
Attribute

Severity

Message

Operator

Value

Additional Recipients

Actions

Description

Select the name and code of the attribute being monitored from the
list of all attributes applicable to the selected service or component. To
display information about the attribute, click Info ff next to the
attribute’s name.

The icon and text indicating the level of the alarm.

The reason for the alarm (connection lost, storage space below 10%,
and so on).

Operators for testing the current attribute value against the Value
threshold:

* = equals

» > greater than

+ <less than

» >= greater than or equal to

» <= |ess than or equal to

* # not equal to

The alarm’s threshold value used to test against the attribute’s actual
value using the operator. The entry can be a single number, a range
of numbers specified with a colon (1:3), or a comma-delineated list of
numbers and ranges.

A supplementary list of email addresses to be notified when the alarm
is triggered. This is in addition to the mailing list configured on the
Alarms > Email Setup page. Lists are comma delineated.

Note: Mailing lists require SMTP server setup to operate. Before
adding mailing lists, confirm that SMTP is configured. Notifications for

Custom alarms can override notifications from Global Custom or
Default alarms.

Control buttons to: 4* Edit a row
+ @ Insert a row
+ @ Delete a row

+ {M Drag a row up or down

+ gl Copy a row



Disable alarms (legacy system)

The alarms in the legacy alarm system are enabled by default, but you can disable alarms that aren’t required.
You can also disable the legacy alarms after you have completely transitioned to the new alert system.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.
Disable a Default alarm (legacy system)

You can disable one of the legacy Default alarms for the entire system.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

About this task

Disabling an alarm for an attribute that currently has an alarm triggered does not clear the current alarm. The
alarm will be disabled the next time the attribute crosses the alarm threshold, or you can clear the triggered
alarm.

Don’t disable any of the legacy alarms until you have completely transitioned to the new alert
system. Otherwise, you might not detect an underlying problem until it has prevented a critical
operation from completing.

Steps
1. Select SUPPORT > Alarms (legacy) > Global alarms.

2. Search for the Default alarm to disable.

a. In the Default Alarms section, select Filter by > Attribute Code or Attribute Name.

b. Type a search string.

Specify four characters or use wildcards (for example, A??? or AB*). Asterisks (*) represent multiple
characters, and question marks (?) represent a single character.

c. Click the arrow E@, or press Enter.

@ Selecting Disabled Defaults displays a list of all currently disabled Default alarms.

3. From the search results table, click the Edit icon y for the alarm you want to disable.

11
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Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

m A0

Default Alarms

Fiter by | Aftribute Code | equals |U* Y

3 Result(s)

‘Enabled Senice  Attribute Severity  Message Opsrator Value  Actions
F  55M UMEM (Available Memary) ® Citical  Under 10000000 <= 10000000 gl
[« SSM UMEM (Available Memory) L Iajor Under 50000000 == 50000000 ﬂ“
r SEM UMEM (Availlable Memory) 2 Minor Under 100000000 o= 100000000 5?"

Apply Changes $

The Enabled checkbox for the selected alarm becomes active.

4. Clear the Enabled checkbox.
5. Click Apply Changes.

The Default alarm is disabled.

Disable Global Custom alarms (legacy system)
You can disable a legacy Global Custom alarm for the entire system.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

About this task

Disabling an alarm for an attribute that currently has an alarm triggered does not clear the current alarm. The
alarm will be disabled the next time the attribute crosses the alarm threshold, or you can clear the triggered
alarm.

Steps
1. Select SUPPORT > Alarms (legacy) > Global alarms.
2. In the Global Custom Alarms table, click Edit / next to the alarm you want to disable.
3. Clear the Enabled checkbox.

12
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Global Alarms
i Updated: 2016-02-21 11:21:08 FOT

Global Custom Alarms (1 Result(s))

Enabled Serace  Attribute Seventy Msssage@wrawvahem.. it Actions

[ ~] |RDTE (Tivoli Storage Manager State) > Wlugjor = fomine [= =] [0 | 030

Default Alarms

Fifler by | Disabled Defaults | 0

0 Result(s)
Enabled  Senice Atribute Severity Message Operator Value Actions

Apply Changes *

4. Click Apply Changes.

The Global Custom alarm is disabled.

Clear triggered alarms (legacy system)
If a legacy alarm is triggered, you can clear it instead of acknowledging it.

Before you begin

* You must have the Passwords. txt file.

Disabling an alarm for an attribute that currently has an alarm triggered against it does not clear the alarm. The
alarm will be disabled the next time the attribute changes. You can acknowledge the alarm or, if you want to
immediately clear the alarm rather than wait for the attribute value to change (resulting in a change to the
alarm state), you can clear the triggered alarm. You might find this helpful if you want to clear an alarm
immediately against an attribute whose value does not change often (for example, state attributes).

1. Disable the alarm.

2. Log in to the primary Admin Node:
a. Enter the following command: ssh admin@primary Admin Node IP
b. Enter the password listed in the Passwords . txt file.
C. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords. txt file.
When you are logged in as root, the prompt changes from $ to #.

3. Restart the NMS service: service nms restart

4. Log out of the Admin Node: exit

The alarm is cleared.

13



Configure notifications for alarms (legacy system)

StorageGRID system can automatically send email and SNMP notifications when an alarm is triggered or a
service state changes.

By default, alarm email notifications aren’t sent. For email notifications, you must configure the email server
and specify the email recipients. For SNMP notifications, you must configure the SNMP agent.

Types of alarm notifications (legacy system)

When a legacy alarm is triggered, the StorageGRID system sends out two types of alarm notifications: severity
level and service state.

Severity level notifications

An alarm email notification is sent when a legacy alarm is triggered at a selected severity level:

* Notice
* Minor
* Major
* Critical

A mailing list receives all notifications related to the alarm for the selected severity. A naotification is also sent
when the alarm leaves the alarm level — either by being resolved or by entering a different alarm severity level.

Service state notifications

A service state notification is sent when a service (for example, the LDR service or NMS service) enters the
selected service state and when it leaves the selected service state. Service state notifications are send when
a service enters or leaves ones of the following service states:

* Unknown

* Administratively Down

A mailing list receives all notifications related to changes in the selected state.

Configure email server settings for alarms (legacy system)

If you want StorageGRID to send email notifications when a legacy alarm is triggered, you must specify the
SMTP mail server settings. The StorageGRID system only sends email; it can’t receive email.

Before you begin

* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

About this task

Use these settings to define the SMTP server used for legacy alarm email notifications and AutoSupport email
messages. These settings aren’t used for alert notifications.

If you use SMTP as the protocol for AutoSupport packages, you might have already configured
an SMTP mail server. The same SMTP server is used for alarm email notifications, so you can
skip this procedure. See the instructions for administering StorageGRID.

14
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SMTP is the only protocol supported for sending email.

Steps

1. Select SUPPORT > Alarms (legacy) > Legacy email setup.

2. From the Email menu, select Server.

The Email Server page appears. This page is also used to configure the email server for AutoSupport

packages.

Use these settings to define the email server used for alarm notifications and for AutoSupport messages. These settings are
not used for alert notifications. See Managing alerts and alarms in the instructions for monitoring and troubleshooting

StorageGRID,

Email Server
Updated: 2018-03-17 11:11:582 PDT

E-mail Server (SMTP) Information

cE

Username: ;root

Mﬂﬁﬂk Password: !Iiil.lli
From Address |
- Tr:s:i
Test E-mail
I” Send Test E-mail

Apply Changes *

3. Add the following SMTP mail server settings:

Item

Mail Server

Port

Authentication

Authentication Credentials

Description

IP address of the SMTP mail server. You can enter a hostname rather
than an IP address if you have previously configured DNS settings on
the Admin Node.

Port number to access the SMTP mail server.

Allows for the authentication of the SMTP mail server. By default,
authentication is Off.

Username and password of the SMTP mail server. If Authentication is
set to On, a username and password to access the SMTP mail server
must be provided.

15



4.

Under From Address, enter a valid email address that the SMTP server will recognize as the sending
email address. This is the official email address from which the email message is sent.

Optionally, send a test email to confirm that your SMTP mail server settings are correct.

a. In the Test E-mail > To box, add one or more addresses that you can access.

You can enter a single email address or a comma-delineated list of email addresses. Because the NMS
service does not confirm success or failure when a test email is sent, you must be able to check the
test recipient’s inbox.

b. Select Send Test E-mail.
Click Apply Changes.

The SMTP mail server settings are saved. If you entered information for a test email, that email is sent.
Test emails are sent to the mail server immediately and aren’t sent through the notifications queue. In a
system with multiple Admin Nodes, each Admin Node sends an email. Receipt of the test email confirms
that your SMTP mail server settings are correct and that the NMS service is successfully connecting to the
mail server. A connection problem between the NMS service and the mail server triggers the legacy MINS
(NMS Notification Status) alarm at the Minor severity level.

Create alarm email templates (legacy system)

Email templates let you customize the header, footer, and subject line of a legacy alarm email notification. You
can use email templates to send unique notifications that contain the same body text to different mailing lists.

Before you begin

* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

About this task

Use these settings to define the email templates used for legacy alarm notifications. These settings aren’t used
for alert notifications.

Different mailing lists might require different contact information. Templates don’t include the body text of the
email message.

Steps

1.
2.
3.

16

Select SUPPORT > Alarms (legacy) > Legacy email setup.
From the Email menu, select Templates.
Click Edit / (or Insert @ if this is not the first template).
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Email Templates
Updated: 20180317 11:21:54 PDT

Template (0 - 0 of 0)

Template Subject Prefix Header Footer Actions
Mame

All Email Lists From SGWS|
|Temp|ate One |N01iﬂ|:atinns ,@@

Shnwl 50 "I Records Per Page Refresh |
Apply Changes ’

4. In the new row add the following:

Item Description

Template Name Unique name used to identify the template. Template names can’t be
duplicated.

Subject Prefix Optional. Prefix that will appear at the beginning of an email’s subject

line. Prefixes can be used to easily configure email filters and
organize notifications.

Header Optional. Header text that appears at the beginning of the email
message body. Header text can be used to preface the content of the
email message with information such as company name and address.

Footer Optional. Footer text that appears at the end of the email message
body. Footer text can be used to close the email message with
reminder information such as a contact phone number or a link to a
web site.

5. Click Apply Changes.

A new template for notifications is added.

Create mailing lists for alarm notifications (legacy system)

Mailing lists let you notify recipients when a legacy alarm is triggered or when a service state changes. You
must create at least one mailing list before any alarm email notifications can be sent. To send a notification to a
single recipient, create a mailing list with one email address.

Before you begin

* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.
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« If you want to specify an email template for the mailing list (custom header, footer, and subject line), you
must have already created the template.

About this task

Use these settings to define the mailing lists used for legacy alarm email notifications. These settings aren’t

used for alert notifications.

Steps

1. Select SUPPORT > Alarms (legacy) > Legacy email setup.

2. From the Email menu, select Lists.

3. Click Edit f (or *Insert*@ if this is not the first mailing list).

Email Lists
Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Name Recipients

Template Actions

| =1 20D

Show| 50 | Records Per Page Refresh

4. In the new row, add the following:

Item

Group Name

Recipients

Template

5. Click Apply Changes.

A new mailing list is created.
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Description

Unique name used to identify the mailing list. Mailing list names can’t
be duplicated.

Note: If you change the name of a mailing list, the change is not
propagated to the other locations that use the mailing list name. You
must manually update all configured notifications to use the new
mailing list name.

Single email address, a previously configured mailing list, or a
comma-delineated list of email addresses and mailing lists to which
notifications will be sent.

Note: If an email address belongs to multiple mailing lists, only one
email notification is sent when a notification triggering event occurs.

Optionally, select an email template to add a unique header, footer,
and subject line to notifications sent to all recipients of this mailing list.



Configure email notifications for alarms (legacy system)

To receive email notifications for the legacy alarm system, recipients must be a member of a mailing list and
that list must be added to the Notifications page. Notifications are configured to send email to recipients only
when an alarm with a specified severity level is triggered or when a service state changes. Thus, recipients
only receive the notifications they need to receive.
Before you begin

* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

* You must have configured an email list.

About this task
Use these settings to configure notifications for legacy alarms. These settings aren’t used for alert notifications.

If an email address (or list) belongs to multiple mailing lists, only one email notification is sent when a
notification triggering event occurs. For example, one group of administrators within your organization can be
configured to receive notifications for all alarms regardless of severity. Another group might only require
notifications for alarms with a severity of critical. You can belong to both lists. If a critical alarm is triggered, you
receive only one notification.
Steps

1. Select SUPPORT > Alarms (legacy) > Legacy email setup.
From the Email menu, select Notifications.
Click *Edit*/ (or *Insert*@ if this is not the first notification).
Under E-mail List, select the mailing list.

Select one or more alarm severity levels and service states.

o o k~ w0 BN

Click Apply Changes.

Notifications will be sent to the mailing list when alarms with the selected alarm severity level or service
state are triggered or changed.

Suppress alarm notifications for a mailing list (legacy system)

You can suppress alarm notifications for a mailing list when you no longer want the mailing list to receive
notifications about alarms. For example, you might want to suppress notifications about legacy alarms after
you have transitioned to using alert email notifications.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

* You have specific access permissions.

Use these settings to suppress email notifications for the legacy alarm system. These settings don’t apply to
alert email notifications.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Steps
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1. Select SUPPORT > Alarms (legacy) > Legacy email setup.
From the Email menu, select Notifications.

Click Edit y next to the mailing list for which you want to suppress notifications.

> v DN

Under Suppress, select the checkbox next to the mailing list you want to suppress, or select Suppress at
the top of the column to suppress all mailing lists.

5. Click Apply Changes.

Legacy alarm notifications are suppressed for the selected mailing lists.

View legacy alarms

Alarms (legacy system) are triggered when system attributes reach alarm threshold
values. You can view the currently active alarms from the Current Alarms page.

@ While the legacy alarm system continues to be supported, the alert system offers significant
benefits and is easier to use.

Before you begin
* You must be signed in to the Grid Manager using a supported web browser.

Steps
1. Select SUPPORT > Alarms (legacy) > Current alarms.

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:30 MDT

I| Show Acknowledged Alarms {(1-10f1)
Soverity Attiibute A eI AT Trigger Value  Current Value

o,

Show | 50 'r_| Records Per Page | Refresh |

The alarm icon indicates the severity of each alarm, as follows:

Icon Color Alarm severity Meaning
- Yellow Notice The node is connected to the grid, but an unusual
condition exists that does not affect normal
operations.
Light Orange Minor The node is connected to the grid, but an abnormal

condition exists that could affect operation in the
future. You should investigate to prevent escalation.
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lcon Color Alarm severity Meaning

G Dark Orange Major

9 Red Critical

The node is connected to the grid, but an abnormal

condition exists that currently affects operation. This

requires prompt attention to prevent escalation.

The node is connected to the grid, but an abnormal

condition exists that has stopped normal operations.

You should address the issue immediately.

2. To learn about the attribute that caused the alarm to be triggered, right click the attribute name in the table.

3. To view additional details about an alarm, click the service name in the table.

The Alarms tab for the selected service appears (SUPPORT > Tools > Grid topology > Grid Node >

Service > Alarms).

Overview | T \| Reports ‘ Configuration

Main History

“ " Alarms: ARC (DC1-ARC1) - Replication

v Updated: 2018-05-24 10:46:45 MDT

Severity Attribute Description Alarm Time

Trigger Value  Current Value Acknowledge Time Acknowledge

D RopisionSane) Ui WDT o neate Unmaae

Apply Changes *

4. If you want to clear the count of current alarms, you can optionally do the following:

o Acknowledge the alarm. An acknowledged alarm is no longer included in the count of legacy alarms
unless it is triggered at the next severity level or it is resolved and occurs again.

o Disable a particular Default alarm or Global Custom alarm for the entire system to prevent it from being

triggered again.

Related information
Alarms reference (legacy system)

Acknowledge current alarms (legacy system)

Disable alarms (legacy system)

21


https://docs.netapp.com/us-en/storagegrid-118/monitor/alarms-reference.html

Copyright information

Copyright © 2025 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by
copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission
of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL
NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp
assumes no responsibility or liability arising from the use of products described herein, except as expressly
agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any
patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or
pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013
(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)
and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this
Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-
exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in
connection with and in support of the U.S. Government contract under which the Data was delivered. Except
as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed
without the prior written approval of NetApp, Inc. United States Government license rights for the Department
of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.
Other company and product names may be trademarks of their respective owners.

22


http://www.netapp.com/TM

	Manage alarms (legacy system) : StorageGRID
	Table of Contents
	Manage alarms (legacy system)
	Manage alarms (legacy system)
	Alarm classes (legacy system)
	Alarm triggering logic (legacy system)
	Acknowledge current alarms (legacy system)
	View Default alarms (legacy system)
	Review historical alarms and alarm frequency (legacy system)
	Create Global Custom alarms (legacy system)
	Disable alarms (legacy system)
	Configure notifications for alarms (legacy system)

	View legacy alarms


