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Prepare the hosts (Red Hat)

How host-wide settings change during installation

On bare metal systems, StorageGRID makes some changes to host-wide sysctl
settings.

The following changes are made:

# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax
documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr_active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60
vm.watermark scale factor = 200
vm.dirty ratio = 90

# Turn off slow start after idle
net.ipvé4.tcp slow start after idle = 0



# Tune TCP window settings to improve throughput
net.core.rmem max = 8388608

net.core.wmem max = 8388608

net.ipvé4.tcp rmem = 4096 524288 8388608
net.ipvd.tcp wmem = 4096 262144 8388608
net.core.netdev max backlog = 2500

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking

net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc_threshl = 8192
net.ipvé4.neigh.default.gc thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipv6.neigh.default.gc threshl = 8192
net.ipvé6.neigh.default.gc thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router

net.ipv4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests
net.ipvé4.icmp echo ignore broadcasts = 1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvé4.tcp max syn backlog=4096

Install Linux

You must install StorageGRID on all Red Hat Enterprise Linux grid hosts. For a list of
supported versions, use the NetApp Interoperability Matrix Tool.

@ Ensure that your operating system is upgraded to Linux kernel 4.15 or higher.



Steps

1. Install Linux on all physical or virtual grid hosts according to the distributor’s instructions or your standard
procedure.

If you are using the standard Linux installer, NetApp recommends selecting the "compute
node" software configuration, if available, or "minimal install" base environment. Don’t install
any graphical desktop environments.

2. Ensure that all hosts have access to package repositories, including the Extras channel.
You might need these additional packages later in this installation procedure.
3. If swap is enabled:

a. Run the following command: $ sudo swapoff --all

b. Remove all swap entries from /etc/fstab to persist the settings.

@ Failing to disable swap entirely can severely lower performance.

Configure the host network (Red Hat Enterprise Linux)

After completing the Linux installation on your hosts, you might need to perform some
additional configuration to prepare a set of network interfaces on each host that are
suitable for mapping into the StorageGRID nodes you will deploy later.

Before you begin
* You have reviewed the StorageGRID networking guidelines.

* You have reviewed the information about node container migration requirements.

* If you are using virtual hosts, you have read the considerations and recommendations for MAC address
cloning before configuring the host network.

If you are using VMs as hosts, you should select VMXNET 3 as the virtual network adapter. The
VMware E1000 network adapter has caused connectivity issues with StorageGRID containers
deployed on certain distributions of Linux.

About this task

Grid nodes must be able to access the Grid Network and, optionally, the Admin and Client Networks. You
provide this access by creating mappings that associate the host’s physical interface to the virtual interfaces for
each grid node. When creating host interfaces, use friendly names to facilitate deployment across all hosts,
and to enable migration.

The same interface can be shared between the host and one or more nodes. For example, you might use the
same interface for host access and node Admin Network access, to facilitate host and node maintenance.
Although the same interface can be shared between the host and individual nodes, all must have different IP
addresses. IP addresses can’t be shared between nodes or between the host and any node.

You can use the same host network interface to provide the Grid Network interface for all StorageGRID nodes
on the host; you can use a different host network interface for each node; or you can do something in between.
However, you would not typically provide the same host network interface as both the Grid and Admin Network
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interfaces for a single node, or as the Grid Network interface for one node and the Client Network interface for
another.

You can complete this task in many ways. For example, if your hosts are virtual machines and you are
deploying one or two StorageGRID nodes for each host, you can create the correct number of network
interfaces in the hypervisor, and use a 1-to-1 mapping. If you are deploying multiple nodes on bare metal hosts
for production use, you can leverage the Linux networking stack’s support for VLAN and LACP for fault
tolerance and bandwidth sharing. The following sections provide detailed approaches for both of these
examples. You don’t need to use either of these examples; you can use any approach that meets your needs.

Don’t use bond or bridge devices directly as the container network interface. Doing so could
@ prevent node start-up caused by a kernel issue with the use of MACVLAN with bond and bridge

devices in the container namespace. Instead, use a non-bond device, such as a VLAN or virtual

Ethernet (veth) pair. Specify this device as the network interface in the node configuration file.

Related information

Creating node configuration files

Considerations and recommendations for MAC address cloning

MAC address cloning causes the container to use the MAC address of the host, and the host to use the MAC
address of either an address you specify or a randomly generated one. You should use MAC address cloning
to avoid the use of promiscuous mode network configurations.

Enabling MAC cloning

In certain environments, security can be enhanced through MAC address cloning because it enables you to
use a dedicated virtual NIC for the Admin Network, Grid Network, and Client Network. Having the container
use the MAC address of the dedicated NIC on the host allows you to avoid using promiscuous mode network
configurations.

@ MAC address cloning is intended to be used with virtual server installations and might not
function properly with all physical appliance configurations.

If a node fails to start due to a MAC cloning targeted interface being busy, you might need to set
the link to "down" before starting node. Additionally, it is possible that the virtual environment

@ might prevent MAC cloning on a network interface while the link is up. If a node fails to set the
MAC address and start due to an interface being busy, setting the link to "down" before starting
the node might fix the issue.

MAC address cloning is disabled by default and must be set by node configuration keys. You should enable it
when you install StorageGRID.

There is one key for each network:

* ADMIN NETWORK TARGET TYPE INTERFACE CLONE_ MAC
* GRID NETWORK TARGET TYPE INTERFACE CLONE MAC

®* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC

Setting the key to "true" causes the container to use the MAC address of the host’s NIC. Additionally, the host
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will then use the MAC address of the specified container network. By default, the container address is a
randomly generated address, but if you have set one using the NETWORK_ MAC node configuration key, that
address is used instead. The host and container will always have different MAC addresses.

@ Enabling MAC cloning on a virtual host without also enabling promiscuous mode on the
hypervisor might cause Linux host networking using the host’s interface to stop working.

MAC cloning use cases

There are two use cases to consider with MAC cloning:

* MAC cloning not enabled: When the CLONE_MAC key in the node configuration file is not set, or set to
"false," the host will use the host NIC MAC and the container will have a StorageGRID-generated MAC
unless a MAC is specified in the NETWORK MAC key. If an address is set in the NETWORK MAC key, the
container will have the address specified in the NETWORK_MAC key. This configuration of keys requires the
use of promiscuous mode.

* MAC cloning enabled: When the CLONE_MAC key in the node configuration file is set to "true," the
container uses the host NIC MAC, and the host uses a StorageGRID-generated MAC unless a MAC is
specified in the NETWORK_MAC key. If an address is set in the NETWORK_MAC key, the host uses the
specified address instead of a generated one. In this configuration of keys, you should not use
promiscuous mode.

If you don’t want to use MAC address cloning and would rather allow all interfaces to receive
and transmit data for MAC addresses other than the ones assigned by the hypervisor, ensure

@ that the security properties at the virtual switch and port group levels are set to Accept for
Promiscuous Mode, MAC Address Changes, and Forged Transmits. The values set on the
virtual switch can be overridden by the values at the port group level, so ensure that settings are
the same in both places.

To enable MAC cloning, see the instructions for creating node configuration files.

MAC cloning example

Example of MAC cloning enabled with a host having MAC address of 11:22:33:44:55:66 for the interface
ens256 and the following keys in the node configuration file:

°* ADMIN NETWORK TARGET = ens256
®* ADMIN NETWORK MAC = b2:9c:02:c2:27:10

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC = true

Result: the host MAC for ens256 is b2:9¢:02:¢2:27:10 and the Admin Network MAC is 11:22:33:44:55:66

Example 1: 1-to-1 mapping to physical or virtual NICs

Example 1 describes a simple physical interface mapping that requires little or no host-side configuration.
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You Configure

The Linux operating system creates the ensxY7Z interfaces automatically during installation or boot, or when
the interfaces are hot-added. No configuration is required other than ensuring that the interfaces are set to
come up automatically after boot. You do have to determine which ensxyZz corresponds to which StorageGRID
network (Grid, Admin, or Client) so you can provide the correct mappings later in the configuration process.

Note that the figure show multiple StorageGRID nodes; however, you would normally use this configuration for
single-node VMs.

If Switch 1 is a physical switch, you should configure the ports connected to interfaces 10G1 through 10G3 for
access mode, and place them on the appropriate VLANSs.

Example 2: LACP bond carrying VLANs

About this task

Example 2 assumes you are familiar with bonding network interfaces and with creating VLAN interfaces on the
Linux distribution you are using.

Example 2 describes a generic, flexible, VLAN-based scheme that facilitates the sharing of all available
network bandwidth across all nodes on a single host. This example is particularly applicable to bare metal
hosts.

To understand this example, suppose you have three separate subnets for the Grid, Admin, and Client
Networks at each data center. The subnets are on separate VLANs (1001, 1002, and 1003) and are presented
to the host on a LACP-bonded trunk port (bond0). You would configure three VLAN interfaces on the bond:
bond0.1001, bond0.1002, and bond0.1003.

If you require separate VLANs and subnets for node networks on the same host, you can add VLAN interfaces
on the bond and map them into the host (shown as bond0.1004 in the illustration).



You Configure
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StorageGRID Configures

Steps

1. Aggregate all physical network interfaces that will be used for StorageGRID network connectivity into a
single LACP bond.

Use the same name for the bond on every host. For example, bond0.

2. Create VLAN interfaces that use this bond as their associated "physical device," using the standard VLAN
interface naming convention physdev-name .VLAN ID.

Note that steps 1 and 2 require appropriate configuration on the edge switches terminating the other ends
of the network links. The edge switch ports must also be aggregated into a LACP port channel, configured
as a trunk, and allowed to pass all required VLANSs.

Sample interface configuration files for this per-host networking configuration scheme are provided.

Related information

Example /etc/sysconfig/network-scripts

Configure host storage

You must allocate block storage volumes to each host.

Before you begin
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You have reviewed the following topics, which provide information you need to accomplish this task:
Storage and performance requirements
Node container migration requirements

About this task

When allocating block storage volumes (LUNSs) to hosts, use the tables in "Storage requirements" to determine
the following:

* Number of volumes required for each host (based on the number and types of nodes that will be deployed
on that host)

» Storage category for each volume (that is, System Data or Object Data)

» Size of each volume

You will use this information as well as the persistent name assigned by Linux to each physical volume when
you deploy StorageGRID nodes on the host.

@ You don’t need to partition, format, or mount any of these volumes; you just need to ensure they
are visible to the hosts.

(D Only one object-data LUN is required for metadata-only Storage Nodes.

Avoid using "raw" special device files (/dev/sdb, for example) as you compose your list of volume names.
These files can change across reboots of the host, which will impact proper operation of the system. If you are
using iISCSI LUNs and Device Mapper Multipathing, consider using multipath aliases in the /dev/mapper
directory, especially if your SAN topology includes redundant network paths to the shared storage.
Alternatively, you can use the system-created softlinks under /dev/disk/by-path/ for your persistent
device names.

For example:

1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 —->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd
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Results will differ for each installation.

Assign friendly names to each of these block storage volumes to simplify the initial StorageGRID installation
and future maintenance procedures. If you are using the device mapper multipath driver for redundant access
to shared storage volumes, you can use the alias field in your /etc/multipath.conf file.

For example:

multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573¢c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005df4573¢c2c30
alias sgws—-adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005df5573¢c2¢c30
alias sgws-adml-tables

}

multipath {
wwid 3600a09800059d6df00005df6573¢c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573¢c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

This will cause the aliases to appear as block devices in the /dev/mapper directory on the host, allowing you
to specify a friendly, easily-validated name whenever a configuration or maintenance operation requires
specifying a block storage volume.



If you are setting up shared storage to support StorageGRID node migration and using Device
Mapper Multipathing, you can create and install a common /etc/multipath.conf on all co-

@ located hosts. Just make sure to use a different container engine storage volume on each host.
Using aliases and including the target hostname in the alias for each container engine storage
volume LUN will make this easy to remember and is recommended.

Related information

Configure container engine storage volume

Configure container engine storage volume

Before installing the container engine (Docker or Podman), you might need to format the
storage volume and mount it.

About this task

You can skip these steps if you plan to use local storage for the Docker or Podman storage volume and have
sufficient space available on the host partition containing /var/1ib/docker for Docker and
/var/lib/containers for Podman.

@ Podman is supported only on Red Hat Enterprise Linux (RHEL).

Steps
1. Create a file system on the container engine storage volume:

sudo mkfs.ext4 container-engine-storage-volume-device

2. Mount the container engine storage volume:

o For Docker:

sudo mkdir -p /var/lib/docker
sudo mount container-storage-volume-device /var/lib/docker

o For Podman:

sudo mkdir -p /var/lib/containers
sudo mount container-storage-volume-device /var/lib/containers

3. Add an entry for container-storage-volume-device to /etc/fstab.

This step ensures that the storage volume will remount automatically after host reboots.

Install Docker

The StorageGRID system runs on Red Hat Enterprise Linux as a collection of containers. If you have chosen
to use the Docker container engine, follow these steps to install Docker. Otherwise, install Podman.

10



Steps
1. Install Docker by following the instructions for your Linux distribution.

@ If Docker is not included with your Linux distribution, you can download it from the Docker
website.

2. Ensure Docker has been enabled and started by running the following two commands:

sudo systemctl enable docker

sudo systemctl start docker

3. Confirm you have installed the expected version of Docker by entering the following:

sudo docker version

The Client and Server versions must be 1.11.0 or later.

Install Podman

The StorageGRID system runs on Red Hat Enterprise Linux as a collection of containers. If you have chosen
to use the Podman container engine, follow these steps to install Podman. Otherwise, install Docker.

@ Podman is supported only on Red Hat Enterprise Linux (RHEL).

Steps
1. Install Podman and Podman-Docker by following the instructions for your Linux distribution.

(D You must also install the Podman-Docker package when you install Podman.

2. Confirm you have installed the expected version of Podman and Podman-Docker by entering the following:

sudo docker version

(D The Podman-Docker package allows you to use Docker commands.

The Client and Server versions must be 3.2.3 or later.

11



Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdé64

Install StorageGRID host services
You use the StorageGRID RPM package to install the StorageGRID host services.

About this task

These instructions describe how to install the host services from the RPM packages. As an alternative, you can
use the Yum repository metadata included in the installation archive to install the RPM packages remotely. See
the Yum repository instructions for your Linux operating system.

Steps
1. Copy the StorageGRID RPM packages to each of your hosts, or make them available on shared storage.

For example, place them in the /tmp directory, so you can use the example command in the next step.

2. Log in to each host as root or using an account with sudo permission, and run the following commands in
the order specified:

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA. rpm

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Service-

version-SHA.rpm

(D You must install the Images package first, and the Service package second.

@ If you placed the packages in a directory other than /tmp, modify the command to reflect
the path you used.
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