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View the Nodes page
View the Nodes page

When you need more detailed information about your StorageGRID system than the
dashboard provides, you can use the Nodes page to view metrics for the entire grid, each
site in the grid, and each node at a site.

The Nodes table lists summary information for the entire grid, each site, and each node. If a node is
disconnected or has an active alert, an icon appears next to the node name. If the node is connected and has
no active alerts, no icon is shown.

When a node is not connected to the grid, such as during upgrade or a disconnected state,
@ certain metrics might be unavailable or excluded from site and grid totals. After a node
reconnects to the grid, wait several minutes for the values to stabilize.

@ To change units for the storage values displayed in the Grid Manager, select the user drop-down
in the upper right of the Grid Manager, then select User preferences.

@ The screenshots shown are examples. Your results might vary depending on your StorageGRID
version.

Nodes

View the list and status of sites and grid nodes.

Q Total node count: 12
~
Name 2 Type = Objectdataused @ %  Object metadataused @ % CPUusage @ =
StorageGRID Webscale Deployment Grid 0% 0%
A DC1 Site 0% 0%
€ ocr-apmL Primary Admin Node 6%
@ oci-ArRC1 Archive Node 1%
Ay DC1-G1 Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%

DC1-53 Storage Node 0% 0% 4%




Connection state icons

If a node is disconnected from the grid, either of the following icons appears next to the node name.

Icon Description Action required

@ Not connected - Unknown Requires immediate attention. Select each

alert and follow the recommended actions.

For an unknown reason, a node is

disconnected or services on the node are For example, you might need to restart a

unexpectedly down. For example, a service service that has stopped or restart the host for

on the node might be stopped, or the node the node.

might have lost its network connection

because of a power failure or unexpected Note: A node might appear as Unknown

outage. during managed shutdown operations. You
can ignore the Unknown state in these cases.

The Unable to communicate with node alert

might also be triggered. Other alerts might

also be active.

@ Not connected - Administratively down Determine if any alerts are affecting this node.
For an expected reason, node is not If one or more alerts are active, Select each
connected to grid. alert and follow the recommended actions.

For example, the node, or services on the
node, has been gracefully shut down, the
node is rebooting, or the software is being
upgraded. One or more alerts might also be
active.

Based on the underlying issue, these nodes
often go back online with no intervention.

If a node is disconnected from the grid, it might have an underlying alert, but only the "Not connected" icon
appears. To see the active alerts for a node, select the node.

Alert icons

If there is an active alert for a node, one of the following icons appears next to the node name:

Q Critical: An abnormal condition exists that has stopped the normal operations of a StorageGRID node or
service. You must address the underlying issue immediately. Service disruption and loss of data might result if
the issue is not resolved.

G Major: An abnormal condition exists that is either affecting current operations or approaching the threshold
for a critical alert. You should investigate major alerts and address any underlying issues to ensure that the
abnormal condition does not stop the normal operation of a StorageGRID node or service.

Minor: The system is operating normally, but an abnormal condition exists that could affect the system’s
ability to operate if it continues. You should monitor and resolve minor alerts that don’t clear on their own to
ensure they don’t result in a more serious problem.
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View details for a system, site, or node

To filter the information shown in the Nodes table, enter a search string in the Search field. You can search by
system name, display name, or type (for example, enter gat to quickly locate all Gateway Nodes).

To view the information for the grid, site, or node:

» Select the grid name to see an aggregate summary of the statistics for your entire StorageGRID system.
» Select a specific data center site to see an aggregate summary of the statistics for all nodes at that site.

» Select a specific node to view detailed information for that node.

View the Overview tab

The Overview tab provides basic information about each node. It also shows any alerts
currently affecting the node.

The Overview tab is shown for all nodes.

Node Information

The Node Information section of the Overview tab lists basic information about the node.

NYC-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Display name: NYC-ADM1

System name: DC1-ADM1

Type: Primary Admin Node

|D: 3adblaaB-9c7a-4901-8074-47054aa06aeb
Connection state: & Connected

Software version: 11.7.0

|P addresses: 10.96.105.85 - eth( (Grid Metwork)

Show additional IP addresses w

The overview information for a node includes the following:

* Display name (shown only if the node has been renamed): The current display name for the node. Use the



Rename grid, sites, and nodes procedure to update this value.

« System name: The name you entered for the node during installation. System names are used for internal
StorageGRID operations and can’t be changed.

» Type: The type of node — Admin Node, primary Admin Node, Storage Node, or Gateway Node.
« ID: The unique identifier for the node, which is also referred to as the UUID.

* Connection state: One of three states. The icon for the most severe state is shown.

Unknown @: For an unknown reason, the node is not connected to the grid, or one or more services
are unexpectedly down. For example, the network connection between nodes has been lost, the power
is down, or a service is down. The Unable to communicate with node alert might also be triggered.
Other alerts might be active as well. This situation requires immediate attention.

@ A node might appear as Unknown during managed shutdown operations. You can
ignore the Unknown state in these cases.

o

Administratively down @: The node is not connected to the grid for an expected reason. For
example, the node, or services on the node, has been gracefully shut down, the node is rebooting, or
the software is being upgraded. One or more alerts might also be active.

’ Connected 0: The node is connected to the grid.
» Storage used: For Storage Nodes only.

> Object data: The percentage of the total usable space for object data that has been used on the
Storage Node.

> Object metadata: The percentage of the total allowed space for object metadata that has been used
on the Storage Node.

» Software version: The version of StorageGRID that is installed on the node.

* HA groups: For Admin Node and Gateway Nodes only. Shown if a network interface on the node is
included in a high availability group and whether that interface is the Primary interface.

« |P addresses: The node’s IP addresses. Click Show additional IP addresses to view the node’s IPv4 and
IPv6 addresses and interface mappings.

Alerts

The Alerts section of the Overview tab lists any alerts currently affecting this node that have not been silenced.
Select the alert name to view additional details and recommended actions.

Alerts

Alertname % Severity @ 2 Time triggered 5 Current values

Low installed node memory [
0 Critical 11 hours ago (7] Total RAM size: 8.37 GB
The amount of installed memory on a node is low.

Alerts are also included for node connection states.
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View the Hardware tab

The Hardware tab displays CPU utilization and memory usage for each node, and
additional hardware information about appliances.

@ The Grid Manager is updated with each release and might not match the example screenshots
on this page.

The Hardware tab is shown for all nodes.

DC3-S3 (Storage Node) & ¥
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
i 100%
30%
75%
25%
20% 50%
15% 'I L
25%
e TR
5% 0%
14:00 1410 14:20 14:30 14:40 1450 14100 14:10 14:20 14:30 14:40 14:50
== Utilization (%) = Used (%)

To display a different time interval, select one of the controls above the chart or graph. You can display the
information available for intervals of 1 hour, 1 day, 1 week, or 1 month. You can also set a custom interval,
which allows you to specify date and time ranges.

To see details for CPU utilization and memory usage, position your cursor over each graph.

Memory Usage ©

100.00%
2020-05-20 14:08:00
75.00% = zad (%) 44.70%
Used: 11.30 GB
S0.00% = Cached: 6.55GB
= Buffers: 14256 MB

35 (0% = Freg: 7.2B8GB
= Total Memory: 2528 GB

0%

13:50 14:04 1410 14:20 14:30 14:40]

== | |zed (%)



If the node is an appliance node, this tab also includes a section with more information about the appliance
hardware.

View information about appliance Storage Nodes

The Nodes page lists information about service health and all computational, disk device, and network
resources for each appliance Storage Node. You can also see memory, storage hardware, controller firmware
version, network resources, network interfaces, network addresses, and receive and transmit data.

Steps
1. From the Nodes page, select an appliance Storage Node.

2. Select Overview.
The Node information section of the Overview tab displays summary information for the node, such as the
node’s name, type, ID, and connection state. The list of IP addresses includes the name of the interface for
each address, as follows:
o eth: The Grid Network, Admin Network, or Client Network.

o hic: One of the physical 10, 25, or 100 GbE ports on the appliance. These ports can be bonded
together and connected to the StorageGRID Grid Network (eth0) and Client Network (eth2).

> mtc: One of the physical 1 GbE ports on the appliance. One or more mtc interfaces are bonded to form
the StorageGRID Admin Network interface (eth1). You can leave other mtc interfaces available for
temporary local connectivity for a technician in the data center.



DC2-SGA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Name: DC2-5GA-010-096-106-021

Type: Storage Node

1D: f0890e03-4c72-401f-2692-245511a38e51

Connection state: 9 Connected

Storage used: Object data ™ @
Object metadata 5% @

Software version 11.6.0 (build 20210915.1941 afce2d3)

IP addresses: 10.96.106.21 - eth() (Grid Network)
Hide additional IP addresses A
Interface & IP address &
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.56.106.21
hic4 10.96.106.21
mtc2 169.254.0.1
Alerts

Alert name 2 Severity Q =2 Time triggered % Current values

ILM placement unachievable [

o Major

2hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

The Alerts section of the Overview tab displays any active alerts for the node.

3. Select Hardware to see more information about the appliance.

a. View the CPU Utilization and Memory graphs to determine the percentages of CPU and memory usage
over time. To display a different time interval, select one of the controls above the chart or graph. You
can display the information available for intervals of 1 hour, 1 day, 1 week, or 1 month. You can also set
a custom interval, which allows you to specify date and time ranges.



DC3-S3 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custom

CPU utilization @ Memory usage @

35% 100%

30%

20%

oo e

14.00 14:10 1420 14:30 14:.40 1450 14:.00 1410 14:20 14:30
= Utilization (%)

14:40 14:50
= Used (%)

b. Scroll down to view the table of components for the appliance. This table contains information such as

the model name of the appliance; controller names, serial numbers, and IP addresses; and the status
of each component.

@ Some fields, such as Compute controller BMC IP and Compute hardware, appear only
for appliances with that feature.

Components for the storage shelves, and expansion shelves if they are part of the installation, appear
in a separate table below the appliance table.




StorageGRID Appliance

Appliance model: @ SGER0RD

Storage controller name: @ StorageGRID-Lab79-5G6060-T-134
Storage controller A management 7 @ 10.2

Storage controller Bmanagement IF; @ 10.2

Storage controller WWID: @ Gd03%eal000173e500000000650T7bTEL
Storage appliance chassis serfal number: @ T21924500068

Storage controller firmware version: @ 08.53.00.09

Storage controller SANtricity 05 version: @ 11.50.3R2

Storage contraller MVSRAM version: @ N230X-B53334-D5L

Storage hardware: @ Naminal 1B
Storage controller failed drive count @ L] ils
Storage controller &; [7] Nominal ]l.
Storage controller B: @ MWominal 1th
Storage contraller power supply A: @ Nominal ils
Storage contraller power supply 8: 7] Mominal ils
Storage data drive type: @ NL-SAS HDD

Storape data drive size: @ 4.00TB

Storage AAID mode: @ DDP16

Storage connectivity: [~ ] Mominal

Overall power supply: @ Degraded ils
Compute controller BMC i7: @ 102

Compute controller serial numbear: @ T21917500060

Compute hardware: @ Needs Attention ils
Compute controller CPU temperature: @ MNominal ils
Computa controller chassis temperature: @ Waminal ths
Compute controller power supply & @ Failed il
Compute controller power supply B: @ Nominal ils

Storage shelves

::Ietlizr:a*;ls Shra ~ chelfip @ = Shelf status @ = [OMstatus @ = ::::: sg;ply =  Drawerstatus @ = Fan stafus
721924500063 95 Mominal M Maminal Hominal Mominal
Field in the Appliance table Description
Appliance model The model number for this StorageGRID appliance shown in
SAN:tricity OS.
Storage controller name The name for this StorageGRID appliance shown in SANfricity OS.
Storage controller A IP address for management port 1 on storage controller A. You use
management P this IP to access SANTtricity OS to troubleshoot storage issues.
Storage controller B IP address for management port 1 on storage controller B. You use
management IP this IP to access SANTtricity OS to troubleshoot storage issues.

Some appliance models don’t have a storage controller B.

Storage controller WWID The worldwide identifier of the storage controller shown in
SANTtricity OS.
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Field in the Appliance table

Storage appliance chassis serial
number

Storage controller firmware
version

Storage controller SANTtricity OS
version

Storage controller NVSRAM
version

Storage hardware

Storage controller failed drive
count

Storage controller A

Storage controller B

Storage controller power supply
A

Storage controller power supply
B

Storage data drive type

Description

The chassis serial number of the appliance.

The version of the firmware on the storage controller for this
appliance.

The SANTtricity OS version of storage controller A.

NVSRAM version of the storage controller as reported by
SANTtricity System Manager.

For the SG6060 and SG6160, if there is an NVSRAM version
mismatch between the two controllers, the version of controller A
displays. If controller A is not installed or operational, the version of
controller B displays.

The overall status of the storage controller hardware. If SANTtricity
System Manager reports a status of Needs Attention for the
storage hardware, the StorageGRID system also reports this value.

If the status is "needs attention," first check the storage controller
using SANItricity OS. Then, ensure that no other alerts exist that
apply to the compute controller.

The number of drives that aren’t optimal.

The status of storage controller A.

The status of storage controller B. Some appliance models don’t
have a storage controller B.

The status of power supply A for the storage controller.

The status of power supply B for the storage controller.

The type of drives in the appliance, such as HDD (hard drive) or
SSD (solid state drive).



Field in the Appliance table

Storage data drive size

Storage RAID mode

Storage connectivity

Overall power supply

Compute controller BMC IP

Compute controller serial
number

Compute hardware

Compute controller CPU
temperature

Compute controller chassis
temperature

Column in the Storage shelves

table

Shelf chassis serial number

Shelf ID

Description

The effective size of one data drive.
For the SG6160, the size of the cache drive also displays.

Note: For nodes with expansion shelves, use the Data drive size
for each shelf instead. Effective drive size might differ by shelf.

The RAID mode configured for the appliance.
The storage connectivity state.
The status of all power supplies for the appliance.

The IP address of the baseboard management controller (BMC)
port in the compute controller. You use this IP to connect to the
BMC interface to monitor and diagnose the appliance hardware.

This field is not displayed for appliance models that don’t contain a
BMC.

The serial number of the compute controller.

The status of the compute controller hardware. This field is not
displayed for appliance models that don’t have separate compute
hardware and storage hardware.

The temperature status of the compute controller’'s CPU.

The temperature status of the compute controller.

Description

The serial number for the storage shelf chassis.

The numeric identifier for the storage shelf.

» 99: Storage controller shelf
* 0: First expansion shelf

» 1. Second expansion shelf

Note: Expansion shelves apply only to the SG6060 and SG6160.

11



Column in the Storage shelves Description

table
Shelf status

IOM status

Power supply status

Drawer status

Fan status

Drive slots

Data drives

Data drive size

Cache drives

Cache drive size

Configuration status

The overall status of the storage shelf.

The status of the input/output modules (IOMs) in any expansion
shelves. N/A if this is not an expansion shelf.

The overall status of the power supplies for the storage shelf.

The status of the drawers in the storage shelf. N/A if the shelf does
not contain drawers.

The overall status of the cooling fans in the storage shelf.
The total number of drive slots in the storage shelf.

The number of drives in the storage shelf that are used for data
storage.

The effective size of one data drive in the storage shelf.
The number of drives in the storage shelf that are used as cache.

The size of the smallest cache drive in the storage shelf. Normally,
cache drives are all the same size.

The configuration status of the storage shelf.

c. Confirm that all statuses are "Nominal."

If a status is not "Nominal," review any current alerts. You can also use SANtricity System Manager to
learn more about some of these hardware values. See the instructions for installing and maintaining

your appliance.

4. Select Network to view information for each network.

12

The Network Traffic graph provides a summary of overall network traffic.



1 hour 1day 1 week 1 month Custom
Network traffic @
650 kb/'s
600 kb/s
550 kb/s
500 kb/s =F
450 kb/s
10:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 1:00 11:05
== Received Sent
a. Review the Network Interfaces section.
Network interfaces
Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ = Link status @ =
eth0 00:50:56:A7:66:75 10 Gigabit Full Off Up

Use the following table with the values in the Speed column in the Network Interfaces table to
determine whether the 10/25-GbE network ports on the appliance were configured to use
active/backup mode or LACP mode.

®

The values shown in the table assume all four links are used.

Link mode Bond mode Individual HIC link Expected Grid/Client
speed (hic1, hic2, hic3, Network speed
hic4) (eth0,eth2)

Aggregate LACP 25 100

Fixed LACP 25 50

Fixed Active/Backup 25 25

Aggregate LACP 10 40

Fixed LACP 10 20

Fixed Active/Backup 10 10

See Configure network links for more information about configuring the 10/25-GbE ports.

b. Review the Network Communication section.

13



https://docs.netapp.com/us-en/storagegrid-appliances/installconfig/configuring-network-links.html

5. Select Storage to view graphs that show the percentages of storage used over time for object data and

14

The Receive and Transmit tables show how many bytes and packets have been received and sent

across each network as well as other receive and transmit metrics.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ =  Dropped @ = Frameoverruns @ = Frames @ =2
ethQ 2.89GB 1l 19,421,503 1l, o 1k 24,032 1k 0 1k 0 1h
Transmit
Interface @ 2 Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
eth0 3.64GB ik 18,494,381 il: 0 1l 0 i 0 1k 0 ik

object metadata, as well as information about disk devices, volumes, and object stores.

100.00%

75.00%

50.00%

25.00%

14:30

== |Ised (%)

T00.00%

73.00%

0.00%

25.00%

0%

1450

== |zed (%)

Storage Used - Object Data @

2021-03-13 14:45:30
= Used (%): 0.00%
- Used: 17112 kB
= Replicated data: 171,12 kB
il = Erasure-coded data: 0B
a0 T 1h=lulin 310.81 GB

Storage Used - Object Metadata @

2020-08-04 14:58:00
= Used (%) 0.00%
= Used: 539.45kB
= Allowet: 13278

= Ariual reserved: 3.00TB

15:00 15210 15220 1530

15:40




a. Scroll down to view the amounts of available storage for each volume and object store.

The Worldwide Name for each disk matches the volume world-wide identifier (WWID) that appears
when you view standard volume properties in SANTtricity OS (the management software connected to
the appliance’s storage controller).

To help you interpret disk read and write statistics related to volume mount points, the first portion of
the name shown in the Name column of the Disk Devices table (that is, sdc, sdd, sde, and so on)
matches the value shown in the Device column of the Volumes table.

Disk devices
Name & = World Wide Name 8 = jOload @ = Read rate @ = Writerate @ =
croot(8:1,5dal) MR 0.04% O bytesfs I KBYs
cwloc|B:2 sda ) MfA 0.67% Obytes/s S50 K8/s
soici8:16,=db) MR 0.03% 0 bytes/s 4 KBY{s
sdd (8:32 =dc) B D005 0 bytes/s 32 bytes/s
scie|3:48 sdd) MA 00045 0 bytes/= 832 bytes/s
Volumes
Mount point & = Device @ = Status @ = size @ = Avallable @ = Write cache status @ =
craot Online 21.00GE 1475GE 1, Unknown
fuarflocal cwloc Online 8586 GB gs.05GE 1, Unknown
Mvarflocal/rangedb /0 sdc Omnline 107.32GB 10717GE il Enabled
Mvarflocal/rangedb/1 sdd Online 107.32GB w71sGE il Enablad
Mvarflocalfrangedb/2 sde Online 107.32GB 1718 G6E 1l Enabled
Object stores
D@ = Size @ = Avalable @ = Replicated data @ = ECdata @ = Object data (%) @ = Health @ =
D0 107.3268 9644 GE 1L 12460 KB 1l Ohytes 1l 0.00%% No Errors
o001 10732 GA 171866 1l D bytes: 1l 0 bytes 1l 0.00% Mo Errars
pooz 107.32 GB 1071866 1l obytes 1l Obytes 1l 0.00% Mo Errdrs

View information about appliance Admin Nodes and Gateway Nodes

The Nodes page lists information about service health and all computational, disk device, and network
resources for each services appliance that is used as an Admin Node or a Gateway Node. You can also see



memory, storage hardware, network resources, network interfaces, network addresses, and receive and
transmit data.

Steps
1. From the Nodes page, select an appliance Admin Node or an appliance Gateway Node.

2. Select Overview.
The Node information section of the Overview tab displays summary information for the node, such as the
node’s name, type, ID, and connection state. The list of IP addresses includes the name of the interface for
each address, as follows:
o adllb and adlli: Shown if active/backup bonding is used for the Admin Network interface
o eth: The Grid Network, Admin Network, or Client Network.

o hic: One of the physical 10, 25, or 100 GbE ports on the appliance. These ports can be bonded
together and connected to the StorageGRID Grid Network (ethO) and Client Network (eth2).

o mtc: One of the physical 1-GbE ports on the appliance. One or more mtc interfaces are bonded to form
the Admin Network interface (eth1). You can leave other mtc interfaces available for temporary local
connectivity for a technician in the data center.

10-224-6-199-ADM1 (Primary Admin Node) &2 y

Overview Hardware Network Storage Load balancer Tasks SANtricity System Manager

Node information @

MName 10-224-6-199-ADM1

Type: Primary Admin Node

D: Gfdc1830-cada-4493-acdd-T2ed317d35fb
Conrection stats: 0 Connected

Software version: 11.6.0 (build 20210928.1321 66ETeed)

P addresses: 172.16.6.199 - eth0 (Grid Metwork)

10.224.6.199 - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network)

Hide additional IP addresses A

Interface ¥ P address

eth2 (Client Network) AT.47.7.241

eth2 (Client Network) fd20:332:332:0:e42:a1ff:fe86:b5b0
eth2 (Client Network) feB0::e42:a1ff:fel86:b5b0

hicl A47.47.7.241

hic2 A7.47.7.241

hic3 A7.47.7.241

The Alerts section of the Overview tab displays any active alerts for the node.
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3. Select Hardware to see more information about the

a. View the CPU Utilization and Memory graphs to
over time. To display a different time interval, se
can display the information available for interval

appliance.

determine the percentages of CPU and memory usage
lect one of the controls above the chart or graph. You
s of 1 hour, 1 day, 1 week, or 1 month. You can also set

a custom interval, which allows you to specify date and time ranges.

Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
12.5% 100%
10%
75%
7.50%
50%
5% J m
[}
s SV ANY || 2=
0% 0%
17:20 17:30 17.40  17:50  18:00  18:10 17:20 1730 17:40  17:50 1800 1810
== Utilization (%) == Used (%)

b. Scroll down to view the table of components for
the model name, serial number, controller firmw.

the appliance. This table contains information such as
are version, and the status of each component.

StorageGRID Appliance

Appliance model: @
Storage controller failed drive count: @

Storage data drive type: @
Storage data drive size: @
Storage RAID mode: @
Storage connectivity: @
Overall power supply: @
Compute controller BEMCIP: @

Compute controller serial number: g

Compute hardware: @

Compute controller CPU temperature: @
Compute controller chassis temperature: @
Compute controller power supply A: @

Compute controller power supply B: @

56100
0
53D

960.20 GB
RAID1 [healthy]

Mominal

Mominal ||.
10.60.8.38
372038000093
Nominal ils
Nominal ils
Mominal ||.
Nominal ils
Nominal ils

17




Field in the Appliance table

Appliance model

Storage controller failed drive
count

Storage data drive type

Storage data drive size

Storage RAID mode

Overall power supply

Compute controller BMC IP

Compute controller serial
number

Compute hardware

Compute controller CPU
temperature

Compute controller chassis
temperature

Description

The model number for this StorageGRID appliance.

The number of drives that aren’t optimal.

The type of drives in the appliance, such as HDD (hard drive) or
SSD (solid state drive).

The effective size of one data drive.
The RAID mode for the appliance.
The status of all power supplies in the appliance.

The IP address of the baseboard management controller (BMC)
port in the compute controller. You can use this IP to connect to the
BMC interface to monitor and diagnose the appliance hardware.

This field is not displayed for appliance models that don’t contain a
BMC.

The serial number of the compute controller.

The status of the compute controller hardware.

The temperature status of the compute controller’s CPU.

The temperature status of the compute controller.

c. Confirm that all statuses are "Nominal."

If a status is not "Nominal," review any current alerts.

4. Select Network to view information for each network.
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The Network Traffic graph provides a summary of overall network traffic.



1 hour 1day 1 week 1 month Custom
Network traffic @

650 Ko/'s

600 Kb/s

550 kb/s

500 Ko/s — ==

450 kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 11:00 11:05
== Received Sent
a. Review the Network Interfaces section.
Network interfaces

Name @ = Hardware address @ Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:71:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:36:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hic4 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A9:FC:T1:68:35 Gigabit Full On Up

Use the following table with the values in the Speed column in the Network Interfaces table to
determine whether the four 40/100-GbE network ports on the appliance were configured to use

active/backup mode or LACP mode.

®

The values shown in the table assume all four links are used.
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Link mode

Aggregate

Fixed

Fixed

Aggregate

Fixed

Fixed

b. Review the Network Communication section.

Bond mode

LACP

LACP

Active/Backup

LACP

LACP

Active/Backup

Individual HIC link
speed (hic1, hic2, hic3, Network speed (eth0,

hic4)
100

100

100

40

40

40

Expected Grid/Client

eth2)
400

200

100

160

80

40

The Receive and Transmit tables show how many bytes and packets have been received and sent
across each network as well as other receive and transmission metrics.

Network communication
Receive
Interface @ 2 Data @ = Packets @ 2 Errors @ = Dropped @ 2 Frameoverruns @ % Frames @ =2
etho 2.89GB 1k 19,421,503 1ls 0 1k 24,032 1k 0 1l 0 1l
Transmit
Interface @ 2 Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB ik 18,494,381 1l: 0 1l 0 il 0 ik 0 ik

5. Select Storage to view information about the disk devices and volumes on the services appliance.

20




DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks

Disk devices
Name @ = World Wide Name & = /Oload @ = Readrate @ = Writerate @ 2
croot(8:1,sdal) N/ 0.02% 0 bytes/s 3 KB/s
cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s

Volumes
Mountpoint @ =2  Devie @ =  Status @ =2 Size @ = Available @ =  Writecachestatus @ 2
/ croot Online 21.00GB 14.73GB 1h Unknown
fvarflocal cvloc Online 85.86 GB 84.63GB 1h Unknown

View the Network tab

The Network tab displays a graph showing the network traffic received and sent across all
of the network interfaces on the node, site, or grid.

The Network tab is shown for all nodes, each site, and the entire grid.

To display a different time interval, select one of the controls above the chart or graph. You can display the
information available for intervals of 1 hour, 1 day, 1 week, or 1 month. You can also set a custom interval,
which allows you to specify date and time ranges.

For nodes, the Network interfaces table provides information about each node’s physical network ports. The

Network communications table provides details about each node’s receive and transmit operations and any
driver reported fault counters.
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DC1-S2 (Storage Node)

Overview Hardware Hetwork Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custarm
Mcawork traffic @

ESD kbi's

E00 kbf's

S50 kb's

500 kb=

450 kbyis

1005 10:10 10:315 T2 1625 D:ad 18:33 Al pila=1 50 10655 11:60

== feceived == Serg
Network interfaces

Name & = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Link status @ =

ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up
Network communication
Receive

Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =

thi XX o | 20403428 1l o 1k 24 893 ], o 1k o il
Transmit

intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =

sthi 365GE 1l 15,061,947 1l, o 1l ol L 1

Related information

Monitor network connections and performance

View the Storage tab

The Storage tab summarizes storage availability and other storage metrics.

The Storage tab is shown for all nodes, each site, and the entire grid.

Storage used graphs

For Storage Nodes, each site, and the entire grid, the Storage tab includes graphs showing how much storage

has been used by object data and object metadata over time.
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When a node is not connected to the grid, such as during upgrade or a disconnected state,
certain metrics might be unavailable or excluded from site and grid totals. After a node
reconnects to the grid, wait several minutes for the values to stabilize.

DC1-S1 (Storage Node) &
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
Storage used - object data [7] Storage used - object metadata @

100% 100%

75% 75%

50% 50%

25% 25%

0% 0%

1530 15:40 1550 16:00 16:10 16:20 15:30 15:40 15:50 16:00 16:10 16:20

= Lsed (%) = Used (%)

Disk devices, Volumes, and Object stores tables

For all nodes, the Storage tab contains details for the disk devices and volumes on the node. For Storage
Nodes, the Object Stores table provides information about each storage volume.
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Disk devices
Hame @ = World Wide Hame @ = WOoload @ = Read rate @ = Writerate @ =
croot{8:1,5dal) MR 0045 0 bytes/s JKB/s
cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s
sdc(8:16,5db) MR 0.03% Obytess 4 KB/s
sthd [8:32,5dc) N/ 0009 0 bytes/s 82 bytes/s
scheld 45 sdd) M 0004 0 bytes's 82 bytes/s
Volumes
Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
! craot Oriline 21.00GB 1475GB 1l Unknown
fvarflocal cwloc Online 85.86 GB 240568 1l Unknown
Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled
Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled
Mvarflocalfrangedb/2 sde Online 107.32G8B 10718 GE 1, Enabled
Object stores
cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
oooe 107.32 GB a6.44GB 1l 12460 KB 1l obytes 1k 0.00% Mo Errors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
o002 107.32 GB wr1ece |l o bytes 1, o bytes 1l 0.00% Mo Errars

Related information
Monitor storage capacity

View the Objects tab

The Objects tab provides information about S3 ingest and retrieve rates.

The Objects tab is shown for each Storage Node, each site, and the entire grid. For Storage Nodes, the
Objects tab also provides object counts and information about metadata queries and background verification.
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DC1-S1 (Storage Node) 2

Overview Hardware Network Storage
1 hour 1day 1 week
53 ingest and retrieve 0
1B/s
0.750 B/s
0.500 B/s
0.250 B/s
0B/s
1200 1210 1220 1230 1240 1250
== |ngest rate Retrieve rate
Object counts
Total objects: @ 1,295
Lost objects: @ 0 |l'
53 buckets and Swift containers: @ 161

Metadata store queries

Average latency: @
Queries - successful: @
Queries - failed (timed outl: @

Queries - failed {consistency level unmet): @

Verification
Status: @ No errors
Percent complete: @ 47.14%

Average stat time: @
Objects verified: @ 1]

Object verification rate: @

Data verified: @ 0 bytes
Data verification rate: @ 0.00 bytes |
Missing objects: @ 0

Corrupt objects: @ [1]

Corrupt objects unidentified: @ 0
Quarantined objects: @ 0

10.00 milliseconds

14,587
0

1]

0.00 microseconds

0.00 objects | second

second

Objects

ILM Tasks

1 month

1B/s

0.800B/s

0.600B/s

0.400 B/s

0.200B/s

0B/s

1Z2:00

Custom

Swift ingest and retrieve 9

No data

1270 12:20 1230

12:40

12:50
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View the ILM tab

The ILM tab provides information about information lifecycle management (ILM)
operations.

The ILM tab is shown for each Storage Node, each site, and the entire grid. For each site and the grid, the ILM
tab shows a graph of the ILM queue over time. For the grid, this tab also provides the estimated time to
complete a full ILM scan of all objects.

For Storage Nodes, the ILM tab provides details about ILM evaluation and background verification for erasure-
coded objects.

DC2-S1 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks
Evaluation
Awaiting - all: @ 0 objects il
Awaiting - client: @ 0 objects il
Evaluation rate: @ 0.00 ohjects / second
Scan rate: @ 0.00 objects / second |||

Erasure coding verification

Status: @ Idle ]l.
Mext scheduled: @ 2021-09-09 17:36:44 MDT
Fragments verified: @ 0 |I|
Data verified: @ 0 bytes il
Corrupt copies! @ 0 il
Corrupt fragments. @ 0 ll.
Missing fragments: @ 0 il

Related information
* Monitor information lifecycle management

« Administer StorageGRID
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Use the Tasks tab

The Tasks tab is shown for all nodes. You can use this tab to rename or reboot a node or
to put an appliance node into maintenance mode.

For the complete requirements and instructions for each option on this tab, see the following:

* Rename grid, sites, and nodes
* Reboot grid node

» Place appliance into maintenance mode

View the Load balancer tab

The Load Balancer tab includes performance and diagnostic graphs related to the
operation of the Load Balancer service.

The Load Balancer tab is shown for Admin Nodes and Gateway Nodes, each site, and the entire grid. For each
site, the Load Balancer tab provides an aggregate summary of the statistics for all nodes at that site. For the
entire grid, the Load Balancer tab provides an aggregate summary of the statistics for all sites.

If there is no I/O being run through the Load Balancer service, or there is no load balancer configured, the
graphs display "No data."
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DC1-G1 (Gateway Node) [Z X
Overview Hardware Network Storage Load balancer Tasks
1 hour 1day 1 week 1 month Custom
Request traffic @ Incoming request mte 7]
1b/'s 1
0.800 b/s 0.800
=)
5
0.600 b/s No data § 0.600 No data
g
0400 b/s A 0400
EB
=
T
0.200 by's & 0.200
0b/s 0
16:50 17:00 17:10 17:20 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40
Average request duration {nen-erar) [ 7] Error response rate @
1 ms 1
0.800 ms 0800
=
=
0.600 ms Mo data 2 0.600 Mo data
]
(=1
0.400 ms 4 0400
&
=
&
0.200 ms o 0.200
0ms (1]
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Request traffic

This graph provides a 3-minute moving average of the throughput of data transmitted between load balancer
endpoints and the clients making the requests, in bits per second.

This value is updated at the completion of each request. As a result, this value might differ from
@ the real-time throughput at low request rates or for very long-lived requests. You can look at the
Network tab to get a more realistic view of the current network behavior.

Incoming request rate

This graph provides a 3-minute moving average of the number of new requests per second, broken down by
request type (GET, PUT, HEAD, and DELETE). This value is updated when the headers of a new request have
been validated.

Average request duration (non-error)

This graph provides a 3-minute moving average of request durations, broken down by request type (GET, PUT,
HEAD, and DELETE). Each request duration starts when a request header is parsed by the Load Balancer
service and ends when the complete response body is returned to the client.
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Error response rate

This graph provides a 3-minute moving average of the number of error responses returned to clients per
second, broken down by the error response code.

Related information

» Monitor load balancing operations

» Administer StorageGRID

View the Platform services tab

The Platform services tab provides information about any S3 platform service operations
at a site.

The Platform services tab is shown for each site. This tab provides information about S3 platform services,
such as CloudMirror replication and the search integration service. Graphs on this tab display metrics such as
the number of pending requests, request completion rate, and request failure rate.
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DC1 (Site) & X

Metwork Storage Objects LM Platform services Load balancer

1 hour 1 day 1 week 1 month Custom

Pending Requests &

n
=
i
i
B
2
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14:30 14:25 1430 1435 1440 1445

13:50 135

== Panding reguescs

Request Completion Rate @

1350 13:55 14:00 1405 1410 14:15 14:20 14:25 14:30 14:35 1440 1445

Request Failure Rate @

1400 14:05 1410 1415 14:20 1425 14:30 T4:35 14:40 14:45

ih
i
1

Replication failures

For more information about S3 platform services, including troubleshooting details, see the instructions for
administering StorageGRID.

View the Manage drives tab

The Manage drives tab enables you to access details and perform troubleshooting and
maintenance tasks on drives in the appliances that support this feature.

Using the Manage drives tab, you can do the following:
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* View a layout of the data storage drives in the appliance
» View a table that lists each drive location, type, status, firmware version, and serial number
» Perform troubleshooting and maintenance functions on each drive

To access the Manage drives tab, you must have the Storage appliance administrator or Root access
permission.

For information about using the Manage drives tab, see Use the Manage drives tab.

View the SANtricity System Manager tab (E-Series only)

The SANTtricity System Manager tab enables you to access SANtricity System Manager
without having to configure or connect the management port of the storage appliance.
You can use this tab to review hardware diagnostic and environmental information as well
as issues related to the drives.

Accessing SANTtricity System Manager from the Grid Manager is generally meant only to monitor
appliance hardware and configure E-Series AutoSupport. Many features and operations within

@ SANTtricity System Manager such as upgrading firmware don’t apply to monitoring your
StorageGRID appliance. To avoid issues, always follow the hardware maintenance instructions
for your appliance. To upgrade SANTricity firmware, see the Maintenance configuration
procedures for your storage appliance.

@ The SANTtricity System Manager tab is shown only for storage appliance nodes using E-Series
hardware.

Using SANtricity System Manager, you can do the following:

» View performance data such as storage array level performance, 1/0 latency, storage controller CPU
utilization, and throughput.

* Check hardware component status.

» Perform support functions including viewing diagnostic data, and configuring E-Series AutoSupport.

@ To use SANTricity System Manager to configure a proxy for E-Series AutoSupport, see Send
E-Series AutoSupport packages through StorageGRID.

To access SANTtricity System Manager through Grid Manager, you must have the Storage appliance
administrator or Root access permission.

@ You must have SANTricity firmware 8.70 or higher to access SANTtricity System Manager using
the Grid Manager.

The tab displays the home page of SANtricity System Manager.
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@ You can use the SANtricity System Manager link to open the SANTtricity System Manager in a
new browser window for easier viewing.

To see details for storage array level performance and capacity usage, position your cursor over each graph.
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For more details on viewing the information accessible from the SANtricity System Manager tab, see NetApp
E-Series and SANtricity documentation.
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