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Product feature guides

Achieving zero RPO with StorageGRID - A Comprehensive
Guide to Multi-Site Replication

This technical report provides a comprehensive guide to implementing StorageGRID
replication strategies to achieve a Recovery Point Objective (RPO) of zero in the event of
a site failure. The document details various deployment options for StorageGRID,
including multi-site synchronous replication and multi-grid asynchronous replication. It
explains how StorageGRID Information Lifecycle Management (ILM) policies can be
configured to ensure data durability and availability across multiple locations.
Additionally, the report covers performance considerations, failure scenarios, and
recovery processes to maintain uninterrupted client operations. The goal of this document
is to provide information to ensure that data remains accessible and consistent, even in
the event of a complete site failure, by leveraging both synchronous and asynchronous
replication techniques.

StorageGRID Overview

NetApp StorageGRID is an object-based storage system that supports the industry-standard Amazon Simple
Storage Service (Amazon S3) API.

StorageGRID provides a single namespace across multiple locations with variable levels of service driven by
information lifecycle management policies (ILM). With these lifecycle policies you can optimize where your data
lives throughout its lifecycle.

StorageGRID allows for configurable durability and availability of your data in local and geo-distributed
solutions. Whether your data is on premises or in a public cloud, integrated hybrid cloud workflows allow your
business to leverage cloud services like Amazon Simple Notification Service (Amazon SNS), Google Cloud,
Microsoft Azure Blob, Amazon S3 Glacier, Elasticsearch, and more.

StorageGRID scale

A minimal StorageGRID deployment consists of an Admin node and 3 Storage nodes in a single site. A single
grid can grow up to 220 nodes.
StorageGRID can be deployed as a single site or extended to 16 sites.

The Admin node contains the management interface, a central point for metrics and logging, and maintains the
configuration of the StorageGRID components. The Admin node also contains an integrated load balancer for
S3 APl access.

StorageGRID can be deployed as software-only, as VMware virtual machine appliances, or as purpose-built
appliances.

A Storage node can be deployed as:

* A metadata only node maximizing object count
* An object storage only node maximizing object space

* A combined metadata and object storage node adding both object count and object space



Each Storage node can scale to multi-petabyte capacity for object storage allowing for a single namespace in

the hundreds of petabytes. StorageGRID also provides an integrated load balancer for S3 API operations
called a gateway node.
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StorageGRID consists of a collection of nodes placed into a site topology. A site in StorageGRID can be a
unique physical location or reside in a shared physical location as other sites in the grid as a logical construct.

A StorageGRID site should not span multiple physical locations. A site represents a shared local area network
(LAN) infrastructure and failure domain.

StorageGRID and failure domains

StorageGRID contains multiple layers of failure domains to be considered in deciding how to architect your
solution, how to store your data and where your data should be stored to mitigate the risks of failures.

Grid level - A grid consisting of multiple sites can have site failures or isolation and the accessible site(s)
can continue operating as the grid.

Site level - Failures within a site may impact operations of that site but will not impact the rest of the grid.

* Node level - A node failure will not impact the operation of the site.

Disk level - a disk failure will not impact operation of the node.

Object data and metadata

With object storage, the unit of storage is an object, rather than a file or a block. Unlike the tree-like hierarchy
of a file system or block storage, object storage organizes data in a flat, unstructured layout. Object storage
decouples the physical location of the data from the method used to store and retrieve that data.

Each object in an object-based storage system has two parts: object data and object metadata.

» Object data represents the actual underlying data, for example, a photograph, a movie, or a medical
record.



* Object metadata is any information that describes an object.

StorageGRID uses object metadata to track the locations of all objects across the grid and to manage each
object’s lifecycle over time.

Object metadata includes information such as the following:

» System metadata, including a unique ID for each object, the object name, the name of the S3 bucket, the
tenant account name or ID, the logical size of the object, the date and time the object was first created, and
the date and time the object was last modified.

» The current storage location of each object’s replicate copy or erasure-coded fragment.
* Any custom user metadata key-value pairs associated with the object.
* For S3 objects, any object tag key-value pairs associated with the object

* For segmented objects and multipart objects, segment identifiers, and data sizes.

Object metadata is customizable and expandable, making it flexible for applications to use. For detailed
information about how and where StorageGRID stores object metadata, go to Manage object metadata
storage.

StorageGRID’s Information lifecycle management (ILM) system is used to orchestrate the placement, duration,
and ingest behavior for all object data in your StorageGRID system. ILM rules determine how StorageGRID
stores objects over time using replicas of the objects or erasure coding the object across nodes and sites. This
ILM system is responsible for the object data consistency within a grid.

Erasure coding

StorageGRID provides the ability to erasure code data at node level and the drive level. With StorageGRID
appliances we erasure code the data stored on each node across all the drives within the node providing local
protection against multiple disk failures causing data loss or interruptions. Rebuilds from drive failures are local
to the node and do not require data replicated over the network.

Additionally, StorageGRID appliances use erasure coding schemes to store object data across the nodes
within a site or spread across 3 or more sites in the StorageGRID system though StorageGRID’s ILM rules
protecting against node failure.

Erasure coding provides a storage layout that is resilient to node and site failures with a lower overhead than
replication. All StorageGRID erasure coding schemes are deployable in a single site provided the minimum
number of nodes required to store the data chunks are met. This means for an EC scheme of 4+2 there needs
to be a minimum of 6 nodes available to receive the data.
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In StorageGRID, metadata is typically stored with three replicas per site to ensure consistency and availability.

This redundancy helps maintain data integrity and accessibility even in the event of a failure.

The default consistency is defined at a grid wide level. Users can change the consistency at the bucket level at
any time.

The bucket consistency options available in StorageGRID are:

« All: Provides the highest level of consistency. All nodes in the grid receive the data immediately, or the
request will fail.

» Strong-global:

« Strong-site: Guarantees read-after-write consistency for all client requests within a site.

> Legacy Strong Global: Guarantees read-after-write consistency for all client requests across all sites.

= This is the default behavior for all systems upgraded from 11.9 or older to 12.0 without manually

changing to the new Quorum Strong Global.

> Quorum Strong-global: Guarantees read-after-write consistency for all client requests across all sites.
Offers consistency for multiple nodes or even a site failure if metadata replica quorum is achievable.

= This is the default behavior for all systems newly installed at 12.0 or higher.

= QUORUM consistency is defined as a quorum of Storage Node metadata replicas, where each site
has 3 metadata replicas. It may be calculated as follows: 1+((N*3)/2) where N is the total number of

sites

= For example, a minimum of 5 replicas must be made from a 3-site grid with a maximum of 3

replicas within a site.

* Read-after-new-write(default): Provides read-after-write consistency for new objects and eventual



consistency for object updates. Offers high availability and data protection guarantees. Recommended for
most cases.

« Available: Provides eventual consistency for both new objects and object updates. For S3 buckets, use
only as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or
GET operations on keys that don’t exist). Not supported for S3 FabricPool buckets.

Object data consistency

While metadata is automatically replicated within and across sites, object data storage placement decisions
are up to you. Object data can be stored in replicas within and across sites, erasure coded within or across
sites, or a combination or replicas and erasure coded storage schemes. ILM rules can apply to all objects, or
be filtered to only apply to certain objects, buckets, or tenants. ILM rules define how objects are stored,
replicas and/or erasure coded, how long objects are stored in those locations, if the number of replicas or
erasure coding scheme should change, or locations should change over time.

Each ILM rule will be configured with one of three ingest behaviors for protecting objects: Dual commit,
balanced or strict.

The dual commit option will make two copies on any two different storage nodes in the grid immediately and
return the request to be successful to the client. The node selection will be tried within the site of the request
but may use nodes of another site in some circumstances. The object is added to the ILM queue to be
evaluated and placed according to the ILM rules.

The balanced option evaluates the object against the ILM policy immediately and places the object
synchronously before returning the request to be successful to the client. If the ILM rule cannot be met
immediately due to an outage or inadequate storage to meet the placement requirements, then dual commit
will be used instead. Once the issue is resolved, ILM will automatically place the object based on the defined
rule.

The strict option evaluates the object against the ILM policy immediately and places the object synchronously
before returning the request to be successful to the client. If the ILM rule cannot be met immediately due to an
outage or inadequate storage to meet the placement requirements, then the request will fail, and the client will
need to retry.

Load balancing

StorageGRID can be deployed with client access through the integrated gateway nodes, an external 3™ party
load balancer, DNS round robin, or directly to a storage node. Multiple gateway nodes can be deployed in a
site and configured in high availability groups providing automated failover and fail back in the event of a
gateway node outage. You can combine load balancing methods in a solution to provide a single point of
access for all sites in a solution.

The gateway nodes will balance the load between the storage nodes in the site where the gateway node
resides by default. StorageGRID can be configured to allow the gateway nodes to balance load using nodes
from multiple sites. This configuration would add the latency between those sites to the response latency to the
client’s requests. This should only be configured if the total latency is acceptable to the clients.

Ensuring an RTO of zero can be achieved with a combination of local and global load balancing. Ensuring
uninterrupted client access requires load balancing of client requests. A StorageGRID solution can contain
many gateway nodes and high availability groups in each site. To provide uninterrupted access for clients in
any site even in a site failure, you should configure an external load balancing solution in combination with
StorageGRID Gateway nodes. Configure Gateway node high availability groups that manage the load within
each site and use the external load balancer to balance the load across the high availability groups. The
external load balancer must be configured to perform a health check to ensure requests are sent only to



operational sites. For more information on load balancing with StorageGRID please see the StorageGRID load
balancer technical report.

Requirements for Zero RPO with StorageGRID

To achieve zero Recovery Point Objective (RPO) in an object storage system, it is crucial that at the time of
failure:

» Both metadata and object contents are in sync and considered consistent

* Object content remain accessible despite the failure.

For a multi-site deployment, Quorum Strong Global is the preferred consistency model to ensure metadata is
synchronized across all sites, making it essential for meeting the zero RPO requirement.

Objects in the storage system are stored based on Information Lifecycle Management (ILM) rules, which
dictate how and where data is stored throughout its lifecycle. For synchronous replication, one can consider
between Strict execution or Balanced Execution.

« Strict execution of these ILM rules is necessary for zero RPO because it ensures that objects are placed in
the defined locations without any delay or fallback, maintaining data availability and consistency.

» StorageGRID’s ILM balance ingest behavior provides a balance between high availability and resiliency,
allowing users to continue ingesting data even in the event of a site failure.

Synchronous Deployments across multiple sites

Multi-site solutions: StorageGRID allows you to replicate objects across multiple sites within the grid
synchronously. By setting up Information Lifecycle Management (ILM) rules with balance or strict behavior,
objects are placed immediately in the specified locations. Configuring bucket consistency level to Quorum
Strong Global will ensure synchronous metadata replication as well. StorageGRID uses a single global
namespace, storing object placement locations as metadata, so every node knows where all copies or erasure
coded pieces are located. If an object can’t be retrieved from the site where the request was made, it will be
automatically retrieved from a remote site without needing failover procedures.

Once the failure is resolved, no manual failback efforts are required. The replication performance depends on
the site with the lowest network throughput, highest latency, and lowest performance. A site’s performance is
based on the number of nodes, CPU core count and speed, memory, drive quantity, and drive types.

Multi-grid solutions: StorageGRID can replicate tenants, users, and buckets between multiple StorageGRID
systems using Cross-Grid replication (CGR). CGR can extend select data to more than 16 sites, increase the
usable capacity of your object store, and provide disaster recovery. The replication of buckets with CGR
includes objects, object versions, and metadata, and can be bi-directional or one-way. The recovery point
objective (RPO) depends on the performance of each StorageGRID system and the network connections
between them.

Summary:

* Intra-grid replication includes both synchronous and asynchronous replication, configurable using ILM
ingest behavior and metadata consistency control.

* Inter-grid replication is asynchronous only.

A Single Grid Multi-site deployment

In the following scenarios the StorageGRID solutions are configured with an optional external load balancer
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managing requests to the integrated load balancer high availability groups. This will achieve an RTO of zero in
addition to an RPO of zero. ILM is configured with Balanced ingest protection for synchronous placement.
Each bucket is configured with the Quorum version of Strong Global consistency model for grids of 3 or more
sites and the Legacy version of Strong Global consistency for 2 sites.

Scenario 1:
In a two site StorageGRID solution, there are at least two replicas of every object and 6 replicas of all

metadata. Upon failure recovery, updates from the outage will synchronize to the recovered site/nodes
automatically. With only 2 sites it is not likely to achieve a zero RPO in failure scenarios beyond a full site loss.

DC1

Site 1 Storage Node

Site 2 Storage Node
SN

DC2

Scenario 2:

In a StorageGRID solution of three or more sites, there are at least 3 replicas or 3 EC chunks of every object
and 9 replicas of all metadata. Upon failure recovery, updates from the outage will synchronize to the
recovered site/nodes automatically. With three or more sites it is possible to achieve a zero RPO.



Multi-site failure scenarios

Failure

Single node drive failure

Single node failure in one site

Multiple node failure in one site

DC3

2-site Outcome
Legacy Strong Global

Each appliance uses multiple disk
groups and can sustain at least 1
drive per group failing without
interruption or data loss.

No interruption to operations or
data loss.

Disruption to client operations
directed to this site but no data
loss.

Operations directed to the other
site remain uninterrupted and no
data loss.

Site 1 Storage Node

Site 2 Storage Node

Site 3 Storage Node

3 or more sites outcome
Quorum Strong Global

Each appliance uses multiple disk
groups and can sustain at least 1
drive per group failing without
interruption or data loss.

No interruption to operations or
data loss.

Operations are directed to all other
sites and remain uninterrupted and
no data loss.



Failure

Single node failure at multiple sites

Single site failure

Single site plus single node failures

2-site Outcome
Legacy Strong Global

No disruption or data loss if:
+ At least one replicate copy
exists in the grid
« Sufficient EC chunks exist in
the grid

Operations disrupted and risk of
data loss if:

* No replicate copies exist

« |Insufficient EC chucks exist

Some client operations will be
interrupted until the failure is
resolved.

GET and HEAD operations will
continue without interruption.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

Some client operations will be

interrupted until either the failure is

resolved.

HEAD operations will continue
without interruption.

GET operations will continue
without interruption if a replicate

copy or sufficient EC chunks exist.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

3 or more sites outcome
Quorum Strong Global

No disruption or data loss if:
* At least a single replicate copy
exists in the grid
+ Sufficient EC chunks exist in

the grid

Operations disrupted and risk of
data loss if:
* No replicate copies exist

« Insufficient EC chucks exist to
retrieve the object

No interruption to operations or
data loss.

No interruption to operations or
data loss.

Possible data loss depending on
the number of replicate copies.

Local Erasure coding can prevent
data loss.



Failure

Single site plus a node from each
remaining site

Multi-site failure

Network isolation of a site

2-site Outcome
Legacy Strong Global

Only two sites exist.

See: Single site plus a single node.

No operational sites remain.

Data will be lost if at least one site
cannot be recovered in its entirety.

client operations will be interrupted
until either the failure is resolved.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

No data loss

A multi-site multi-grid deployment

3 or more sites outcome
Quorum Strong Global

Operations will be disrupted If
metadata replica quorum cannot be
met.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

Possible data loss for permanent
failure depending on the number of
replicate copies.

Local Erasure coding can prevent
data loss.

Operations will be disrupted If
metadata replica quorum cannot be
met.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

Possible data loss for permanent
failure if not enough erasure coded
chunks remain.

Local Erasure coding or replicate
copies can prevent data loss.

Operations will be disrupted for the
isolated site, but no data loss.

Reduce bucket consistency to
read-after-new-write or lower to
continue operations uninterrupted
in this failure state.

No disruption to operations in the
remaining sites and no data loss.

To add an extra layer of redundancy, this scenario will employ two StorageGRID Clusters and use cross-grid
replication to keep them in sync. For this solution each StorageGRID clusters will have three sites. Two sites
will be used for object storage and metadata while the third site will be used solely for metadata. Both systems
will be configured with a balanced ILM rule to synchronously store the objects using erasure coding in each of
the two data sites. Buckets will be configured with the Quorum Strong Global consistency model. Each grid will
be configured with bi-directional cross-grid replication on every bucket. This provides the asynchronous
replication between the regions. Optionally a global load balancer can be implemented to manage requests to

10



the integrated load balancer high availability groups of both StorageGRID systems to achieve a zero RPO.

The solution will use four locations equally divided into two regions. Region 1 will contain the 2 storage sites of
grid 1 as the primary grid of the region and the metadata site of grid 2. Region 2 will contain the 2 storage sites
of grid 2 as the primary grid of the region and the metadata site of grid 1. In each region the same location can
house the storage site of the primary grid of the region as well as the metadata only site of the other regions
grid. Using metadata only nodes as the third site will provide the consistency required for the metadata and not
duplicate the storage of objects in that location.

/ Region 1 \ / Region 2 \
DC1

DC3

Region 1

Region 2

GRID 1 site

Grid 1, Site 1 Storage Node

Grid 1, Site 2 Storage Node

Grid 1, Site 3 Metadata-only Node

GRID 2 site

| Grid 2, Site 1 Storage Node

EEORAODOO0O

Grid 2, Site 2 Storage Node

E Grid 2, Site 3 Metadata-only Node

This solution with four separate locations provides complete redundancy of two separate StorageGRID
systems maintaining an RPO of 0 and will make use of both multi-site synchronous replication, and multi-grid
asynchronous replication. Any single site can fail while maintaining uninterrupted client operations on both
StorageGRID systems.

In this solution, there are four erasure coded copies of every object and 18 replicas of all metadata. This allows
for multiple failure scenarios without client operations impact. Upon failure recovery updates from the outage
will synchronize to the failed site/nodes automatically.

Multisite, multi-grid failure scenarios

Failure Outcome

Single node drive failure Each appliance uses multiple disk groups and can
sustain at least 1 drive per group failing without
interruption or data loss.

Single node failure in one site in a grid No interruption to operations or data loss.
Single node failure in one site in each grid No interruption to operations or data loss.

Multiple node failure in one site in a grid No interruption to operations or data loss.
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Failure Outcome

Multiple node failure in one site in each grid No interruption to operations or data loss.
Single node failure at multiple sites in a grid No interruption to operations or data loss.
Single node failure at multiple sites in each grid No interruption to operations or data loss.
Single site failure in a grid No interruption to operations or data loss.
Single site failure in each grid No interruption to operations or data loss.
Single site plus single node failures in a grid No interruption to operations or data loss.

Single site plus a node from each remaining site ina  No interruption to operations or data loss.
single grid

Single location failure No interruption to operations or data loss.

Single location failure in each grid DC1 & DC3 Operations will be disrupted until either the failure is
resolved, or the bucket consistency is lowered; each
grid has lost 2 sites

All data still exists at 2 locations

Single location failure in each grid DC1 & DC4 or DC2 No interruption to operations or data loss.
& DC3

Single location failure in each grid DC2 & DC4 No interruption to operations or data loss.

Network isolation of a site Operations will be disrupted for the isolated site but
no data will be lost

No disruption to operations in the remaining sites or
data loss.

Conclusion

Achieving zero Recovery Point Objective (RPO) with StorageGRID is a critical goal for ensuring data durability
and availability in the event of site failures. By leveraging StorageGRID’s robust replication strategies, including
multi-site synchronous replication and multi-grid asynchronous replication, organizations can maintain
uninterrupted client operations and ensure data consistency across multiple locations. The implementation of
Information Lifecycle Management (ILM) policies and the use of metadata-only nodes further enhance the
system’s resilience and performance. With StorageGRID, businesses can confidently manage their data,
knowing that it remains accessible and consistent even in the face of complex failure scenarios. This
comprehensive approach to data management and replication underscores the importance of meticulous
planning and execution in achieving zero RPO and safeguarding valuable information.

Create Cloud Storage Pool for AWS or Google Cloud

You can use a Cloud Storage Pool if you want to move StorageGRID objects to an
external S3 bucket. The external bucket can belong to Amazon S3 (AWS) or Google
Cloud.
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What you’ll need

» StorageGRID 11.6 has been configured.

* You have already set up an external S3 bucket on AWS or Google Cloud.

Steps

1.
2.

In the Grid Manager, navigate to ILM > Storage Pools.

In the Cloud Storage Pools section of the page, select Create.

The Create Cloud Storage Pool pop-up appears.

3. Enter a display name.

7.
8.
9.

Select Amazon S3 from the Provider Type drop-down list.

This provider type works for AWS S3 or Google Cloud.

Enter the URI for the S3 bucket to be used for the Cloud Storage Pool.
Two formats are allowed:

https://host:port

http://host:port

Enter the S3 bucket name.

The name you specify must exactly match the S3 bucket's name; otherwise, Cloud Storage Pool creation
fails. You cannot change this value after the Cloud Storage Pool is saved.

Optionally, enter the Access Key ID and the Secret Access Key.

Select Do Not Verify Certificate from the drop-down.

Click Save.

Expected result

Confirm that a Cloud Storage Pool has been created for Amazon S3 or Google Cloud.

By Jonathan Wong

Create Cloud Storage Pool for Azure Blob Storage

You can use a Cloud Storage Pool if you want to move StorageGRID objects to an
external Azure container.

What you’ll need

» StorageGRID 11.6 has been configured.

* You have already set up an external Azure container.

Steps

1.
2.

In the Grid Manager, navigate to ILM > Storage Pools.

In the Cloud Storage Pools section of the page, select Create.

13
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The Create Cloud Storage Pool pop-up appears.

3. Enter a display name.
4. Select Azure Blob Storage from the Provider Type drop-down list.
5. Enter the URI for the S3 bucket to be used for the Cloud Storage Pool.

Two formats are allowed:
https://host:port
http://host:port

6. Enter the Azure container name.

The name you specify must exactly match the Azure container name; otherwise, Cloud Storage Pool
creation fails. You cannot change this value after the Cloud Storage Pool is saved.
7. Optionally, enter the Azure container’s associated account name and account key for authentication.
8. Select Do Not Verify Certificate from the drop-down.
9. Click Save.

Expected result
Confirm that a Cloud Storage Pool has been created for Azure Blob Storage.

By Jonathan Wong

Use a Cloud Storage Pool for backup

You can create an ILM rule to move objects into a Cloud Storage Pool for backup..

What you’ll need
« StorageGRID 11.6 has been configured.

* You have already set up an external Azure container.

Steps
1. In the Grid Manager, navigate to ILM > Rules > Create.

Enter a description.

Enter a criterion to trigger the rule.

Click Next.

Replicate the object to Storage Nodes.

Add a placement rule.

Replicate the object to the Cloud Storage Pool
Click Next.

Click Save.

© © N o g &~ WD

Expected result
Confirm that the retention diagram shows the objects stored locally in StorageGRID and in a Cloud Storage

14
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Pool for backup.

Confirm that, when the ILM rule is triggered, a copy exists in the Cloud Storage Pool and you can retrieve the
object locally without doing an object restore.

By Jonathan Wong

Configure StorageGRID search integration service

This guide provides detailed instructions for configuring NetApp StorageGRID
search integration service with either Amazon OpenSearch Service or on-premises
Elasticsearch.

Introduction

StorageGRID supports three types of platform services.
» StorageGRID CloudMirror replication. Mirror specific objects from a StorageGRID bucket to a specified
external destination.

* Notifications. Per-bucket event notifications to send notifications about specific actions performed on
objects to a specified external Amazon Simple Notification Service (Amazon SNS).

« Search integration service. Send Simple Storage Service (S3) object metadata to a specified
Elasticsearch index where you can search or analyze the metadata by using the external service.

Platform services are configured by the S3 tenant through the Tenant Manager Ul. For more information, see
Considerations for using platform services.

This document serves as a supplement to the StorageGRID 11.6 Tenant Guide and provides step by step
instructions and examples for the endpoint and bucket configuration for search integration services. The
Amazon Web Services (AWS) or on-premises Elasticsearch setup instructions included here are for basic
testing or demo purposes only.

Audiences should be familiar with Grid Manager, Tenant Manager, and have access to the S3 browser to
perform basic upload (PUT) and download (GET) operations for StorageGRID search integration testing.

Create tenant and enable platform services

1. Create an S3 tenant by using Grid Manager, enter a display name, and select the S3 protocol.

2. On the Permission page, select the Allow Platform Services option. Optionally, select other permissions, if
necessary.
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Create a tenant

(- Enter details Selact permissions
e

Select permissions

Select the permassionas for this lenant account

Miow platform services @

U owm identity source @

Albpw 53 Select @

3. Set up the tenant root user initial password or, if identify federation is enabled on the grid, select which
federated group has root access permission to configure the tenant account.

4. Click Sign In As Root and select Bucket: Create and Manage Buckets.
This takes you to the Tenant Manager page.

5. From Tenant Manager, select My Access Keys to create and download the S3 access key for later testing.

Search integration services with Amazon OpenSearch

Amazon OpenSearch (formerly Elasticsearch) service setup

Use this procedure for a quick and simple setup of the OpenSearch service for testing/demo purposes only. If
you are using on-premises Elasticsearch for search integration services, see the section Search integration
services with on premises Elasticsearch.

@ You must have a valid AWS console login, access key, secret access key, and permission to
subscribe to the OpenSearch service.

1. Create a new domain using the instructions from AWS OpenSearch Service Getting Started, except for the
following:

o Step 4. Domain name: sgdemo
> Step 10. Fine-grained access control: deselect the Enable Fine-Grained Access Control option.

o Step 12. Access policy: select Configure Level Access Policy, select the JSON tab to modify the
access policy by using the following example:

= Replace the highlighted text with your own AWS Identity and Access Management (IAM) ID and
user name.

= Replace the highlighted text (the IP address) with the public IP address of your local computer that
you used to access the AWS console.

= Open a browser tab to https://checkip.amazonaws.com to find your public IP.

16


https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://checkip.amazonaws.com/

"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}



18
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2. Wait 15 to 20 minutes for the domain to become active.

OpenSearch Service

sgdemo .. Delete Actions ¥

General information

sodemo @ Acthve OpenSearch 1.7 |lagest|

3. Click OpenSearch Dashboards URL to open the domain in a new tab to access the dashboard. If you get
an access denied error, verify that the access policy source IP address is correctly set to your computer
public IP to allow access to the domain dashboard.

4. On the dashboard welcome page, select Explore On Your Own. From the menu, go to Management — Dev
Tools

5. Under Dev Tools — Console , enter PUT <index> where you use the index for storing StorageGRID
object metadata. We use the index name 'sgmetadata’ in the following example. Click the small triangle
symbol to execute the PUT command. The expected result displays on the right panel as shown in the
following example screenshot.

> OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

1 PUT sgmetadata D=, 1+
2 "acknowledged” : true,
3 “shards_acknowledged” : true,
4 "index" : "sgmetadata"

6. Verify that the index is visible from Amazon OpenSearch Ul under sgdomain > Indices.
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Platform services endpoint configuration
To configure the platform services endpoints, follow these steps:
1. In Tenant Manager, go to STORAGE(S3) > Platform services endpoints.

2. Click Create Endpoint, enter the following, and then click Continue:

° Display name example aws-opensearch

> The domain endpoint in the example screenshot under Step 2 of the preceding procedure in the URI

field.

o The domain ARN used in Step 2 of the preceding procedure in the URN field and add

/<index>/ doc to the end of ARN.

In this example, URN becomes arn:aws:es:us-east-1:211234567890:domain/sgdemo

/sgmedata/ doc.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearcn

URI @
https://search-sgdemo-/ | -cosi-]e

URN ©

-

$ESIus-east- 1 i 0T 310 sgdemo. sgmetadatal_doc

Cancal
e m

3. To access the Amazon OpenSearch sgdomain, choose Access Key as the authentication type and then
enter the Amazon S3 access key and secret key. To go the next page, click Continue.
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Create endpoint

@ Enterdetalts — Select authentication type @ Verify server

L Ophional L Ophonal

Authentication type @

Select the method used to authenticate connections to the endpoint.

Access Key v

Access key ID @

A A | ||/ ()

Secret access key @

Previous Continue

4. To verify the endpoint, select Use Operating System CA Certificate and Test and Create Endpoint. If

verification is successful, an endpoint screen similar to the following figure displays. If verification fails,

verify that the URN includes /<index>/ doc at the end of the path and the AWS access key and secret
key are correct.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for each pletform service you plan to use

1 endpoint Create endpoint

Display name & Lasterror a Type

s F ume = LN @ ¥
& e e
A5 SEaieh hitps://search-sedermn - ——————— - araws Es us-east-
earc
opensearch L.es.amazonaws.comy/ 1: ik |0 113111/ Sgd @m0 sgmetadata/_doc

Search integration services with on premises Elasticsearch

On premises Elasticsearch setup

This procedure is for a quick setup of on premises Elasticsearch and Kibana using docker for testing purposes
only. If the Elasticsearch and Kibana server already exists, go to Step 5.
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1. Follow this Docker installation procedure to install docker. We use the CentOS Docker install procedure in
this setup.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

o To start docker after reboot, enter the following:

sudo systemctl enable docker

° Set the vm.max map count value to 262144:
sysctl -w vm.max map count=262144
> To keep the setting after reboot, enter the following:
echo 'vm.max map count=262144' >> /etc/sysctl.conf

2. Follow the Elasticsearch Quick start guide self-managed section to install and run the Elasticsearch and
Kibana docker. In this example, we installed version 8.1.

Note down the user name/password and token created by Elasticsearch, you need these to
start the Kibana Ul and StorageGRID platform endpoint authentication.
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. After the Kibana docker container has started, the URL link https://0.0.0.0:5601 displays in the
console. Replace 0.0.0.0 with the server IP address in the URL.

4. Log in to the Kibana Ul by using user name elastic and the password generated by Elastic in the
preceding step.

5. For first time login, on the dashboard welcome page, select Explore On Your Own. From the menu, select

Management > Dev Tools.

6. On the Dev Tools Console screen, enter PUT <index> where you use this index for storing StorageGRID
object metadata. We use the index name sgmetadata in this example. Click the small triangle symbol to

execute the PUT command. The expected result displays on the right panel as shown in the following
example screenshot.

& elastic

= . Dev Tools Console

Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

1 PUT sgmetadata [ 2N 1+ {
2 “"acknowledged” : true,
3 "shards_acknowledged” : true,
4 “index” : “"sgmetadata”

Platform services endpoint configuration

To configure endpoints for platform services, follow these steps:

1. On Tenant Manager, go to STORAGE(S3) > Platform services endpoints
2. Click Create Endpoint, enter the following, and then click Continue:
° Display name example: elasticsearch
° URI: https://<elasticsearch-server-ip or hostname>:9200

° URN: urn:<something>:es:::<some-unique-text>/<index-name>/ doc where the index-
name is the name you used on the Kibana console.
Example: urn:local:es:::sgmd/sgmetadata/ doc
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3.

4.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

Select Basic HTTP as the authentication type, enter the user name elastic and the password generated
by the Elasticsearch installation process. To go to the next page, click Continue.

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — ®

FJ I-(‘.‘.IiD“% m

Select Do Not Verify Certificate and Test and Create Endpoint to verify the endpoint. If verification is




successful, an endpoint screen similar to the following screenshot displays. If the verification fails, verify the
URN, URI, and username/password entries are correct.

Platform services endpoints

A platform services endpoant stores the nformation StorageGRID neads to wse an otomnal rescurce as a target for a plathorm servce (CloucMrmor replicateon, notifications, or seanch integration ). You must

configure an encpoint for each platform service you plen 1o use,

2 el poirits Create endpolnt

@ @ @ $ wme@ = urh @ #
wipa sesrch-sgdemo-Tw22 IhodpelEl 2w 3y Srle Tl us-eoat- LA RS- East
WS- CROnRSean t arch
s amaronanwscomf 1210811800088 domaingsgamo) sgmetad ata,_do
asticcaanch Saarch s L0 1)) umiiocal esssgmd,/sgmatadata_doc

Bucket search integration service configuration

After the platform service endpoint is created, the next step is to configure this service at bucket level to send
object metadata to the defined endpoint whenever an object is created, deleted, or its metadata or tags are
updated.

You can configure search integration by using Tenant Manager to apply a custom
StorageGRID configuration XML to a bucket as follows:

1.
2.

In Tenant Manager, go to STORAGE(S3) > Buckets

Click Create Bucket, enter the bucket name (for example, sgmetadata-test) and accept the default us-
east-1 region.

3. Click Continue > Create Bucket.

To bring up the bucket Overview page, click the bucket name, then select Platform Services.

5. Select the Enable Search Integration dialog box. In the provided XML box, enter the configuration XML

using this syntax.

The highlighted URN must match the platform services endpoint that you defined. You can open another
browser tab to access the Tenant Manager and copy the URN from the defined platform services endpoint.

In this example, we used no prefix, meaning that the metadata for every object in this bucket is sent to the
Elasticsearch endpoint defined previously.
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<MetadataNotificationConfiguration>

<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>

<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>

</Destination>

</Rule>

</MetadataNotificationConfiguration>

6. Use S3 Browser to connect to StorageGRID with the tenant access/secret key, upload test objects to
sgmetadata-test bucket and add tags or custom metadata to objects.

kd 53 Browser 8.5.5 - Free Version (for non-commercial use only) {Adminkstrater) - sgf060-platform-senice - O x

Bccounts  Buckets Files Tool: UpgradetoPro!  Help Mew vertion avalable

l{iﬁlhkw bucket = Path: iZI S B YT A
il sgmetadatatest | | File Size Type LastMadfied Storage Class
ko | %253 K8 | JPG File 31872022 123952 AM | STANDARD
& Lighthouse jpg 4812 KB JPG File IN92022 123952 AM  STANDARD
test] b 45 bytes Text Document 92022123952 AM  STANDARD
| tesiZ bd 35 bytes Text Document WHZ2 123552 AM  STANDARD
| Upload « | | Download s Delete | New Folder |, Refresh 1 Ble (76253 1) selected
e (72 4 L@ i

Tasks (14) Permissions Hip Headers T3gs Propedies Preview Versions Evenilog

URL:  hittps://10.193.204.106; 10445/ sgmetadata-test/Koala. jpg

3 Copy
| Kay Value
date 01-01-2020
owner lestuser
project 1est
type 109
gpadd | JEdi Delote | pafault Tags

&7 Apply changes o Reload

7. Use the Kibana Ul to verify that the object metadata was loaded to sgmetadata’s index.

a. From the menu, select Management > Dev Tools.

b. Paste the sample query to the console panel on the left and click the triangle symbol to execute it.

The query 1 sample result in the following example screenshot shows four records. This matches
number of objects in the bucket.
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GET

sgmetadata/ search

"query": {
"match all": { }

= . Dow Tool Conaole
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The query 2 sample result in the following screenshot shows two records with tag type jpg.
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GET sgmetadata/ search

"query": {
"match": {
"tags.type": {
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Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:
* What are platform services

+ StorageGRID 11.6 Documentation

By Angela Cheng

Node Clone

Node clone considerations and performance.

Node clone considerations

Node clone can be a faster method for replacing existing appliance nodes for a tech refresh, increase capacity,
or increase performance of your StorageGRID system. Node clone can also be useful for converting to node
encryption with a KMS, or changing a storage node from DDP8 to DDP16.

* The used capacity of the source node is not relevant to the time required for the clone process to complete.
Node clone is a full copy of the node including free space in the node.
» The source and destination appliances must be at the same PGE version
* The destination node must always have larger capacity than the source
o Make sure the new destination appliance has a larger drive size than the source

o If the destination appliance has the same size drives and is configured for DDP8, you can configure the
destination for DDP16. If the source is already configured for DDP16 then node clone will not be
possible.

> When going from SG5660 or SG5760 appliances to SG6060 appliances be aware that the SG5x60’s
have 60 capacity drives where the SG6060 only has 58.

» The node clone process requires the source node to be offline to the grid for the duration of the cloning
process. If an additional node goes offline during this time client services may be impacted.

* 11.8 and bellow: A storage node can only be offline for 15 days. If the cloning process estimate is close to
15 days or will exceed 15 days, use the expansion and decommission procedures.

> 11.9: The 15 day limit has been removed.

* For a SG6060 or SG6160 with expansion shelves, you need to add the time for the correct shelf drive size
to the time of the base appliance time to get the full clone duration.

« The number of volumes in a target storage appliance must be greater than or equal to the number of
volumes in the source node. You cannot clone a source node with 16 object store volumes (rangedb) to a
target storage appliance with 12 object store volumes even if the target appliance has larger capacity than
the source node. Most storage appliances have 16 object store volumes, except the SGF6112 storage
appliance that has only 12 object store volumes. For example, you cannot clone from a SG5760 to a
SGF6112.

Node clone Performance estimates

The following tables contain calculated estimates for node clone duration. Conditions vary so, entries in BOLD
may risk exceeding the 15 day limit for a node down.
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Network Interface
speed

10GB
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Any

4TB Drive 8TB Drive 10TB

size
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4TB Drive
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4TB Drive
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2 Day
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Grid site relocation and site-wide network change
procedure

This guide describes the preparation and procedure for StorageGRID site relocation in a
multi-sites Grid. You should have a complete understand of this procedure and plan
ahead to ensure smooth process and minimize interruption to clients.

If you need to change the Grid network of entire Grid, see
Change IP addresses for all nodes in grid.

Considerations before site relocation

* Site move should be completed, and all nodes online within 15 days to avoid Cassandra database rebuild.
Recover Storage Node down more than 15 days

« If any ILM rule in active policy is using strict ingest behavior, consider changing it to balance or dual commit
if customer wants to continue to PUT objects into the Grid during site relocation.

* For storage appliances with 60 drives or more, never move the shelf with disk drives installed. Label each
disk drives and remove them from storage enclosure before pack/move.

» Change StorageGRID appliance Grid network VLAN can be performed remotely over admin network or
client network. Or else plan to be onsite to perform the change before or after the relocation.

» Check if customer application is using HEAD or GET nonexistence object before PUT. If yes, change the
bucket consistency to strong-site to avoid HTTP 500 error. If you are not sure, check S3 overview Grafana
charts Grid manager > Support > Metrics, mouse over the 'Total Completed Request' chart. If there is
very high count of 404 get Object or 404 head object, likely one or more applications are using head or get
nonexistence object. The count is accumulative, mouse over different timeline to see the difference.

200 get_object:
2ad,

0-tme-06 put_bucks

Total Completed Requests

400 list_buckats
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Procedure to change Grid IP address before site relocation

Steps

1. If new Grid network subnet will be used at the new location,
add the subnet to Grid network subnet list

2. Log in to the primary Admin Node, use change-ip to make Grid IP change, must stage the change before
shutdown the node for relocation.

a. Select 2 then 1 for Grid IP change

Editing: Wode IP/subnet and gateway

OUse up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.90/0 as the IP/mask to delete the network from the node

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

LONDON-ADM1 Grid IP/mask [ 10,45.74.14/26 1: 10.45.74.24/2¢6
LONDON-51 Grid IP/mask [ 10.45.74.16/26 ]: 10.45.74.26/26
LONDON-52 Grid IP/mask [ 10.45.74. 17726 ]: 10.45.74.27/26
LONDON-53 Grid IP/mask [ 10.45.74.18/26 1: 10.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]

LONDON-51 Grid Gateway [ 10.45.74.1 ]

LONDON-52 Grid Gateway [ 10.45.74.1 ]

LONDON-53 Grid Gateway [ 10.45.74.1 ]

Site: OXFCRD

OXFCRD-ADM1 Grid IP/mask [ 10.45.75. 14726 ]1:

OXFCRD-51 Grid IP/mask [ 10.45.75.16/26 1:

OXFCRD-52 Grid IP/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IP/mask [ 10.45,75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I10.45.75.1 1:

CXFCRD-51 Grid Gateway [ I, 45,7591 ]:

OXFORD-52 Grid Gateway [ 1. 45.75.1 ]:

OXFORD-53 Grid Gateway [ 1. 45.75.1 ]:

Finished editing. Press Enter Co return to mezu.l

b. select 5 to show changes
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|Site: LONDON

|LDNDDN—ADH1 Grid IF

[ 10.45.74.14/26 ]: 10.45.74.24/2¢
LONDCON-51 Grid IF [ 10.45.74.16/26 ]: 10.45.74.26/2¢6
LONDON-52 Grid IF [ 10.45.74.17/26 ]: 10.45.74.27/2¢
LONDON-53 Grid IF [ 10.45.74.18/26 ]: 10.45.74.28/2¢

FPre=ss Enter to cnntinuel

. select 10 to validate and apply the change.

Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT MHODES to edit

2 EDIT IF/mask and gateway

3: EDIT admin network subnet lists

4 EDIT grid nmetwork subnet list

L SHOW changes

o SHOW full configuration, with changes highlighted
T VALIDATE changes

8: SAVE changes, S0 you can resume later
S CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lDI

. Must select stage in this step.

Validating new networking configuration... L
{Checking for Grid Network IP address swaps...

Applyving these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDCON-52
LONDON-53

The following nodes will also require restarting:
LONDOH-ADM]
LONDON-51
LONDCH-52
LONDON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes {if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stagefcancel] > stagel



e. If primary admin node is included in above change, Enter 'a' to restart primary admin node manually

EP 10.45.74.14 - PuTTY

Validating new networking configuration... F
Checking for Grid Network IP address swaps..

Applying these changes will update the following nodes:

LONDON=-ADM1
LONDCN-51
LONDCN-32
LONDCN-53

The following nodes will also require restarting:

LONDON-RDML
LONDON-51
LONDON-52
LONDCN=53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes: no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file... PASSED.
Running provisioning... PASSED.

Updating nectwork configuration on LONDON-51...
Updating network configuration on LONDOM-52.
Updating nectwork configuration on LONDON-53...
Updating network configuration on LONDOM-ADMIL...

Finished staging network changes. You must manually rescart theése nodes for the changes to take effect:

LONDON-ADML (has IF 10.45.74.1% until restart)
LONDCN-S1 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil restarc)
LONDON-53 (has IP 10.45.74.18 until restarc)

Imporcing bundles...

ol IMPORTANT *
* A new recovery package has been generated as a result of the *

configuration change. Select Maintenance > Recovery Package
in the Grid Manager to download it. o

NHetwork Update Complete. Primary admin restart required. Select 'continue' to restart this node immediately, 'abort' to restart manually.
Enter a to abort, ¢ to continue [afc]>

f. Press enter to return to previous menu and exit from change-ip interface.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immediately, 'abort' to reatart manually.
Encar a to abort, c© to continue [a/c]> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter tO return to the previous m.em;..

3. From Grid Manager, download the new recovery package. Grid manager > Maintenance > Recovery
package

4. If VLAN change is required on StorageGRID appliance, see the section Appliance VLAN change.

5. Shutdown all nodes and/or appliances at the site, label/remove disk drives if necessary, unrack, pack and
move.

6. If you plan to change admin network ip and/or client VLAN and ip address, you can perform the change
after the relocation.

Appliance VLAN change

The procedure below assume you have remote access to StorageGRID appliance’s admin or client network to
perform the change remotely.

Steps

1. Before shutdown the appliance,
place the appliance in maintenance mode.
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2. Using a browser to access the StorageGRID appliance installer GUI using https://<admin-or-client-network-
ip>:8443. Cannot use Grid IP as the new Grid IP already in place once the appliance is boot into
maintenance mode.

3. Change the VLAN for Grid network. If you are accessing the appliance over client network, you cannot
change Client VLAN at this time, you can change it after the move.

4. ssh to the appliance and shutdown the node using 'shutdoown -h now'

5. After the appliances are ready at new site, access to the StorageGRID appliance installer GUI using
https://<grid-network-ip>:8443. Confirm the storage are in optimal state and network connectivity to other
Grid nodes using ping/nmap tools in the GUI.

6. If plan to change client network IP, you can change the client VLAN at this stage. The client network is not
ready until you update the client network ip using change-ip tool in later step.

7. Exit maintenance mode. From the StorageGRID Appliance Installer, select Advanced > Reboot
Controller, and then select Reboot into StorageGRID.

8. After all nodes are up and Grid shows no connectivity issue, use change-ip to update the appliance admin
network and client network if necessary.

Migrating object-based storage from ONTAP S3 to
StorageGRID

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from
ONTAP S3 to StorageGRID

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from ONTAP
S3 to StorageGRID

Migration Demo

This is a demonstration on migrating users and buckets from ONTAP S3 to StorageGRID.

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from
ONTAP S3 to StorageGRID

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from ONTAP
S3 to StorageGRID

Preparing ONTAP

For demonstration purposes we will create an SVM object store server, user, group, group policy and buckets.

Create the Storage Virtual Machine

In ONTAP System Manager, navigate to Storage VM'’s and add a new storage VM.

38


https://<admin-or-client-network-ip>:8443
https://<admin-or-client-network-ip>:8443
https://<grid-network-ip>:8443

= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

Select the "Enable S3" and "Enable TLS" check boxes and configure the HTTP(S) ports. Define the IP, subnet
mask and define the gateway and broadcast domain if not using the default or required in your environment.
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

() SMB/CIFS, NFS, S3  iSCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

As part of the SVM creation a user will be created. Download the S3 keys for this user and close the window.




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

Once the SVM has been created, edit the SVM and add the DNS settings.

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




Define the DNS name and IP.

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

Create SVM S3 User

Now we can configure the S3 users and group. Edit the S3 settings.
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Protocols

NFS

Not configured

NVMe

Not configured

Add a new user.

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

Input the user name and key expiration.

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT

Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

Download the S3 keys for the new user.

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

Key

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

Create SVM S3 group

On the Groups tab of the SVM S3 settings, add a new group with the user created above and FullAccess
permissions.

45



Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

Create SVM S3 buckets

Navigate to the Buckets section and click the "+Add" button.
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs
Tiers

Enter a name, capacity, and deselect the "Enable ListBucket access..." check box. and click on the "More
options" button.




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

In the "More options" section select the enable versioning check box. and click the "Save" button.
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

Repeat the process and create a second bucket without versioning enabled. Enter a name, the same capacity
as bucket one, and deselect the "Enable ListBucket access..." check box. and click on the "Save" button.
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

By Rafael Guedes, and Aron Klein

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from
ONTAP S3 to StorageGRID

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from ONTAP
S3 to StorageGRID

Preparing StorageGRID

Continuing the configuration for this demo we will create a Tenant, user, security group, group policy, and
bucket.

Create the tenant

Navigate to the "Tenants" tab and click on the "create" button
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES
h tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the

TENANTS

Q

™ 7

CONFIGURATION
Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @
MAINTENANCE

SUPPORT

No tenants found

Fill in the details for the tenant providing a tenant name, select S3 for the client type, and no quota is required.

No need to select platform services or allow S3 select. You can choose to use own Identity source if you
choose. Set the root password and click on the finish button.

Click on the tenant name to view the tenant details. You will need the tenant ID later so copy it off.
Click on the Sign in button. This will bring you to the tenant portal login. Save the URL for future use.

Tenants
ew more recent values, select the

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To vie

tenant nam

Name @ 2 Logical spaceused @ % Quota utilization @ % Quota @ = Objectcount @ = Sign in/Copy URL @

0 bytes 0 —’j rl:l

This will bring you to the tenant portal login. Save the URL for future use, and enter the root user credentials.
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C A Notsecure | 192.168.0.80/7a

Q@ LabStatus @ PowerControls @ Accounts

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeese g

Sign in

Create the user

Navigate to the Users tab and create a new user.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A U Sers

My access keys
ew local and federated users. Edit properties and group membership of local users.

Buckets
Platform services endpoints 1 user m

ACCESS MANAGEMENT A

Groups
Users
Username = FullName 3 Denied 3 Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

Now that the new user has been created, click on the users name to open the details of the user.

Copy the user ID from the URL to be used later.
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A Notsecure | hips://192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-3445-3b4465cb523c

@ PowerControls @ Accounts m clusterl-mgmt @ cluster2-mgmt @ Blus XP

etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

To create the S3 keys click on the user name.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users
Buckets

Platform services endpoints 2 users m

ACCESS MANAGEMENT A

Groups.
Users
Username S FullName 32 Denied 3 Type =
Identity federation
Root Local
m L\ user Demo S3 User v Local

Select the "Access keys" tab and click on the "Create Key" button. There is no need to set an expiration time.
Download the S3 keys as they cannot be retrieved again once the window is closed.
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

Create the security group

Now go to the Groups page and create a new group.
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Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

Set the group permissions to Read-Only. This is the Tenant Ul permissions, not the S3 permissions.
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

S3 permissions are controlled with the group policy (IAM Policy). Set the Group policy to custom and paste the
json policy in the box. This policy will allow users of this group to list the buckets of the tenant and perform any
S3 operations in the bucket named "bucket" or sub-folders in the bucket named "bucket".
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

Finally, add the user to the group and finish.
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Create group

@ Choose agrouptype ——— @ Manage permissions - @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

-

Username $ FullName £ Denied $

demo_s3_user Demo S3 User v

Previous Create group

Create two buckets

Navigate to the buckets tab and click on the Create bucket button.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B u C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create |~(kﬂ

ACCESS MANAGEMENT A
Console [4

Groups

Users
Name 3 Region & ObjectCount @ % SpaceUsed @ 3 Date Created %

Identity federation

No buckets found

Create bucket

Define the bucket name and region.
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Create bucket

. M ge object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

On this first bucket enable versioning.

Create bucket

@ Enter details ° hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create iucket

Now create a second bucket without versioning enabled.

60



Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

Do not enable versioning on this second bucket.

Create bucket

@ Enter details a N‘la..nlajg‘e BUJRCL Bt

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

_‘-hc reate bucket

By Rafael Guedes, and Aron Klein
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Enabling enterprise-grade S3 by seamlessly migrating object-based storage from ONTAP
S3 to StorageGRID

Populate the Source Bucket

Lets put some objects in the source ONTAP bucket. We will use S3Browser for this demo but you could use
any tool you are comfortable with.

Using the ONTAP user s3 keys created above, configure S3Browser to connect to your ontap system.
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

[ S3 Compatible Storage -
Choose the storage you want to work with. Default is Amazon S3 Storage

REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGESY7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

< Addndjsccount | (@ Cancel

4 advanced settings..

Now lets upload some files to the versioning enabled bucket.



S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE l‘
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
i t;l ontap-dummy Name Size Type LastModified Storage Class
' (_1 _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[ putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD
é Upload ~ Download Delete @ New Folder ' bf?f«' Refresh
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Now lets create some object versions in the bucket.
Delete a file.
Qf:E‘»u:‘:e:“f_—::ff ersion (for non-commercial use o - Bucket (original an = <% 1‘ %
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 42 Refresh Path:
{;x ontap-dummy Name Size - Type Last Modified Storage Class
{2 bucket E clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
=l clusterl_svm... 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
=l clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[#putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD

%_ Upload ~

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

Task

Size %

Progress

@ Download § Delete @ New Folde

Status

Confirm File Delete

0 Are you sure to delete ‘putty.exe’?

If i: I No
v A

Upload a file that already exists in the bucket to copy the file over itself and create a new version of it.
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QZTE‘N: 6.7 - Free Version (for non-comn

_ - 9% A
53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize v New folder v [H o
» W STANDARD
~ -
& Downloads Name Date modified Type Size W STANDARD
* M . 2 - > £AT 058 ¥ W STANDARD
Documents | | 9141P1_g_image.tgz 3 TGZ File 2,641,058 KB
& Pi 3 . W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt 3 Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 3/23/2024 11 Text Document 1KB
& This PC d =T i m
= . || clusterl_svm_demo_s3_details.bdt 3/23/2024 11:01 PM  Text Document 1KB
) 3D Objects — 5
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
Cloud Storage o 3 nts " p——
- 9 | hotfix-install-11.6.0.14 3 ) 14 File
[ Desktop ;? putty Shortcut
] Documents ¢y s3browser-11-6-7.exe Application
4 Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
v
File name: | hfs.exe V|
==
-y =l (=7
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
&2 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = » - =] b2
Accounts  Buckets Fils Bookmarks Tools UpgradetoPro!  Help
o New bucket ofs Add external bucket £2 Refresh patr:[ /| /28713
] ontap-dummy Name Sze Type LastModified Storage Class
{2 bucket [ clusterl_dem.. 157bytes TextDocument  3/23/202411:2325PM STANDARD
" clusterl_svm.. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
clusterl_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
hfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
%_Uplead« Download Delete @N«raldu ‘ gﬁnmem S fies (11,63 M5) 3nd O Fokiers
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [} copy
Key LastModified ETag Size Storage Class Owner Versionld
[ cluster1_demo_s3_user_s3_user.xt
revision #: 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
[ cluster1_svm_demo_s3_details (1) txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71 eefb 504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
[ cluster1_svm_demo_s3_details tt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe
revision #: 2 (current) 3/23/2024 11:23:36 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAwW.
revision # 1 \r 3/23/2024 11:23:25 PM 9e8557¢98ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLN...
[Eputty.exe -
revision # 2 (deleted) 3/23/2024 112331 PM Unknown (Unknown) NjMzMDAWMC52
revision # 1 3/23/2024 11:2325PM 54¢cb91395cdaad9d47882533¢21fc0ed 83405KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[Fs3browser-11-6-7.exe
revision #: 1 (current) 3/23/2024 11:23:26 PM 2e36b97054782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu.

Establish the replication relationship

Lets start sending data from ONTAP to StorageGRID.

In ONTAP System Manager navigate to "Protection/Overview". Scroll down to "Cloud object stores". and click
the "Add" button and select "StorageGRID".
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

Input the StorageGRID information by providing a name, URL style (for this demo we will use Path-styl URLS).
Set the object store scope to "Storage VM".

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster O Storage VM

USE BY o

O SnapMirror O ONTAP S3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

If you are using SSL, set the load balancer endpoint port and copy in the StorageGRID endpoint certificate




here. otherwise uncheck the SSL box and input the HTTP endpoint port here.

Input the StorageGRID user S3 keys and bucket name from the StorageGRID configuration above for the
destination.

ACCESS KEY

7CT7L1IX5MIOS5091E86TR

SECRET KEY

L T e L T

coNTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ use HTTP proxy

Now that we have a destination target configured, we can configure the policy settings for the target. Expand
"Local policy settings" and select "continuous".

Pl ONTAP System Manager Search actions, objects, and pages

Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.
INSIGHTS

STORAGE
NETWORK
EVENTS & JOBS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION
~ Local policy settings @
Relationships

HOSTS

Protection policies = Snapshot policies = Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh.

A0,5,10,15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
ALS minutes past the hour, every hour 3 Schedules hour, every hour

No schedules 3 Schedules AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day
No schedules At02:15 AM, 10:15 AM and 06:15 PM, every day

oo AL, 10,203 4 and 5 it st e o, vy b

Edit the continuous policy and change the "Recovery point objective" from "1 Hours" to "3 Seconds".




Policies protect

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

Now we can configure snapmirror to replicate the bucket.

snapmirror create -source-path sv_demo: /bucket/bucket -destination-path sgws_demo: /objstore -policy
Continuous

@ clusterl-mgmt

The bucket will now show a cloud symbol in the bucket list under protection.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100 Gi8 100 Gi8

If we select the bucket and go to the "SnapMirror (ONTAP or Cloud)" tab we will see the snapmirror
repationship status.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore

© Healthy © Mirrored

The replication details

We now have a successfully replicating bucket from ONTAP to StorageGRID. But what is actually replicating?

Our source and destination are both versioned buckets. Do the previous versions also replicate to the

destination? If we look at our StorageGRID bucket with S3Browser we see that the existing versions did not
replicate and our deleted object does not exist, nor does a delete marker for that object. Our duplicated object

only has 1 version in the StorageGRID bucket.

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp]

Accounts  Buckets Files Bookmarks Tools UpgradetoProl  Help
& New bucket & Add extemal bucket 2 Refresh path:[ /| v
bucket Name Size Type LastModified Storage Class
i sg-dummy clusterl_dem.. 157 bytes Text Document 3/24/2024 121353 AM  STANDARD
cluster]_svm.. 211 bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
W 207MB 3/24/2024 121353 AM | STANDARD
Ws3brdaser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
Upload ~ Download Delet 1| New Folder ., Refresh
ploa g Download | gp Delete [ 2] NewFolder |, Refre
Tasks(1) Permissions Headers Tags Properiies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe
Key LastModified ETag Size Storage Class Owner Version Id
[ihfs.exe
revision #: 1 (current) 3242024 121353 AM "9e8557698ed1269372face91d63477" 207MB STANDARD tenant_demo (27041610751..  NjUSRDRCNDIRT

In our ONTAP bucket, lets add a new version to our same object that we used previously and see how it
replicates.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - Bucks i and p

- - : - 8 x
=
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add extemal bucket £ Refresh path [ / | ®* /20703
] ontap-dummy Name Size Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
7 cluster_svm.. 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD
4 Uplosd - ownload Delete L‘@Nm Folder |, Refresh O ALl w0 ey

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

[ copy
Key LastModified ETag Size Storage Class Owner Version Id
cluster1_demo_s3_user_s3_usertxt
revision # 1 (current) 323/2024 112325 PM acfc9543e97e13678b2b6ed6a60e b 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL
cluster1_svm_demo_s3_details (1)t
revision #: 1 (current) 3/23/2024 11:2325PM 407753b646abcfef19fde71eefbSf04 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAwW.
cluster1_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:2325PM 17d20651856f480a587af39feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[Whfs.exe
revision # 3 curent)
revision|, ;2 323/2024 112336 PM 9e8557698ed1269372M0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAW.
revision # 1 3/23/2024 11:2325PM 968557698ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn
[putty.exe
revision # 1 (current) 3/23/2024 11:2325PM 54cb91395cdaad9d47882533c21fc0e9 83405KB STANDARD Unknown (Unknown) NZE2NZEyMDAWL
[¥]s3browser-11-6-7.exe
revision # 1 (current) 31232024 11:2326 PM 2e361b9705/4782062d6937c508210-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu
If we look on the StorageGRID side we see that a new version has been created in this bucket too, but is
() 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp) ® i - a
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help
o New bucket s Add external bucket 2 Refresh path: [/ | w /08
- bucket Name sze Type LastModified Storage Class
£ sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353AM  STANDARD
I clusterl_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
7 cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[Eputy.exe 83405KB Application 3/24/2024 121428 AM  STANDARD
his.exe 207MB Application 3/24/2024 121456 AM  STANDARD
T s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Upload + | g Download | g Delte 5 NewFolder ||, Refresh LEe202E)
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[hfs.exe i
3/24/2024 12.14:56 AM *928557e98ed1269372f0ace9 1k LTAM 207MB STANDARD tenant_demo (27041610751.. OEMR]Y4NDgIRT.
revision # 1 3/24/2024 121353 AM B N 63477 |207MB______________|STANDARD tenant_demo (27041610751... | NjUSRDhCNDIRT.

This is because the ONTAP SnapMirror S3 process only replicates the current version of the object. This is
why we created a versioned bucket on the StorageGRID side to be the destination. This way StorageGRID can
maintain a version history of the objects.

By Rafael Guedes, and Aron Klein

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from
ONTAP S3 to StorageGRID

Enabling enterprise-grade S3 by seamlessly migrating object-based storage from ONTAP
S3 to StorageGRID
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Migrate S3 Keys

For a migration, most of the time you will want to migrate the credentials for the users rather than generate new
credentials on the destination side. StorageGRID provides api’s to allow s3 keys to be imported to a user.

Logging into the StorageGRID management Ul (not the tenant manager Ul) open the APl Documentation
swagger page.

Q @~ ARotv

= NI NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

wews @ Dashboard SR

[
About
Health @ Available Storage @

TENANTS

M Overall sl

CONFIGURATION

MAINTENANCE

Expand the "accounts" section, select the "POST /grid/account-enable-s3-key-import", click the "Try it out"
button, then click on the execute button.

accounts Operations on accounts

o ¢-enable-s3-Key-import ENAbIES the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;a0 fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

Now scroll down still under "accounts" to "POST /grid/accounts/{id}/users/{user_id}/s3-access-keys"

Here is where we are going to input the tenant ID and user account ID we collected earlier. fill in the fields and
the keys from our ONTAP user in the json box. you can set the expiration of the keys, or remove the ",
"expires": 123456789" and click on execute.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
‘d * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reavired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

{

“accessKey": "3TVPI142)GE3Y7FV2K(CO",

“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

Once you have completed all of your user key imports you should disable the key import function in "accounts"

"POST /grid/account-disable-s3-key-import"

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node.

Parameters

No parameters

&

Caﬁ,}el

Responses Response content type I application/json

~ l

If we look at the user account in the tenant manager Ul, we can see the new key has been added.

73



Users > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD S Expirationtime $

--------------- 86TR None

................ m None

The final cut-over

If the intention is to have a perpetually replicating bucket from ONTAP to StorageGRID, you can end here. If
this is a migration from ONTAP S3 to StorageGRID, then its time to put an end to it and cut over.

Inside ONTAP system manager, edit the S3 group and set it to "ReadOnlyAccess". This will prevent the users
from writing to the ONTAP S3 bucket anymore.

74



Edit group

NAME
demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

All that is left to do is configure DNS to point from the ONTAP cluster to the StorageGRID endpoint. Make sure

your endpoint certificate is correct and if you need virtual hosted style requests then add the endpoint domain
names in storageGRID
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,
s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

Your clients will either need to wait for the TTL to expire, or flush DNS to resolve to the new system so you can
test that everything is working. All that is left is to clean up the initial temporary S3 keys we used to test the

StorageGRID data access (NOT the imported keys), remove the snapmirror relationships, and remove the
ONTAP data.

By Rafael Guedes, and Aron Klein
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