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Product feature guides

Create Cloud Storage Pool for AWS or Google Cloud

You can use a Cloud Storage Pool if you want to move StorageGRID objects to an

external S3 bucket. The external bucket can belong to Amazon S3 (AWS) or Google

Cloud.

What you’ll need

• StorageGRID 11.6 has been configured.

• You have already set up an external S3 bucket on AWS or Google Cloud.

Steps

1. In the Grid Manager, navigate to ILM > Storage Pools.

2. In the Cloud Storage Pools section of the page, select Create.

The Create Cloud Storage Pool pop-up appears.

3. Enter a display name.

4. Select Amazon S3 from the Provider Type drop-down list.

This provider type works for AWS S3 or Google Cloud.

5. Enter the URI for the S3 bucket to be used for the Cloud Storage Pool.

Two formats are allowed:

https://host:port

http://host:port

6. Enter the S3 bucket name.

The name you specify must exactly match the S3 bucket’s name; otherwise, Cloud Storage Pool creation

fails. You cannot change this value after the Cloud Storage Pool is saved.

7. Optionally, enter the Access Key ID and the Secret Access Key.

8. Select Do Not Verify Certificate from the drop-down.

9. Click Save.

Expected result

Confirm that a Cloud Storage Pool has been created for Amazon S3 or Google Cloud.

By Jonathan Wong

Create Cloud Storage Pool for Azure Blob Storage

You can use a Cloud Storage Pool if you want to move StorageGRID objects to an

external Azure container.
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What you’ll need

• StorageGRID 11.6 has been configured.

• You have already set up an external Azure container.

Steps

1. In the Grid Manager, navigate to ILM > Storage Pools.

2. In the Cloud Storage Pools section of the page, select Create.

The Create Cloud Storage Pool pop-up appears.

3. Enter a display name.

4. Select Azure Blob Storage from the Provider Type drop-down list.

5. Enter the URI for the S3 bucket to be used for the Cloud Storage Pool.

Two formats are allowed:

https://host:port

http://host:port

6. Enter the Azure container name.

The name you specify must exactly match the Azure container name; otherwise, Cloud Storage Pool

creation fails. You cannot change this value after the Cloud Storage Pool is saved.

7. Optionally, enter the Azure container’s associated account name and account key for authentication.

8. Select Do Not Verify Certificate from the drop-down.

9. Click Save.

Expected result

Confirm that a Cloud Storage Pool has been created for Azure Blob Storage.

By Jonathan Wong

Use a Cloud Storage Pool for backup

You can create an ILM rule to move objects into a Cloud Storage Pool for backup..

What you’ll need

• StorageGRID 11.6 has been configured.

• You have already set up an external Azure container.

Steps

1. In the Grid Manager, navigate to ILM > Rules > Create.

2. Enter a description.

3. Enter a criterion to trigger the rule.

4. Click Next.
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5. Replicate the object to Storage Nodes.

6. Add a placement rule.

7. Replicate the object to the Cloud Storage Pool

8. Click Next.

9. Click Save.

Expected result

Confirm that the retention diagram shows the objects stored locally in StorageGRID and in a Cloud Storage

Pool for backup.

Confirm that, when the ILM rule is triggered, a copy exists in the Cloud Storage Pool and you can retrieve the

object locally without doing an object restore.

By Jonathan Wong

Configure StorageGRID search integration service

This guide provides detailed instructions for configuring NetApp StorageGRID

11.6 search integration service with either Amazon OpenSearch Service or on-premises

Elasticsearch.

Introduction

StorageGRID supports three types of platform services.

• StorageGRID CloudMirror replication. Mirror specific objects from a StorageGRID bucket to a specified

external destination.

• Notifications. Per-bucket event notifications to send notifications about specific actions performed on

objects to a specified external Amazon Simple Notification Service (Amazon SNS).

• Search integration service. Send Simple Storage Service (S3) object metadata to a specified

Elasticsearch index where you can search or analyze the metadata by using the external service.

Platform services are configured by the S3 tenant through the Tenant Manager UI. For more information, see

Considerations for using platform services.

This document serves as a supplement to the StorageGRID 11.6 Tenant Guide and provides step by step

instructions and examples for the endpoint and bucket configuration for search integration services. The

Amazon Web Services (AWS) or on-premises Elasticsearch setup instructions included here are for basic

testing or demo purposes only.

Audiences should be familiar with Grid Manager, Tenant Manager, and have access to the S3 browser to

perform basic upload (PUT) and download (GET) operations for StorageGRID search integration testing.

Create tenant and enable platform services

1. Create an S3 tenant by using Grid Manager, enter a display name, and select the S3 protocol.

2. On the Permission page, select the Allow Platform Services option. Optionally, select other permissions, if

necessary.
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3. Set up the tenant root user initial password or, if identify federation is enabled on the grid, select which

federated group has root access permission to configure the tenant account.

4. Click Sign In As Root and select Bucket: Create and Manage Buckets.

This takes you to the Tenant Manager page.

5. From Tenant Manager, select My Access Keys to create and download the S3 access key for later testing.

Search integration services with Amazon OpenSearch

Amazon OpenSearch (formerly Elasticsearch) service setup

Use this procedure for a quick and simple setup of the OpenSearch service for testing/demo purposes only. If

you are using on-premises Elasticsearch for search integration services, see the section Search integration

services with on premises Elasticsearch.

You must have a valid AWS console login, access key, secret access key, and permission to

subscribe to the OpenSearch service.

1. Create a new domain using the instructions from AWS OpenSearch Service Getting Started, except for the

following:

◦ Step 4. Domain name: sgdemo

◦ Step 10. Fine-grained access control: deselect the Enable Fine-Grained Access Control option.

◦ Step 12. Access policy: select Configure Level Access Policy, select the JSON tab to modify the

access policy by using the following example:

▪ Replace the highlighted text with your own AWS Identity and Access Management (IAM) ID and

user name.

▪ Replace the highlighted text (the IP address) with the public IP address of your local computer that

you used to access the AWS console.

▪ Open a browser tab to https://checkip.amazonaws.com to find your public IP.
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{

    "Version": "2012-10-17",

    "Statement": [

        {

        "Effect": "Allow",

        "Principal":

        {"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},

        "Action": "es:*",

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        },

        {

        "Effect": "Allow",

        "Principal": {"AWS": "*"},

        "Action": [

        "es:ESHttp*"

                ],

        "Condition": {

            "IpAddress": {

                "aws:SourceIp": [ "nnn.nnn.nn.n/nn"

                    ]

                }

        },

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        }

    ]

}
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2. Wait 15 to 20 minutes for the domain to become active.

3. Click OpenSearch Dashboards URL to open the domain in a new tab to access the dashboard. If you get

an access denied error, verify that the access policy source IP address is correctly set to your computer

public IP to allow access to the domain dashboard.

4. On the dashboard welcome page, select Explore On Your Own. From the menu, go to Management → Dev

Tools

5. Under Dev Tools → Console , enter PUT <index> where you use the index for storing StorageGRID

object metadata. We use the index name 'sgmetadata' in the following example. Click the small triangle

symbol to execute the PUT command. The expected result displays on the right panel as shown in the

following example screenshot.

6. Verify that the index is visible from Amazon OpenSearch UI under sgdomain > Indices.
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Platform services endpoint configuration

To configure the platform services endpoints, follow these steps:

1. In Tenant Manager, go to STORAGE(S3) > Platform services endpoints.

2. Click Create Endpoint, enter the following, and then click Continue:

◦ Display name example aws-opensearch

◦ The domain endpoint in the example screenshot under Step 2 of the preceding procedure in the URI

field.

◦ The domain ARN used in Step 2 of the preceding procedure in the URN field and add

/<index>/_doc to the end of ARN.

In this example, URN becomes arn:aws:es:us-east-1:211234567890:domain/sgdemo

/sgmedata/_doc.
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3. To access the Amazon OpenSearch sgdomain, choose Access Key as the authentication type and then

enter the Amazon S3 access key and secret key. To go the next page, click Continue.
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4. To verify the endpoint, select Use Operating System CA Certificate and Test and Create Endpoint. If

verification is successful, an endpoint screen similar to the following figure displays. If verification fails,

verify that the URN includes /<index>/_doc at the end of the path and the AWS access key and secret

key are correct.

Search integration services with on premises Elasticsearch

On premises Elasticsearch setup

This procedure is for a quick setup of on premises Elasticsearch and Kibana using docker for testing purposes

only. If the Elasticsearch and Kibana server already exists, go to Step 5.
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1. Follow this Docker installation procedure to install docker. We use the CentOS Docker install procedure in

this setup.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo

https://download.docker.com/linux/centos/docker-ce.repo

sudo yum install docker-ce docker-ce-cli containerd.io

sudo systemctl start docker

◦ To start docker after reboot, enter the following:

sudo systemctl enable docker

◦ Set the vm.max_map_count value to 262144:

sysctl -w vm.max_map_count=262144

◦ To keep the setting after reboot, enter the following:

echo 'vm.max_map_count=262144' >> /etc/sysctl.conf

2. Follow the Elasticsearch Quick start guide self-managed section to install and run the Elasticsearch and

Kibana docker. In this example, we installed version 8.1.

Note down the user name/password and token created by Elasticsearch, you need these to

start the Kibana UI and StorageGRID platform endpoint authentication.
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3. After the Kibana docker container has started, the URL link https://0.0.0.0:5601 displays in the

console. Replace 0.0.0.0 with the server IP address in the URL.

4. Log in to the Kibana UI by using user name elastic and the password generated by Elastic in the

preceding step.

5. For first time login, on the dashboard welcome page, select Explore On Your Own. From the menu, select

Management > Dev Tools.

6. On the Dev Tools Console screen, enter PUT <index> where you use this index for storing StorageGRID

object metadata. We use the index name sgmetadata in this example. Click the small triangle symbol to

execute the PUT command. The expected result displays on the right panel as shown in the following

example screenshot.

Platform services endpoint configuration

To configure endpoints for platform services, follow these steps:

1. On Tenant Manager, go to STORAGE(S3) > Platform services endpoints

2. Click Create Endpoint, enter the following, and then click Continue:

◦ Display name example: elasticsearch

◦ URI: https://<elasticsearch-server-ip or hostname>:9200

◦ URN: urn:<something>:es:::<some-unique-text>/<index-name>/_doc where the index-

name is the name you used on the Kibana console.

Example: urn:local:es:::sgmd/sgmetadata/_doc
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3. Select Basic HTTP as the authentication type, enter the user name elastic and the password generated

by the Elasticsearch installation process. To go to the next page, click Continue.

4. Select Do Not Verify Certificate and Test and Create Endpoint to verify the endpoint. If verification is
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successful, an endpoint screen similar to the following screenshot displays. If the verification fails, verify the

URN, URI, and username/password entries are correct.

Bucket search integration service configuration

After the platform service endpoint is created, the next step is to configure this service at bucket level to send

object metadata to the defined endpoint whenever an object is created, deleted, or its metadata or tags are

updated.

You can configure search integration by using Tenant Manager to apply a custom

StorageGRID configuration XML to a bucket as follows:

1. In Tenant Manager, go to STORAGE(S3) > Buckets

2. Click Create Bucket, enter the bucket name (for example, sgmetadata-test) and accept the default us-

east-1 region.

3. Click Continue > Create Bucket.

4. To bring up the bucket Overview page, click the bucket name, then select Platform Services.

5. Select the Enable Search Integration dialog box. In the provided XML box, enter the configuration XML

using this syntax.

The highlighted URN must match the platform services endpoint that you defined. You can open another

browser tab to access the Tenant Manager and copy the URN from the defined platform services endpoint.

In this example, we used no prefix, meaning that the metadata for every object in this bucket is sent to the

Elasticsearch endpoint defined previously.
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<MetadataNotificationConfiguration>

    <Rule>

        <ID>Rule-1</ID>

        <Status>Enabled</Status>

        <Prefix></Prefix>

        <Destination>

            <Urn> urn:local:es:::sgmd/sgmetadata/_doc</Urn>

        </Destination>

    </Rule>

</MetadataNotificationConfiguration>

6. Use S3 Browser to connect to StorageGRID with the tenant access/secret key, upload test objects to

sgmetadata-test bucket and add tags or custom metadata to objects.

7. Use the Kibana UI to verify that the object metadata was loaded to sgmetadata’s index.

a. From the menu, select Management > Dev Tools.

b. Paste the sample query to the console panel on the left and click the triangle symbol to execute it.

The query 1 sample result in the following example screenshot shows four records. This matches

number of objects in the bucket.
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GET sgmetadata/_search

{

    "query": {

        "match_all": { }

}

}

The query 2 sample result in the following screenshot shows two records with tag type jpg.
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GET sgmetadata/_search

{

    "query": {

        "match": {

            "tags.type": {

                "query" : "jpg" }

                }

            }

}
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Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or

websites:

• What are platform services

• StorageGRID 11.6 Documentation

By Angela Cheng

Node Clone

Node clone considerations and performance.

Node clone considerations

Node clone can be a faster method for replacing existing appliance nodes for a tech refresh, increase capacity,

or increase performance of your StorageGRID system. Node clone can also be useful for converting to node

encryption with a KMS, or changing a storage node from DDP8 to DDP16.

• The used capacity of the source node is not relevant to the time required for the clone process to complete.

Node clone is a full copy of the node including free space in the node.

• The source and destination appliances must be at the same PGE version

• The destination node must always have larger capacity than the source

◦ Make sure the new destination appliance has a larger drive size than the source

◦ If the destination appliance has the same size drives and is configured for DDP8, you can configure the

destination for DDP16. If the source is already configured for DDP16 then node clone will not be

possible.

◦ When going from SG5660 or SG5760 appliances to SG6060 appliances be aware that the SG5x60’s

have 60 capacity drives where the SG6060 only has 58.

• The node clone process requires the source node to be offline to the grid for the duration of the cloning

process. If an additional node goes offline during this time client services may be impacted.

• A storage node can only be offline for 15 days. If the cloning process estimate is close to 15 days or will

exceed 15 days, use the expansion and decommission procedures.

• For a SG6060 with expansion shelves, you need to add the time for the correct shelf drive size to the time

of the base appliance time to get the full clone duration.

Node clone Performance estimates

The following tables contain calculated estimates for node clone duration. Conditions vary so, entries in BOLD

may risk exceeding the 15 day limit for a node down.

DDP8

SG5612 → Any
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Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 1 Day 2 Days 2.5 Days 3 Days 4 Days 4.5 Days

25GB 1 Day 2 Days 2.5 Days 3 Days 4 Days 4.5 Days

SG5712 → Any

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 1 Day 2 Days 2.5 Days 3 Days 4 Days 4.5 Days

25GB 1 Day 2 Days 2.5 Days 3 Days 4 Days 4.5 Days

SG5660 → SG5760

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 3 Day 6 Days 7 Days 8.5 Days 11.5 Days 13 Days

25GB 3 Day 6 Days 7 Days 8.5 Days 11.5 Days 13 Days

SG5660 → SG6060

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 2.5 Day 4.5 Days 5.5 Days 6.5 Days 9 Days 10 Days

25GB 2 Day 4 Days 5 Days 6 Days 8 Days 9 Days

SG5760 → SG5760

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 3 Day 6 Days 7 Days 8.5 Days 11.5 Days 13 Days

25GB 3 Day 6 Days 7 Days 8.5 Days 11.5 Days 13 Days

SG5760 → SG6060
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Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 2.5 Day 4.5 Days 5.5 Days 6.5 Days 9 Days 10 Days

25GB 1.5 Day 3 Days 3.5 Days 4.5 Days 6 Days 6.5 Days

SG6060 → SG6060

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 2.5 Day 4.5 Days 5.5 Days 6.5 Days 8.5 Days 9.5 Days

25GB 1.5 Day 3 Days 3.5 Days 4 Days 5.5 Days 6 Days

DDP16

SG5760 → SG5760

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 3.5 Day 6.5 Days 8 Days 9.5 Days 12.5 Days 14 Days

25GB 3.5 Day 6.5 Days 8 Days 9.5 Days 12.5 Days 14 Days

SG5760 → SG6060

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 2.5 Day 5 Days 6 Days 7.5 Days 10 Days 11 Days

25GB 2 Day 3.5 Days 4 Days 5 Days 6.5 Days 7 Days

SG6060 → SG6060

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 3.5 Day 5 Days 6 Days 7 Days 9.5 Days 10.5 Days

25GB 2 Day 3 Days 4 Days 4.5 Days 6 Days 7 Days
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Expansion shelf (add to above SG6060 for each shelf on source appliance)

Network Interface speed 4TB Drive

size

8TB Drive

size

10TB Drive

size

12TB Drive

size

16TB Drive

size

18TB Drive

size

10GB 3.5 Day 5 Days 6 Days 7 Days 9.5 Days 10.5 Days

25GB 2 Day 3 Days 4 Days 4.5 Days 6 Days 7 Days

By Aron Klein

How to use port remap

You may have a need to remap an incoming or outbound port for multiple reasons. You

may be moving from the legacy CLB load balancer service to the current nginx service

load balancer endpoint and maintain the same port to reduce the impact to clients, wish

to use port 443 for client S3 on an admin node client network, or for firewall restrictions.

Migrate S3 clients from CLB to NGINX with Port ReMap

In releases earlier than StorageGRID 11.3, the included Load Balancer service on the Gateway Nodes is the

Connection Load Balancer (CLB). In StorageGRID 11.3, NetApp introduces the NGINX service as a feature

rich integrated solution for load balancing HTTP(s) traffic. Because the CLB service remains available in the

current release of StorageGRID, you cannot reuse port 8082 in the new load balancer endpoint configuration.

To work around this, the 8082 inbound port is remapped to 10443. This makes all HTTPS requests coming into

port 8082 on the gateway redirect to port 10443, bypassing the CLB service and instead connecting to the

NGINX service. Although the following instructions are for VMware, the PORT_REMAP functionality exists for

all installation methods, and you can use a similar process for bare metal deployments and appliances.

VMware virtual machine Gateway Node deployment

The following steps are for a StorageGRID deployment where the Gateway Node or Nodes are deployed in

VMware vSphere 7 as VMs using the StorageGRID Open Virtualization Format (OVF). The process entails

destructively removing the VM and redeploying the VM with the same name and configuration. Before you

power on the VM, change the vAPP property to remap the port, then power on the VM and follow the node

recovery process.

Prerequisites

• You are running StorageGRID 11.3 or later

• You have downloaded and have access to the installed StorageGRID version VMware install files.

• You have a vCenter account with permissions to power on/off VMs, change the settings of the VMs and

vApps, remove VMs from vCenter, and deploy VMs by OVF.

• You have created a load balancer endpoint

◦ The port is configured to the desired redirect port

◦ The endpoint SSL certificate is the same as installed for the CLB service in the Configuration/Server

Certificates/ Object Storage API Service Endpoints Server Certificate or the client is able to accept a

change in certificate.
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If your existing certificate is self-signed, you cannot reuse it

in the new endpoint. You must generate a new self-signed

certificate when creating the endpoint and configure the clients

to accept the new certificate.

Destroy the first Gateway Node

To destroy the first Gateway Node, follow these steps:

1. Choose the Gateway Node to start with if the grid contains more than one.

2. Remove the node IPs from all DNS round-robin entities or load balancer pools, if applicable.

3. Wait for Time-to-Live (TTL) and open sessions to expire.

4. Power off the VM node.

5. Remove the VM node from the disk.

Deploy the replacement Gateway Node

To deploy the replacement Gateway Node, follow these steps:

1. Deploy the new VM from OVF, selecting the .ovf, .mf, and .vmdk files from the install package downloaded

from the support site:

◦ vsphere-gateway.mf

◦ vsphere-gateway.ovf

◦ NetApp-SG-11.4.0-20200721.1338.d3969b3.vmdk

2. After the VM has been deployed, select it from the list of VMs, select the Configure tab vApp Options.

3. Scroll down to the Properties section and select the PORT_REMAP_INBOUND property
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4. Scroll to the top of the Properties list and click Edit

5. Select the Type tab, confirm that the User Configurable checkbox is selected, and then click Save.
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6. At the top of the Properties list, with the “PORT_REMAP_INBOUND” property still selected, click Set Value.

7. In the Property Value field, enter the network (grid, admin, or client), TCP, the original port (8082), and the

new port (10443) with “/” in between each value as depicted following.

8. If you are using multiple networks, use a comma (,) to separate the network strings, for example,

grid/tcp/8082/10443,admin/tcp/8082/10443,client/tcp/8082/10443

Recover the Gateway Node

To recover the Gateway Node, follow these steps:

1. Navigate to the Maintenance/Recovery section of the Grid Management UI.
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2. Power on the VM node and wait for the node to appear in the Maintenance/Recovery Pending Nodes

section of the Grid Management UI.

For information and directions for node recovery, see the

https://docs.netapp.com/sgws-114/topic/com.netapp.doc.sg-

maint/GUID-7E22B1B9-4169-4800-8727-75F25FC0FFB1.html[Recovery

and Maintenance guide]

3. After the node has been recovered, the IP can be included in all DNS round-robin entities, or load balancer

pools, if applicable.

Now, any HTTPS sessions on port 8082 go to port 10443

Remap port 443 for client S3 access on an Admin node

The default configuration in the StorageGRID system for an admin node, or HA group containing an Admin

node is for port 443 and 80 to be reserved for the management and tenant manager UI’s and cannot be used

for load balancer endpoints. The solution to this is to use the port remap feature and redirect inbound port 443

to a new port that will be configured as a load balancer endpoint. Once this completed Client S3 traffic will be

able to use port 443, the Grid management UI will only be accessible through port 8443, and the Tenant

management UI will only be accessible on port 9443. The remap port feature can only be configured at install

time of the node. In order to implement a port remap of an active node in the grid, it must be reset to the pre-

installed state. This is a destructive procedure that includes a node recovery once the configuration change

has been made.

Backup logs and databases

Admin nodes contain audit logs, prometheus metrics, as well as historical information about attributes, alarms,

and alerts. Having multiple admin nodes means you have multiple copies of this data. If you do not have

multiple admin nodes in your grid, you should make sure to preserve this data to restore after the node has

been recovered in the end of this process. If you have another admin node in your grid, you can copy the data

from that node during the recovery process. If you do not have another admin node in the grid you can follow

these instructions to copy the data before destroying the node.

Copy audit logs

1. Log in to the Admin Node:

a. Enter the following command: ssh admin@grid_node_IP

26



b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.

When you are logged in as root, the prompt changes from `$` to `#`.

2. Create the directory to copy all audit log files to a temporary location on a separate grid node lets use

storage_node_01:

a. ssh admin@storage_node_01_IP

b. mkdir -p /var/local/tmp/saved-audit-logs

3. Back on the admin node, stop the AMS service to prevent it from creating a new log file: service ams

stop

4. Rename the audit.log file so that it does not overwrite the existing file when you copy it to the recovered

Admin Node.

a. Rename audit.log to a unique numbered file name such as yyyy-mm-dd.txt.1. For example, you can

rename the audit log file to 2015-10-25.txt.1

cd /var/local/audit/export

ls -l

mv audit.log 2015-10-25.txt.1

5. Restart the AMS service: service ams start

6. Copy all audit log files: scp * admin@storage_node_01_IP:/var/local/tmp/saved-audit-

logs

Copy Prometheus data

Copying the Prometheus database might take an hour or more. Some Grid Manager features

will be unavailable while services are stopped on the Admin Node.

1. Create the directory to copy the prometheus data to a temporary location on a separate grid node, again

we will user storage_node_01:

a. Log in to the storage node:

i. Enter the following command: ssh admin@storage_node_01_IP

ii. Enter the password listed in the Passwords.txt file.

iii. mkdir -p /var/local/tmp/prometheus`

2. Log in to the Admin Node:

a. Enter the following command: ssh admin@admin_node_IP
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b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.

When you are logged in as root, the prompt changes from `$` to `#`.

3. From the Admin Node, stop the Prometheus service: service prometheus stop

a. Copy the Prometheus database from the source Admin Node to the storage node backup location

Node: /rsync -azh --stats "/var/local/mysql_ibdata/prometheus/data"

"storage_node_01_IP:/var/local/tmp/prometheus/"

4. Restart the Prometheus service on the source Admin Node.service prometheus start

Backup historical information

The historical information is stored in a mysql database. In order to dump a copy of the database you will need

the user and password from NetApp. If you have another admin node in the grid, this step is not necessary and

the database can be cloned from a remaining admin node during the recovery process.

1. Log in to the Admin Node:

a. Enter the following command: ssh admin@admin_node_IP

b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.

When you are logged in as root, the prompt changes from `$` to `#`.

2. Stop StorageGRID services on Admin Node and startup ntp and mysql

a. Stop all services: service servermanager stop

b. restart ntp service: service ntp start

..restart mysql service: service mysql start

3. Dump mi database to /var/local/tmp

a. enter the following command: mysqldump –u username –p password mi >

/var/local/tmp/mysql-mi.sql

4. Copy the mysql dump file to an alternate node, we will use storage_node_01:

scp /var/local/tmp/mysql-mi.sql _storage_node_01_IP:/var/local/tmp/mysql-mi.sql
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a. When you no longer require passwordless access to other servers, remove the private key from the

SSH agent. Enter: ssh-add -D

Rebuild the Admin node

Now that you have a backup copy of all desired data and logs either on another admin node in the grid or

stored in a temporary location it is time to reset the appliance so the port remap can be configured.

1. Resetting an appliance returns it to the pre-installed state where it only retains the host name, IP’s and

network configurations. All data will be lost which is why we made sure to have a backup of any important

information.

a. enter the following command: sgareinstall

root@sg100-01:~ # sgareinstall

WARNING: All StorageGRID Webscale services on this node will be shut

down.

WARNING: Data stored on this node may be lost.

WARNING: You will have to reinstall StorageGRID Webscale to this

node.

After running this command and waiting a few minutes for the node to

reboot,

browse to one of the following URLs to reinstall StorageGRID Webscale

on

this node:

    https://10.193.174.192:8443

    https://10.193.204.192:8443

    https://169.254.0.1:8443

Are you sure you want to continue (y/n)? y

Renaming SG installation flag file.

Initiating a reboot to trigger the StorageGRID Webscale appliance

installation wizard.

2. After some time has passed the appliance will reboot and you will be able to access the node PGE UI.

3. Browse to the Configure Networking
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4. Select the desired network, protocol, direction and ports then click the Add Rule button.

Remap of inbound port 443 on on the GRID network will break install, and expansion

procedures. It is not recommended to remap port 443 on the GRID network.

5. One the desired port remaps have been added, you can return to the home tab and click on the Start

Installation button.

You can now follow the Admin node recovery procedures in the product documentation

Restore Databases and logs

Now that the admin node has been recovered, you can restore the metrics, logs, and historical information. If

you have another admin node in the grid, follow the product documentation utilizing the prometheus-clone-

db.sh and mi-clone-db.sh scripts. If this is your only admin node and you chose to backup this data, you can

follow the below steps to restore the information.

Copy audit logs back

1. Log in to the Admin Node:

a. Enter the following command: ssh admin@grid_node_IP

b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.
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When you are logged in as root, the prompt changes from `$` to `#`.

2. Copy the preserved audit log files to the recovered Admin Node: scp admin@

grid_node_IP:/var/local/tmp/saved-audit-logs/YYYY* .

3. For security, delete the audit logs from the failed grid node after verifying that they have been copied

successfully to the recovered Admin Node.

4. Update the user and group settings of the audit log files on the recovered Admin Node: chown ams-

user:bycast *

You must also restore any pre-existing client access to the audit share. For more information, see the

instructions for administering StorageGRID.

Restore Prometheus metrics

Copying the Prometheus database might take an hour or more. Some Grid Manager features

will be unavailable while services are stopped on the Admin Node.

1. Log in to the Admin Node:

a. Enter the following command: ssh admin@grid_node_IP

b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -

d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.

When you are logged in as root, the prompt changes from `$` to `#`.

2. From the Admin Node, stop the Prometheus service: service prometheus stop

a. Copy the Prometheus database from the temporary backup location to the admin node: /rsync -azh

--stats "backup_node:/var/local/tmp/prometheus/"

"/var/local/mysql_ibdata/prometheus/"

b. verify the data is in the correct path and is complete ls

/var/local/mysql_ibdata/prometheus/data/

3. Restart the Prometheus service on the source Admin Node.service prometheus start

Restore historical information

1. Log in to the Admin Node:

a. Enter the following command: ssh admin@grid_node_IP

b. Enter the password listed in the Passwords.txt file.

c. Enter the following command to switch to root: su -
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d. Enter the password listed in the Passwords.txt file.

e. Add the SSH private key to the SSH agent. Enter: ssh-add

f. Enter the SSH Access Password listed in the Passwords.txt file.

When you are logged in as root, the prompt changes from `$` to `#`.

2. Copy the mysql dump file from the alternate node: scp grid_node_IP_:/var/local/tmp/mysql-

mi.sql /var/local/tmp/mysql-mi.sql

3. Stop StorageGRID services on Admin Node and startup ntp and mysql

a. Stop all services: service servermanager stop

b. restart ntp service: service ntp start

..restart mysql service: service mysql start

4. Drop the mi database and create a new empty database: mysql -u username -p password -A mi

-e "drop database mi; create database mi;"

5. restore the mysql database from the database dump: mysql -u username -p password -A mi <

/var/local/tmp/mysql-mi.sql

6. Restart all other services service servermanager start

By Aron Klein
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