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Release notes

What’s new with NetApp Workload Factory for VMware

Learn what’s new with the VMware migration advisor component of Workload Factory.

01 February 2026

Well-architected analysis for Amazon Elastic VMware Service

Workload Factory now provides automated well-architected analysis for your Amazon Elastic VMware Service
(EVS) environments. Daily scans identify configuration misalignments and offer detailed remediation
recommendations to help you maintain optimal operations, security, and cost efficiency.

Scans are performed using AWS APIs—no vSphere credentials or vCenter connectivity required. Results are
available in the new Well-architected status tab within your EVS environment details.

This release includes insights for:

* Instance stop/termination protection status: Identifies EVS nodes without EC2 stop or termination
protection. Stopping or terminating EVS nodes from the EC2 console can lead to virtual machine data
unavailability or data loss.

» Cluster node partition placement alignment: Detects partitioning misalignments that could result in
significant processing power loss or downtime if a partition fails within an AWS Availability Zone.
Each insight includes severity levels, detailed findings with impacted resource information, and step-by-
step remediation procedures based on AWS best practices.

Implement well-architected configurations

04 January 2026

Ask me Al assistant home page integration

The Workload Factory console home page embeds the Ask me Al assistant, enabling you to ask questions
about your own storage estate, get personalized insights directly from your environment, and refer to previous
conversations. You can interact with Ask me to understand your workloads, troubleshoot issues, and learn
more about Workload Factory — all without leaving the console.

27 November 2025

Calculate cost savings of migrating to Amazon Elastic VMware Service for specific regions

You can now explore the value of different deployment options for your cloud migration, optimize the efforts
invested in solution evaluation, and deep dive into solutions that have the potential to deliver value and savings
in the cloud.

You can also review the vCPU core savings that can be achieved by using FSx for ONTAP for an EVS
deployment.

Explore savings for Amazon Elastic VMware Service with NetApp Workload Factory


https://docs.netapp.com/us-en/workload-vmware/calculate-evs-savings.html

2 November 2025

Introducing the Amazon Elastic VMware Service preferences in the FSx for ONTAP file system
deployment wizard

When you deploy an FSx for ONTAP file system to be used as external NFS datastores for Amazon Elastic
VMware Service, you can now select the EVS environment where the datastores will be connected. This auto-
populates several fields in the deployment wizard to simplify the deployment process.

Deploy the recommended FSx for ONTAP file system

Permissions changes for VMware workloads

VMware workloads provides more clarity about the permissions it requires for specific actions and granularity
for selecting only the permissions you need. When you add credentials, you’ll have two permissions options to
choose from instead of the previous permissions model which was read-only and read/write. The new
permissions model breaks up the permission policies as follows:

 View, planning, and analysis: View the inventory of EVS virtualization environments, get the well-
architected analysis for your systems, and explore savings.

» Datastore deployment and connectivity: Deploy recommended VM layouts to Amazon EVS, Amazon EC2,
or VMware Cloud on AWS vSphere clusters and use customized Amazon FSx for NetApp ONTAP file
systems as external datastores.

When adding credentials, you can select one or more of these permission policies based on the level of access
you want to provide to VMware workloads.

Workload Factory permissions reference

Amazon EC2 migration advisor improvements

This release of NetApp Workload Factory for VMware features several improvements to the migration advisor
experience:

« Save or download a migration plan: You can now save or download a migration plan as either a PDF or
CSYV file. When you save a migration plan, the plan is saved with your Workload Factory account.

5 October 2025

BlueXP workload factory now NetApp Workload Factory

BlueXP has been renamed and redesigned to better reflect the role it has in managing your data infrastructure.
As a result, BlueXP workload factory has been renamed to NetApp Workload Factory.

Introducing the VMware workloads planning center

The VMware workloads planning center enables you to view and manage your VM inventory and migration
plans from one place. You can upload and save multiple VM inventories from different environments, and start
planning a migration to AWS EC2 or Amazon Elastic VMware service for any of them. You can also create and
save AWS EC2 or EVS migration plans.

Explore the VMware workloads planning center


https://docs.netapp.com/us-en/workload-vmware/deploy-fsx-file-system-evs.html
https://docs.netapp.com/us-en/workload-setup-admin/permissions-reference.html
https://docs.netapp.com/us-en/workload-vmware/explore-planning-center.html

Introducing migration advisor support for Amazon Elastic VMWare Service

BlueXP Workload Factory for VMware now enables you to use the Amazon Elastic VMware Service migration

advisor to rapidly migrate your on-premises VMware workloads to Amazon Elastic VMware Service. After you

create a migration plan using the migration advisor, it is automatically saved in the list of migration plans in the
planning center.

Create a deployment plan for Amazon EVS using the migration advisor

3 August 2025

Improved migration advisor support for Amazon Elastic VMWare Service

NetApp Workload Factory now supports automatic deployment and mounting of your Amazon FSx for NetApp
ONTAP filesystem. This enables you to begin deploying your VMs on FSx for ONTAP filesystems when
migration to the Amazon EVS environment is complete.

Create a deployment plan for Amazon EVS using the migration advisor

Calculate cost savings of migrating to Amazon Elastic VMware Service

You can now explore the potential savings for migrating your VMware workloads to Amazon Elastic VMware
Service (EVS). The savings calculator enables you to compare costs of using Amazon EVS with and without
Amazon FSx for NetApp ONTAP as underlying storage. The calculator displays potential savings in real-time
as you adjust characteristics of your environment.

Explore savings for Amazon Elastic VMware Service with BlueXP Workload Factory

29 June 2025

Introducing migration advisor support for Amazon Elastic VMWare Service

BlueXP Workload Factory for VMware now supports Amazon Elastic VMware Service. You can manually
migrate your on-premises VMware workloads to Amazon Elastic VMware Service, optimizing cost and enabling
more control over your VMware environment without needing to refactor or re-platform your applications.

Create a deployment plan for Amazon EVS using the migration advisor

4 May 2025

Amazon EC2 migration advisor improvements

This release of BlueXP Workload Factory for VMware features the following improvement to the Amazon EC2
migration advisor experience:

NetApp Data Infrastructure Insights as a data source: Workload factory now connects directly with NetApp
Data Infrastructure Insights to gather VMWare deployment information when you use the EC2 migration
advisor data collector.

Create a deployment plan for Amazon EC2 using the migration advisor

Updated permissions terminology

The Workload Factory user interface and documentation now use "read-only" to refer to read permissions and


https://docs.netapp.com/us-en/workload-vmware/launch-migration-advisor-evs.html
https://docs.netapp.com/us-en/workload-vmware/launch-migration-advisor-evs-manual.html
https://docs.netapp.com/us-en/workload-vmware/calculate-evs-savings.html
https://docs.netapp.com/us-en/workload-vmware/launch-migration-advisor-evs-manual.html
https://docs.netapp.com/us-en/workload-vmware/launch-onboarding-advisor-native.html

"read/write" to refer to automate permissions.

30 March 2025

Amazon EC2 migration advisor improvements

This release of BlueXP Workload Factory for VMware features several improvements to the Amazon EC2
migration advisor experience:

* Enhanced volume assignment guidance: The volume assignment information in the EC2 migration
advisor "Classify" and "Package" steps features enhanced readability and usability. More useful information
is displayed about each volume, enabling you to better identify volumes and determine how to assign
them.

» Data collector script efficiency improvements: The EC2 migration advisor data collector script optimizes
CPU usage when collecting data for smaller VM deployments.

Create a deployment plan for Amazon EC2 using the migration advisor

2 March 2025

Amazon EC2 migration advisor improvements

This release of BlueXP Workload Factory for VMware features several improvements to the Amazon EC2
migration advisor experience:

« Estimated instance type: Migration advisor can now examine requirements of your environment and
provide an estimated Amazon EC2 instance type for each VM. You can choose to include the estimated
instance type for each VM during the Scope step of the migration advisor.

 Ability to recommend Amazon EBS volumes: The migration advisor can now recommend migrating data
volumes to Amazon Elastic Block Store (EBS) instead of Amazon FSx for NetApp ONTAP due to specific
capacity or performance needs of a certain region.

* Enhanced filesystem auto assignment: Amazon FSx for NetApp ONTAP filesystem assignment has
been improved to better optimize cost and minimize throughput.

Create a deployment plan for Amazon EC2 using the migration advisor

5 January 2025

Amazon EC2 migration advisor improvements

This release of BlueXP Workload Factory for VMware features several improvements to the migration advisor
experience:

« Save or download a migration plan: You can now save or download a migration plan, and load the
migration plan to populate the migration advisor. When you save a migration plan, the plan is saved with
your Workload Factory account.

* Improved VM selection: BlueXP Workload Factory for VMware now supports filtering and searching the
list of VMs that you want to include in your migration deployment.

Create a deployment plan for Amazon EC2 using the migration advisor


https://docs.netapp.com/us-en/workload-vmware/launch-onboarding-advisor-native.html
https://docs.netapp.com/us-en/workload-vmware/launch-onboarding-advisor-native.html
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1 December 2024

Amazon EC2 migration advisor improvements

This release of NetApp Workload Factory for VMware features several improvements to the migration advisor
experience:

» Data collection: BlueXP Workload Factory for VMware supports the ability to collect data for a specific
time period when you use the migration advisor.

* VM selection: BlueXP Workload Factory for VMware now supports selecting VMs that you want to include
in your migration deployment.

* Quick vs. Advanced experience: When you use the migration advisor, you can now choose a quick
migration experience, using RVtools, or the advanced experience, which uses the migration advisor data
collector.

Create a deployment plan for Amazon EC2 using the migration advisor

3 November 2024

VMware migration advisor data reduction ratio help

This release of Workload Factory for VMware features a data reduction ratio assistant. The data reduction ratio
assistant helps you decide which ratio is best for your VMware inventory and storage estate when preparing for
AWS cloud onboarding.

Create a deployment plan for Amazon EC2 using the migration advisor

19 September 2024

VMware migration advisor enhancements

This release of Workload Factory for VMware features functionality and stability enhancements as well as the
ability to import and export migration plans when using the VMware migration advisor.

Create a deployment plan for Amazon EC2 using the migration advisor

1 September 2024

Migrate to Amazon EC2

Workload factory for VMware now supports migration to Amazon EC2 using the VMware migration advisor.

7 July 2024

Initial release of Workload Factory for VMware

The initial release includes the capability to use the VMware migration advisor to analyze your current virtual
machine configurations in on-premises vSphere environments and generate a plan to deploy recommended
VM layouts to VMware Cloud on AWS and use customized Amazon FSx for NetApp ONTAP file systems as

external datastores.


https://docs.netapp.com/us-en/workload-vmware/launch-onboarding-advisor-native.html
https://docs.netapp.com/us-en/workload-vmware/launch-onboarding-advisor-native.html
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Get started
Learn about NetApp Workload Factory for VMware

NetApp Workload Factory for VMware provides tools to move your data from on-premises
systems to Amazon Elastic VMware Service (EVS), VMware Cloud on AWS (VMC) or
Amazon EC2.

What is NetApp Workload Factory for VMware?

NetApp Workload Factory for VMware provides a planning center and migration advisors that enable you to
analyze your current virtual machine configurations in on-premises vSphere environments. The migration
advisors then generate a plan to deploy recommended VM layouts to Amazon EVS, Amazon EC2, or VMware
Cloud on AWS vSphere clusters and use customized Amazon FSx for NetApp ONTAP file systems as external
datastores. The planning center, acting as the Workload Factory for VMware dashboard, enables you to
manage saved VM inventory datasets, and saved migration plans and provision any of the migration plans that
you have saved.

Amazon FSx for NetApp ONTAP is an external NFS datastore built on NetApp’s ONTAP file system that can be
attached to Amazon EVS or Amazon EC2 instances or VMware Cloud on AWS vSphere clusters. There is no
need to add more hosts to increase available storage; instead, just use FSx for ONTAP volumes as external
datastores to complement vSAN datastores. This provides you with a flexible, high-performance, virtualized
storage infrastructure that scales independently of compute resources.

For more information about Workload Factory, refer to the Workload Factory overview.

How the VMware migration advisors work

The migration advisors can help you move on-premises virtual machines (VMs) and their data, running on any
VMware supported datastores, to Amazon EVS, Amazon EC2, or VMware Cloud datastores, which includes
supplemental NFS datastores on an FSx for ONTAP file system.

Note that you can attach up to four (4) FSx for ONTAP volumes to a single vSphere cluster on VMware Cloud
on AWS.

What you can do with the migration advisors

The migration advisors provide the following functionality:

* Analyze current on-premises VM configurations

» Determine which VMs to migrate to Amazon EC2, Amazon EVS, or VMware Cloud on AWS

* Identify the space required on FSx for ONTAP volumes to be used as VM external datastores
* Review resulting report to understand the deployment steps

* Perform the actual deployment

The migration advisor supports configuration planning for a single Amazon EVS or Amazon EC2 instance or
VMware Cloud on AWS cluster connected to a single FSx for ONTAP file system.


https://docs.netapp.com/us-en/workload-setup-admin/workload-factory-overview.html

Benefits of using the migration advisors

Transitioning parts of your current infrastructure to Amazon EC2 or VMware Cloud on AWS using Amazon FSx
for ONTAP as external NFS datastores provides the following benefits:

» Cost optimization due to host and storage decoupling and advanced data efficiency

« Ability to grow the storage capacity as needed without the need to purchase additional host instances

* NetApp ONTAP data management capabilities in the cloud, such as space efficient snapshots, cloning,
compression, deduplication, compaction, and replication

* Reduction in management of hardware refreshes

+ Ability to change data throughput, IOPS, and the size of the file system in addition to increase or decrease
the size of volumes

 High availability supporting multiple Availability Zone (AZ) deployments

« Cost and latency reduction from single-AZ configurations that use VPC peering without requiring a Transit
Gateway

Tools to use NetApp Workload Factory

You can use NetApp Workload Factory with the following tools:

* Workload Factory console: The Workload Factory console provides a visual, holistic view of your
applications and projects.

* NetApp Console: The NetApp Console provides a hybrid interface experience so that you can use
Workload Factory along with other NetApp data services.

* Ask me: Use the Ask me Al assistant to ask questions and learn more about Workload Factory without
leaving the Workload Factory console. Access Ask me from the Workload Factory help menu.

* CloudShell CLI: Workload Factory includes a CloudShell CLI to manage and operate AWS and NetApp
environments across accounts from a single, browser-based CLI. Access CloudShell from the top bar of
the Workload Factory console.

* REST API: Use the Workload Factory REST APIs to deploy and manage your FSx for ONTAP file systems
and other AWS resources.

* CloudFormation: Use AWS CloudFormation code to perform the actions you defined in the Workload
Factory console to model, provision, and manage AWS and third-party resources from the CloudFormation
stack in your AWS account.

» Terraform NetApp Workload Factory provider: Use Terraform to build and manage infrastructure
workflows generated in the Workload Factory console.

Well-architected analysis for EVS environments

The Well-architected tab provides automated daily analysis of your Amazon Elastic VMware Service (EVS)
environments to ensure alignment with AWS and NetApp best practices. The tab identifies configuration issues
and provides detailed remediation guidance to help you maintain optimal operations, security, and cost
efficiency.

Automatic scans are performed using AWS APIs—no vSphere credentials are required. Findings are organized
by configuration area, with each finding including status, severity levels, impacted resource details, and step-
by-step remediation procedures.

Implement well-architected EVS configurations in Workload Factory.



== Cost
There is no cost for using Workload Factory for VMware.

You'll need to pay for AWS resources that you deploy based on the recommendations from the migration
advisors.

Licensing

No special licenses are needed from NetApp to use Workload Factory for VMware.

Regions

Workload Factory is supported in all commercial regions where FSx for ONTAP is supported. View supported
Amazon regions.

The following AWS regions aren’t supported:

» China regions
* GovCloud (US) regions
» Secret Cloud

» Top Secret Cloud

Quick start for migrating to Amazon EVS using the VMware
workloads migration advisor

Get started with the VMware migration advisor to move your current infrastructure to
Amazon EVS using Amazon FSx for ONTAP as external NFS datastores.

Before you get started, you should have an understanding of the :https://docs.netapp.com/us-en/workload-
setup-admin/permissions-reference.html[permissions for NetApp Workload Factory”].

o Log in to Workload Factory

You'll need to set up an account with Workload Factory and log in using one of the console experiences.

9 Add credentials and permissions

Choose the permission policies to meet your needs.

If you choose not to grant permissions, you can start using Workload Factory for Databases to copy partially
completed code samples.

If you choose to grant permissions, you’ll need to add credentials to an account manually that includes
selecting workload capabilities, such as Databases and Al, and creating the 1AM policies for the required
permissions.

Learn how to add credentials and permissions.


https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
https://docs.netapp.com/us-en/workload-setup-admin/sign-up-saas.html
https://docs.netapp.com/us-en/workload-setup-admin/console-experiences.html
https://docs.netapp.com/us-en/workload-setup-admin/permissions-reference.html
https://docs.netapp.com/us-en/workload-setup-admin/add-credentials.html
https://docs.netapp.com/us-en/workload-setup-admin/add-credentials.html

e Upload VM inventory data

You can use the planning center to upload inventory details about your current VM environment. Use the data
collector script, RVTools, or NetApp Data Infrastructure Insights to capture your current VM configuration and
upload the data to the planning center.

Learn how to upload VM inventory data.

o Create a deployment plan using the VMware migration advisor

Launch the VMware migration advisor and manually configure the VM environment you want to create on
Amazon Elastic VMWare Service infrastructure using an Amazon FSx for ONTAP file system as external NFS
datastores.

Learn how to use the VMware migration advisor to create a deployment plan.

e Deploy the recommended FSx for ONTAP file system

Deploy the new FSx for ONTAP file system that will provide the datastores for your VMs in your Amazon EC2
infrastructure.

Learn how to deploy your new FSx for ONTAP file system.

e Review well-architected insights for your EVS environment

When your EVS environment is discovered, Workload Factory automatically performs daily well-architected
scans to identify configuration issues and provide remediation recommendations.

Learn how to implement well-architected configurations.

Quick start for migrating to Amazon EC2 using the VMware
workloads migration advisor

Get started with the VMware migration advisor to move your current infrastructure to
Amazon EC2 using Amazon FSx for ONTAP as external NFS datastores.

Before you get started, you should have an understanding of the :https://docs.netapp.com/us-en/workload-
setup-admin/permissions-reference.html[permissions for NetApp Workload Factory”].

o Log in to Workload Factory

You'll need to set up an account with Workload Factory and log in using one of the console experiences.

e Add credentials and permissions
Choose the permission policies to meet your needs.

If you choose not to grant permissions, you can start using Workload Factory for Databases to copy partially

10


https://docs.netapp.com/us-en/workload-setup-admin/sign-up-saas.html
https://docs.netapp.com/us-en/workload-setup-admin/console-experiences.html
https://docs.netapp.com/us-en/workload-setup-admin/permissions-reference.html

completed code samples.

If you choose to grant permissions, you’ll need to add credentials to an account manually that includes
selecting workload capabilities, such as Databases and Al, and creating the IAM policies for the required
permissions.

Learn how to add credentials and permissions.

e Upload VM inventory data

You can use the planning center to upload inventory details about your current VM environment. Use the data
collector script, RVTools, or NetApp Data Infrastructure Insights to capture your current VM configuration and
upload the data to the planning center.

Learn how to upload VM inventory data.

o Create a deployment plan using the VMware migration advisor

Launch the VMware migration advisor and select the VMs that you want to migrate to Amazon EC2
infrastructure using an Amazon FSx for ONTAP file system as external NFS datastores. You can make some
modifications before you save the plan.

Learn how to use the VMware migration advisor to create a deployment plan.

e Deploy the recommended FSx for ONTAP file system

Deploy the new FSx for ONTAP file system that will provide the datastores for your VMs in your Amazon EC2
infrastructure.

Learn how to deploy your new FSx for ONTAP file system.

Quick start for migrating to VMware Cloud on AWS using
the VMware workloads migration advisor

Get started with the VMware migration advisor to move your current infrastructure to
VMware Cloud on AWS using Amazon FSx for ONTAP as external NFS datastores.

Before you get started, you should have an understanding of the :https://docs.netapp.com/us-en/workload-
setup-admin/permissions-reference.html[permissions for NetApp Workload Factory”].

o Log in to Workload Factory

You'll need to set up an account with Workload Factory and log in using one of the console experiences.

e Add credentials and permissions
Choose the permission policies to meet your needs.

If you choose not to grant permissions, you can start using Workload Factory for Databases to copy partially

11
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completed code samples.

If you choose to grant permissions, you’ll need to add credentials to an account manually that includes
selecting workload capabilities, such as Databases and Al, and creating the IAM policies for the required
permissions.

Learn how to add credentials and permissions.

e Upload VM inventory data

You can use the planning center to upload inventory details about your current VM environment. Use the data
collector script, RVTools, or NetApp Data Infrastructure Insights to capture your current VM configuration and
upload the data to the planning center.

Learn how to upload VM inventory data.

o Create a deployment plan using the VMware migration advisor

Launch the VMware migration advisor and select the VMs that you want to migrate to the new VMware Cloud
on AWS infrastructure using an Amazon FSx for ONTAP file system as external NFS datastores. You can
make some modifications before you save the plan.

Learn how to use the VMware migration advisor to create a deployment plan.

e Deploy the recommended FSx for ONTAP file system

Deploy the new FSx for ONTAP file system that will provide the datastores for your VMs in your VMware Cloud
on AWS infrastructure.

Learn how to deploy your new FSx for ONTAP file system.

e Connect your FSx for ONTAP file systems to VMware Cloud on AWS

Your Software-Defined Data Center (SDDC) offers network options for connecting to the FSx for ONTARP file
system by using the VPC Peering capability to extend network connectivity to the external NFS storage
volumes.

Learn how to connect your FSx for ONTAP file systems.

o Migrate data from your old systems to your new FSx for ONTAP file systems

Use an external tool such as VMware HCX (Hybrid Cloud Extension) to move your data from your old virtual
machine storage to the FSx for NetApp ONTAP volumes connected to your new virtual machines.

Learn more about migrating your data.

Explore the VMware planning center

The VMware planning center enables you to upload new VM inventory data and create

12
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new migration plans, as well as manage the VM inventory data and migration plans that
you have already saved with NetApp Workload Factory.
Manage VM inventory data

Use the planning center to create and manage VM inventory data.

Upload VM inventory data

You can upload VM inventory data when you are ready to use Workload Factory to explore migration options to
Amazon AWS environments. Refer to Upload VM inventory data for instructions.

Rename a dataset

You can change the name of a saved dataset.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.
3. Select the Actions menu (...) for the dataset you want to rename, and select Rename.

4. Enter a new name for the dataset and select Save.

Delete a dataset

When a dataset is no longer needed, you can delete it at any time.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.

The planning center is displayed.
3. Select the Actions menu (...) for the dataset you want to delete, and select Delete.
4. Select Delete to confirm the action.

Manage migration plans

Use the migration center to create and manage migration plans.

Provision a migration plan

You can select a migration plan and provision it so that the VMs are migrated to the Amazon AWS environment
of your choice.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.

13
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The planning center is displayed.

3. Select Migration plans.
4. Select the Actions menu (...) for the migration plan you want to provision, and select Provision.
5. Depending on the migration plan, refer to the instructions to deploy the file system:

o Deploy the file system for Amazon VMware Cloud plans

o Deploy the file system for Amazon EC2 plans

> Deploy the file system for Amazon Elastic VMware Service plans
Edit the comment for a migration plan

If you need to change comment details for a migration plan, edit the comment from within the planning center.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. Select Migration plans.
4. Select the Actions menu (...) for the migration plan you want to edit, and select Edit comment.
5. Enter a comment and select Save.

Create a PDF or CSV report of a migration plan

Create a PDF or CSV report of the details of a migration plan.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. Select Migration plans.

4. Select the Actions menu (...) for the migration plan for which to create a PDF or CSV report, and select
Download plan (PDF) or Download VM report (CSV).

5. Enter a name for the report and select Save.
Delete a migration plan
When a migration plan is no longer needed, you can delete it at any time.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. Select Migration plans.
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4. Select the Actions menu (...) for the migration plan you want to delete, and select Delete.

5. Confirm the action by selecting Delete.
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Use the VMware planning center

Upload VM inventory data to NetApp Workload Factory
Before you can create a migration plan, you need to upload your VM inventory data.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.
From the planning center, you can upload your VM inventory data, see previous inventory data uploads,
and plan a migration using any of the VM inventory datasets.

3. Select Upload VM inventory.

4. Choose which data collection method to use:
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Use RVTools (quick assessment)

RVTools is a Windows application that interacts with VCenter and ESX server (5.x to 8.0) to capture
information about your VMware virtual environments. It gathers information about VMs, CPU, memory,
disks, clusters, ESX hosts, datastores, and more. You can export this information to an xIsx file to use
with the migration advisor.

in the Learn more about RVTools

Steps
5. Select the RVTools tile, and select Next.

The Prepare for AWS Cloud onboarding page is displayed.

6. Enter a name for the VM inventory dataset you will create.
7. Download and install RVTools 4.4.2 or greater from the RV Tools website

8. Launch RVTools and log in to the target VCenter Server.
This will capture information about that VCenter Server.
9. Export your VMware information to an xlsx or xIs file.

See the chapter on "commandline parameters" in the RVTools documentation located in the
Resources section for details.

10. Select T, and choose the RVTools file you exported.

11. Select Upload.

12. Select Finish.

Use the Data collector (detailed planning)
The NetApp Migration advisor VM collector script gathers VM configuration information from your vCenter

similar to what RVTools collects, however, it captures current VM performance data to provide actual read
and write IOPS and throughput statistics. You can use the script in one of two modes:

* Hourly data collection

« Daily data collection

You need to start the Migration advisor to copy the Migration advisor VM collector script from the Codebox
window.

Before you begin
The system where you’ll be running the collector script must meet the following requirements:

* Microsoft PowerShell 7.0 or greater must be installed. See the Microsoft PowerShell documentation if
you need to install PowerShell.

* VMware PowerCLI must be installed. See the VMware PowerCL| documentation if you need to install
PowerCLI.

» SSL certificate checking must be disabled.

* PowerShell must allow running unsigned scripts.

Note that if you plan to capture long-term statistics from your VMs (daily statistics), you must have
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activated statistics level 3 or above in the vSphere management console (VMware management
environment).

Steps
5. Select the Data collector tile, and select Next.

The Codebox window appears on the right side of the page.

6. In the Codebox window, select either I to save the Migration advisor data collector script (named
"list-vms.ps1") to the target system, or select |a!| to copy the script so you can paste it on the
appropriate system.

7. Follow these steps to capture the configurations of your current VMs:
a. Log in to the system where you downloaded the data collector, on which PowerShell and
PowerCLI are installed.

b. Connect to your VMware vCenter server by running the following command:
Connect-VIServer -server <server IP>

Replace <server_IP> with the IP address or hostname of your VMware server.

¢. Run the data collector script you downloaded and specify the data collection option for "hourly" or
"daily" VM statistics.

./list-vms.psl -PerformanceStatisticsTimePeriod <LastHour |
LastDay>

where:

= LastHour collects IOPS and throughput data for the past 1 hour with 20-second intervals.

= LastDay collects IOPS and throughput data for the past 24 hours with 5-minute intervals.
Optionally, you can run the data collector script without specifying any options; this enables you to
select the data collection period from the interactive menu.

+
The script outputs a compressed file with a timestamp in the name in the current working directory.
The .zip file contains a list of all VMs and their properties, along with their IOPS and throughput data.

8. Select Upload.

Use NetApp Data Infrastructure Insights (detailed planning)

NetApp Data Infrastructure Insights is a cloud infrastructure monitoring tool that gives you visibility into
your complete infrastructure. You need to enable enable temporary APl communication between the
migration advisor and Data Infrastructure Insights so that the migration advisor can gather information
about your VMware infrastructure.

Learn more about Data Infrastructure Insights

Steps
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5. Select the Data Infrastructure Insights tile and select Next.
The Prepare for AWS Cloud onboarding page is displayed.

6. Enter a name for the VM inventory dataset you will create.

7. Enter the tenant endpoint for Data Infrastructure Insights.
This should be the URL you use to access Data Infrastructure Insights.

8. If you have not yet generated an API access token for Data Infrastructure Insights, follow the
instructions on the page to create one. Otherwise, paste your API access token in the Enter API
Access Token text box.

9. Select Upload.

Workload Factory gathers information from Data Infrastructure Insights.

What’s next?

Manage your uploaded VM inventory data from the planning center, or create a deployment plan.

» Explore the VMware workloads planning center
* Create an Amazon VMware Cloud deployment plan
* Create an Amazon Elastic VMware Service deployment plan

* Create an Amazon EC2 deployment plan

Migrate to Amazon Elastic VMware Service

Explore savings for Amazon Elastic VMware Service with NetApp Workload Factory

Explore potential savings for migrating your VMware workloads to Amazon Elastic
VMware Service (EVS). The calculator enables you to compare costs of using Amazon
EVS with and without Amazon FSx for NetApp ONTAP as storage.

If the savings calculator determines that the most cost-effective storage is FSx for ONTAP, you can create a

detailed assessment, which provides a migration plan that you can review before using. You can then use the
Codebox to generate Infrastructure-as-Code templates.

Explore savings for EVS environments

Follow these steps to explore potential savings for a planned migration to an Amazon EVS environment.

@ Before proceeding, review the disclaimer at the bottom of the savings calculator to understand
more about how the pricing estimates are calculated.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.

The planning center is displayed.
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. From the VMware menu, select Explore savings. The savings calculator is displayed.

In the Environment preferences pane, you can select your EVS deployment region and adjust TCO and
savings predictions accordingly.

. From the Region drop-down list, select the EVS deployment region to calculate savings.

. Adjust the following sliders as needed to see real-time savings calculations for the values that you choose.

If using a keyboard, you can make small adjustments using the arrow keys:
> Required physical CPU (count)
> Required physical memory (GiB)
> Required VM storage (TiB)

. Under EVS billing plan, select the plan you are on.

. Do one of the following:

> To use the migration advisor to create a deployment plan for an Amazon EVS environment, select Plan
EVS migration.

o Select Close to close the TCO calculator.

Manually create a deployment plan for Amazon EVS

Log in to the NetApp Workload Factory to access the VMware planning center. From
there, you can manually create a deployment plan or migration plan for Amazon EVS that
is customized for your needs.

You can manually specify your requirements for virtual machines in Amazon Elastic VMware Service and use
customized Amazon FSx for NetApp ONTARP file systems as external datastores.

Requirements

* You must have a user name and password to access Workload Factory. If you don’t have access, create

an account now. See the instructions here.

* You must have an Amazon Elastic VMware Service subscription.

Steps

1.
2.

3.
4,
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Keep in mind the following VM migration performance requirements and recommendations:

> A minimum storage capacity of 10TiB is recommended for the VM inventory for
performance reasons.

@ o A minimum throughput is required for the Amazon Elastic VMware Service datastores,
depending on the required number of IOPS you specify for this deployment.

> Depending on the FSx for ONTAP filesystem configuration, a minimum number of
external datastores is required for the Amazon Elastic VMware Service environment to
reach optimal performance.

5. When ready, select Review plan to review the migration plan.
6. Review the plan. Expand each section to view the plan details.

By default, Workload Factory saves the migration plan to the planning center. You can deselect this option
near the top of the page.

7. Optionally, you can export the migration plan as a PDF or CSV file by selecting Manage plan at the top
right of the page and then selecting Download a report (.pdf) or Download VM storage deployment
(-csv).

The .csv file creates a map of all the VMs included in the migration plan, along with their assigned storage
volumes.

8. When you are ready to provision the deployment plan, select Provision.

Deploy the VMware workloads recommended FSx for ONTAP file system.

Create a deployment plan for Amazon EVS using the migration advisor

From the VMware planning center, you can launch the Amazon EVS migration advisor to
help create a migration plan that is customized for your needs.

You can create a deployment plan to migrate virtual machines to Amazon Elastic VMware Service and use
customized Amazon FSx for NetApp ONTAP file systems as external datastores. The options in the migration
advisor might differ depending on the tool used to collect the VM inventory data.

Requirements

* You must have a user name and password to access Workload Factory. If you don’t have access, create
an account now. See the instructions here.

* You must have an Amazon Elastic VMware Service subscription.
Steps

1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. Select a VM inventory from the list that you want to use to make a deployment plan, and select Start
planning in that row.
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4. Select EVS from the drop-down menu that appears.
The Prepare for AWS Cloud onboarding wizard appears.

5. Enter the required information.

Specify

1. In the VM configuration upload section, review information about the dataset you are using to create a
migration plan. The VM inventory summary section is populated from the inventory file to reflect the
number of VMs and the total storage capacity.

2. In the VM inventory considerations section, select the options to filter the list of VMs that you want to
migrate:

a. Region: Select the region where Amazon FSx for NetApp ONTAP file systems will be deployed. For
optimal performance and cost efficiency, this is typically the same region as where your existing
Amazon EC2 SDDC is deployed.

b. Choose a predicted performance level for the VMs in this region. We recommend that you begin with a
smaller IOPS setting. You can increase your provisioned SSD IOPS after the file system is created as
workloads are migrated or deployed:

= Standard to high performance: For VMs with average 10 rates between 20 and 5000 IOPS.
= Very high performance: For VMs with average 10 rates of greater than 5000 IOPS.
= Very low performance: For VMs with average |0 rates lower than 20 IOPS.
3. In the Target capacity and protection considerations section, select from a few storage options:
a. VM Storage to consider: Select whether the datastores created for each onboarded VM are sized

based on their currently utilized size (recommended) or their provisioned size.

The external datastores will be implemented using Amazon FSx for NetApp ONTAP file system
volumes.

b. Average data reduction ratio: Choose from among the three common data reduction ratios. Select
"1:1 - No reduction", "1:1.25 - 20% reduction", or "1:1.5 - 33% reduction".

Select Help me decide if you're unsure which ratio to choose. The Data reduction ratio assistant dialog
appears. Select any statements that apply to your VM inventory and storage estate. The assistant will
recommend an appropriate data reduction rate. Select Apply to use the recommended ratio.

c. Headroom percentage: Enter the percentage of capacity growth that is added to the capacity for your
FSx for ONTAP file systems.

Note that if you select an amount less than 20% you won'’t be able to create volume snapshots for
protection and long-term backups.

d. VM snapshot protection: Enable this option to protect the VMs with snapshots.
4. Select Next.
Select
1. On the Select virtual machines page, select the VMs from the list that you want to include in the AWS

migration. You can filter the list by the power state of each VM, and which data center and cluster the VM
resides in.
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In the VM list, you can select which types of VM information to display as columns. For example, selecting
Peak read IOPS displays a column with the peak read IOPS for each VM.

2. Optionally, you can choose to optimize the deployment for cost or recoverability.

o Cost: Workload Factory chooses VMs from the list that have lower I/O density. This helps reduce
resource requirements.

o Recoverability: Workload Factory chooses VMs from the list that are the easiest to quickly copy
locally. This offers quick recovery times in case of disruptions.

3. Select Next.

Design

* On the ClassReview instance storage assignment page, review the VM information, volume
classification rules, volume assignments, and list of volumes that will be migrated as part of deployment,
and then select Next.

Review plan

1. On the Review plan page, review the estimated monthly savings and cost estimates for all the VMs that
you plan to migrate.

The top of the page estimates the monthly savings for FSx for ONTAP file systems and EBS volumes. You
can expand each section to view details for the suggested filesystem configuration, estimated savings
breakdown, assumptions, and technical disclaimers.

The migration plan is automatically saved in the list of plans in the planning center by default.

2. Optionally, you can export the migration plan as a PDF or CSV file by selecting Manage plan at the top
right of the page and then selecting Download a report (.pdf) or Download VM storage deployment
(.csv).

The .csv file creates a map of all the VMs included in the migration plan, along with their assigned storage
volumes.

3. When you are ready to proceed with the plan, select Provision to begin deploying the recommended
Amazon FSx for NetApp ONTAP file system.

Deploy the VMware workloads recommended FSx for ONTAP file system.

Deploy the recommended FSx for ONTAP file system

After you verify that the recommended FSx for ONTAP file system (or multiple file
systems in some cases) meets your exact requirements, you can use Workload Factory
to deploy the system in your AWS environment.

Depending on the policy and permissions that you added to your Workload Factory account, you can deploy
the FSx for ONTAP file system completely using Workload Factory (using read/write mode). If you have fewer
permissions (read-only mode), or no permissions (Basic mode), you'll need to use the CloudFormation
template from the Codebox and deploy the FSx for ONTAP file system yourself in AWS.

23



Requirements

* You must have an Amazon Elastic VMware Service subscription.

* You must have the necessary permissions to create an FSx for ONTAP file system in your AWS account.

Considerations

* You can use the Quick create or Advanced create option. Advanced create offers a few additional storage
parameters that you can customize. See what these two options offer.

* In the "Amazon Elastic VMware Service preferences" section, you can choose the EVS virtualization
environment to connect to the external datastores. This auto-populates some of the fields with the best-
practice options for the deployment. You can change these options as required.

Steps

1. At the bottom of the Review plan page, select Deploy and the Create an FSx for ONTAP file system page
is displayed.

Most of the fields that define your FSx for ONTAP file system are completed based on the information you
provided, but there are a few fields that you need to complete in this page.
2. In the "File system general configuration" section, enter the following information:

a. AWS credentials: Select or add credentials that will give Workload Factory the permissions necessary
to create your FSx for ONTAP file system directly. You can also select the CloudFormation code from
Codebox and deploy the FSx for ONTAP file system yourself in AWS.

b. File system name: Enter the name that you want to use for this FSx for ONTAP file system.
c. Tags: Optionally, you can add tags to categorize this FSx for ONTAP file system.
3. In the "Amazon Elastic VMware Service preferences" section, from the "Environment ID" list, select the
EVS environment where the datastores will be connected.

This auto-populates the following fields:

> VPC
o Availability Zone
o Subnet

> In the NFS Datastores access section, if you have selected the EVS host management only option
the EVS host management (CIDR) field is auto-populated.

o In the Datastore mount options section, if you have chosen to mount datastores to the EVS cluster,
the EVS Cluster VMware vCenter address and the vSphere administrator credentials secret ARN
fields are auto-populated.

4. In the "Network & security" section, enter the following information:
a. Region & VPC: Select the region and the VPC where the FSx for ONTAP file system will be deployed.

b. Security group (Advanced create only): When using the Advanced create option, you can select the
default security group for the FSx for ONTAP VPC so that all traffic can access the FSx for ONTAP file
system. You can either create a new security group or select an existing one.

If you enable the Adjust security group configuration to EVS NFS datastores option, Workload
Factory configures the security group according to the settings for EVS NFS datastores.
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You can add an inbound rule to the security group that restricts what other AWS services can access
the FSx for ONTAP file system. This will reduce the number of services that are open. These are the
minimum ports and protocols:

Protocols Ports Purpose

TCP, UDP 111 Portmapper (used to negotiate which ports are used in
NFS requests)

TCP, UDP 635 NFS mountd (receives NFS mount requests)
TCP, UDP 2049 NFS network traffic

TCP, UDP 4045 Network Lock Manager (NLM, lockd) - Handles lock
requests.

TCP, UDP 4046 Network Status Monitor (NSM, statd) - Notifies NFS
clients about reboots of the server for lock
management.

c. Availability zone: Select the availability zone and the subnet.

You should select the same availability zone as where your VMware SDDC is deployed if you want to
avoid charges for cross-AZ traffic.

d. Encryption (Advanced create only): When using the Advanced create option, you can select the
AWS encryption key name from the dropdown.

e. NFS Datastores access (Advanced create only): When using the Advanced create option, you can
select whether all hosts can access the datastores or whether only the EVS management host can
access the datastores.

5. In the "File system details" section, enter the following information:
a. ONTAP credentials: Enter the ONTAP user name password.

b. Storage VM credentials (Advanced create only): Enter and confirm the storage VM password. The
password can be specific to this file system, or you can use the same password entered for ONTAP
credentials.

6. In the "EVS Cluster attachment" section, enter the following information:

a. Datastore mount options: Optionally, enable the Mount datastores to EVS cluster option to
automatically connect the datastores to the Amazon EVS cluster. This option also causes Workload
Factory to configure VMware ESXi host settings so that they match ONTAP best practice

recommendations. Before you deploy the file system, you can review the plan details in the Summary

section to see the settings that were changed.

b. EVS Cluster vSphere console details: Enter the IP address or FQDN of the VMware vCenter serve
that should connect to Amazon EVS.

c. vSphere administrator credentials secret ARN: Choose the secret ARN for the vSphere

r

administrator credentials. These credentials are used to mount datastores and configure recommended

VMware settings.

If Amazon EVS is not available in this region, or if your account doesn’t have permissions to retrieve
the list of available secret ARNs, you can manually enter a secret ARN value.

7. In the Summary section, you can view the FSx for ONTAP file system and datastore configuration that th
VMware migration advisor has designed based on your information.

e
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8. Select Create to deploy the FSx for ONTAP file system. This process can take up to 2 hours.

Optionally, in the Codebox window you can select Redirect to CloudFormation to create the file system
and recommended VM configuration using a CloudFormation stack.

In either case, you can monitor the creation progress in CloudFormation.

Result

The FSx for ONTAP file system is deployed. You can now use the AWS CloudFormation template in the
Codebox to deploy the recommended VM configuration to your Amazon Elastic VMware Service environment.

Migrate to Amazon EC2

Create a deployment plan for Amazon EC2 using the VMware workloads migration
advisor

Log in to the NetApp Workload Factory to access the VMware migration advisor. You'll
follow the steps in the wizard to create a deployment plan or migration plan that is
customized for your needs.

Note that you must have a user name and password to access Workload Factory. If you don’t have access,
create an account now. See the instructions here.

Create a deployment plan based on an on-premises vSphere environment

You can migrate your current virtual machine configurations in on-premises vSphere environments to virtual
machines in Amazon EC2 and use customized Amazon FSx for NetApp ONTAP file systems as external
datastores.

Requirements
* You must have uploaded a VM inventory.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. If you have not yet uploaded a VM inventory, select Upload VM inventory and follow the instructions in
Upload VM inventory data.

4. Choose a VM inventory dataset from the list, and open the Start planning menu for the dataset.

5. Select AWS native compute.
The Prepare for AWS Cloud onboarding page is displayed.
6. In the VM configuration upload section, select T, and select the .xlIsx file created by RVTools.

The Data collection details section provides the date range and number of hours of data that was
collected using the Onboarding Advisor data collector.
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The VM inventory summary section is populated from the inventory file to reflect the number of VMs and
the total storage capacity.

7. In the VM inventory considerations section, select the options to filter the list of VMs that you want to
migrate.

a. Region: Select the region where Amazon FSx for NetApp ONTAP file systems will be deployed. For
optimal performance and cost efficiency, this is typically the same region as where your existing
Amazon EC2 SDDC is deployed.

b. Choose a predicted performance level for the VMs in this region. We recommend that you begin with a
smaller IOPS setting. You can increase your provisioned SSD IOPS after the file system is created as
workloads are migrated or deployed:

= Standard to high performance: For VMs with average 10 rates between 20 and 5000 IOPS.
= Very high performance: For VMs with average |0 rates of greater than 5000 IOPS.
= Very low performance: For VMs with average 10 rates lower than 20 IOPS.
8. In the Target capacity and protection considerations section, select from a few storage options.
a. VM Storage to consider: Select whether the datastores created for each onboarded VM are sized

based on their currently utilized size (recommended) or their provisioned size.

The external datastores will be implemented using Amazon FSx for NetApp ONTAP file system
volumes.

b. Average data reduction ratio: Choose from among the three common data reduction ratios. Select
"1:1 - No reduction", "1:1.25 - 20% reduction”, or "1:1.5 - 33% reduction".

Select Help me decide if you're unsure which ratio to choose. The Data reduction ratio assistant dialog
appears. Select any statements that apply to your VM inventory and storage estate. The assistant will
recommend an appropriate data reduction rate. Select Apply to use the recommended ratio.

c. Headroom percentage: Enter the percentage of capacity growth that is added to the capacity for your
FSx for ONTAP file systems.

Note that if you select an amount less than 20% you won'’t be able to create volume snapshots for
protection and long-term backups.
d. VM snapshot protection: Enable this option to protect the VMs with snapshots.
9. Select Next.
10. On the Scope page, select the VMs from the list that you want to include in the AWS migration. You can
filter the list by the power state of each VM, and which data center and cluster the VM resides in.

In the VM list, you can select which types of VM information to display as columns. For example, selecting
Estimated instance type displays a column with the estimated Amazon EC2 instance type for each VM,
based on the VM resource requirements.

11. Select Next.

12. On the Classify page, review the VM information, volume classification rules, volume assignments, and list
of volumes that will be migrated as part of deployment, and then select Next.

If a volume has capacity or performance requirements that exceed the capabilities of an
Amazon FSx for NetApp ONTAP filesystem in a specific region, migration advisor
recommends that the volume be deployed on an Amazon EBS filesystem.
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13. On the Package page, review the EC2 instances and the volumes assigned to different FSx for ONTAP
clusters, and then select Next.

14. On the Review plan page, review the estimated monthly savings and cost estimates for all the VMs that
you plan to migrate.

The top of the page estimates the monthly savings for FSx for ONTAP file systems and EBS volumes. You
can expand each section to view details for the suggested filesystem configuration, estimated savings
breakdown, assumptions, and technical disclaimers.

The migration plan is automatically saved in the list of plans in the planning center by default.
When you are satisfied with the migration plan, you have a few options:
> Select Download plan > Download a report to download the deployment plan in a .pdf format so you

can distribute the plan for review.

o Select Download plan > Download instance storage deployment to download the external
datastore deployment plan in a .csv format so you can use it to create your new cloud-based intelligent
data infrastructure.

o Select Provision to begin deploying the recommended Amazon FSx for NetApp ONTAP file system.

Deploy the recommended FSx for ONTAP file system

After you verify that the recommended FSx for ONTAP file system (or multiple file
systems in some cases) meets your exact requirements, you can use Workload Factory
to deploy the system in your AWS environment.

Follow the instructions in Create an FSx for ONTAP file system in NetApp Workload Factory to deploy the FSx
for ONTAP file system according to the configuration recommended by Workload Factory. You can use the
Advanced create steps in the instructions to fully customize the file system.

Migrate to VMware Cloud on AWS

Create a deployment plan for VMware Cloud on AWS using the VMware workloads
migration advisor

Log in to the NetApp Workload Factory to access the VMware migration advisor. You'll
follow the steps in the wizard to create a deployment plan or migration plan that is
customized for your needs.

When migrating to VMware Cloud, you can use the migration advisor to to migrate your current on-premises
vSphere environment to VMWare cloud.

Note that you must have a user name and password to access Workload Factory. If you don’t have access,
create an account now. See the instructions here.

Create a deployment plan based on an on-premises vSphere environment

You can migrate your current virtual machine configurations in on-premises vSphere environments to virtual
machines in VMware Cloud on AWS and use customized Amazon FSx for NetApp ONTAP file systems as
external datastores.
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Requirements

* You must have created the inventory file from your existing systems by using the migration advisor VM
collector (.csv file) or by using RVTools (.xlsx file).

* You must have access to the inventory file from the system on which you are logging in to Workload
Factory.

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. Select Plan and create VMC.
4. Select the type of inventory file you'll be using to populate Workload Factory with your current VM
configuration and select Next.
> Select Use the migration advisor VMware data collector to use the .csv file that you created using
the VMware data collector.

o Select Use RVTools to use the .xlIsx file that you created using RVTools.

The "Prepare for VMware Cloud onboarding" page is displayed.
5. In the Upload VM configuration section, select T, and select the file that you want to use.

o Select the .csv file when using the Migration advisor VM collector.
o Select the .xlIsx file when using RVTools.
The VMs summary section is populated from the inventory file to reflect the number of VMs and the total
storage capacity.
6. In the VM inventory considerations section, select the options to filter the list of VMs that you want to
migrate.

a. Consider VMs: Indicate which VMs will be extracted from the .csv file based on their operating power
state. You can bring in all VMs, or only those that are On, Off, or Suspended.

b. VM Storage to consider: Select whether the datastores created for each onboarded VM are sized
based on their currently utilized size (recommended) or their provisioned size.

The external datastores will be implemented using Amazon FSx for NetApp ONTAP file system
volumes.

c. VM Memory to consider: Select whether the memory allocated for each onboarded VM is sized based
on their currently utilized size (recommended) or their provisioned size.

7. In the VMware Cloud on AWS deployment configuration section, enter details about the required VMware
Cloud on AWS configuration.

a. Region: Select the region where the VMs and Amazon FSx for NetApp ONTAP file systems will be
deployed.

For optimal performance and cost efficiency, this is typically the same region as where your existing
VMware Cloud on AWS SDDC is deployed.

b. VM estimated performance requirements: This option is available only when using RVTools. The
Migration advisor VM collector captures this information from your environment. Provide the following
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per virtual machine average performance parameters that you want to be applied to your new VMs that
will be deployed:

* Average IOPS per VM:
Enter the number of IOPS required for your file systems. If you are unsure, you can use the default
of 3 IOPS per GiB of SSD storage for Amazon FSx for ONTAP file systems. For example, if you
deploy 2,000 GiB of capacity, this will be translated to 6,000 IOPS.
We recommend that you begin with a smaller IOPS setting. You can increase your provisioned
SSD IOPS after the file system is created as workloads are migrated or deployed.

Average 1/0 block size:

The size of each block containing read or write operations. The default size is 4 KB.

A larger block size may be better for large sequential read and write workloads. A smaller block
size may offer better performance for workloads that perform small random writes to sparse files or
to large files.

* Average write ratio:
The percentage of operations that are write operations for your workloads. The default ratio is 30%
writes and 70% reads.

8. In the VM storage capacity considerations section, select from a few storage options.

a. Average data reduction ratio: Choose from among the three common data reduction selection
values. Select "1:1 - No reduction”, "1:1.25 - 20% reduction", or "1:1.5 - 33% reduction".

b. Headroom percentage: Enter the percentage of capacity growth that is added to the capacity for your
FSx for ONTAP file systems.

Note that if you select an amount less than 20% that you won’t be able to create volume snapshots for
protection and long-term backups.

9. Select Next and the "VMware cloud on AWS node configuration" page is displayed.

This page enables you to define the VMware cloud on AWS cluster configuration using an estimated
savings analysis and the recommended node type. You can configure the following:

a. VSAN architecture: Select whether you want to use vSAN Express Storage Architecture (ESA) or
vSAN Original Storage Architecture (OSA) architecture.

b. vSAN Fault Tolerance: Select the level of fault tolerance that is required for the VMs. You can choose
"Auto", which is recommended, or from among a variety of RAID levels.

= RAID-1 (FTT 1): consists of an exact copy (or mirror) of a set of data on 2 or more disks.

= RAID-5 (FTT 1): consists of block-level striping with distributed parity - parity information is
distributed among 3 or more drives, and it can survive a single disk failures.

= RAID-5 (FTT 2): consists of block-level striping with distributed parity - parity information is
distributed among 4 or more drives, and it can survive any two concurrent disk failures.

= RAID-6 (FTT 2): extends RAID 5 by adding another parity block; thus, it uses block-level striping
with two parity blocks distributed across all member disks. It requires 4 or more drives, and it can
survive any two concurrent disk failures.

c. Nodes configuration selection list: Select an EC2 instance type for the nodes.

10. Select Next and the "Select virtual machines" page displays the VMs that match the criteria you provided in
the previous page.

a. In the Selection criteria section, select the criteria for the VMs that you plan to deploy:

= Based on cost and performance optimization
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= Based on the ability to easily restore your data with local snapshots for recovery scenarios
= Based on both sets of criteria: the lowest cost while still providing good recovery options

b. In the Virtual machines section, the VMs that matched the criteria you provided in the previous page
are selected (checked). Select or deselect VMs if you want to onboard/migrate fewer or more VMs on
this page.

The Recommended deployment section will be updated if you make any changes. Note that by
selecting the checkbox in the heading row you can select all VMs on this page.
c. Select Next.

11. On the Datastore deployment plan page, review the total number of VMs and datastores that have been
recommended for the migration.

a. Select each Datastore listed across the top of the page to see how the datastores and VMs will be
provisioned.

The bottom of the page shows the source VM (or multiple VMs) for which this new VM and datastore
will be provisioned.

b. Once you understand how your datastores will be deployed, select Next.
12. On the Review deployment plan page, review the estimated monthly cost for all the VMs that you plan to

migrate.

The top of the page describes the monthly cost for all deployed VMs and FSx for ONTAP file systems. You
can expand each section to view details for "Recommended Amazon FSx for ONTAP file system
configuration", "Estimated cost breakdown", "Volume configuration", "Sizing assumptions”, and technical
"Disclaimers".

13. When you are satisfied with the migration plan, you have a few options:

> Select Deploy to deploy the FSx for ONTAP file systems to support your VMs. Learn how to deploy an
FSx for ONTAP file system.

> Select Download plan > VM deployment to download the migration plan in a .csv format so you can
use it to create your new cloud-based intelligent data infrastructure.

> Select Download plan > Plan report to download the migration plan in a .pdf format so you can
distribute the plan for review.

o Select Export plan to save the migration plan as a template in a .json format. You can import the plan
at a later time to use as a template when deploying systems with similar requirements.

Deploy the recommended FSx for ONTAP file system

After you verify that the recommended FSx for ONTAP file system (or multiple file
systems in some cases) meets your exact requirements, you can use Workload Factory
to deploy the system in your AWS environment.

Depending on the policy and permissions that you added to your Workload Factory account, you can deploy
the FSx for ONTAP file system completely using Workload Factory (using read/write mode). If you have fewer
permissions (read-only mode), or no permissions (Basic mode), you'll need to use the CloudFormation
information from the Codebox and deploy the FSx for ONTAP file system yourself in AWS.

Requirements for deployments to VMware Cloud on AWS
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* You must be using VMware Cloud on AWS Software-Defined Data Center (SDDC) version 1.20 or greater
to deploy FSx for ONTAP file systems.

* You must not deploy the FSx for ONTAP file system in the same VPC used during the SDDC deployment.
Instead, you must deploy it in a new Amazon VPC that you own to enable VMware Cloud on AWS
integration with Amazon FSx for NetApp ONTAP.

* You must deploy the FSx for ONTAP file system within the same AWS region as your SDDC.

Steps

1. At the bottom of the Review plan page, select Deploy and the Create an FSx for ONTAP file system page

is displayed.

Most of the fields that define your FSx for ONTAP file system are completed based on the information you
provided, but there are a few fields that you need to complete in this page.

You can use the Quick create or Advanced create option. Advanced create offers a few additional storage
parameters that you can customize. See what these two options offer.

2. AWS credentials: Select or add credentials that will give Workload Factory the permissions necessary to
create your FSx for ONTAP file system directly. You can also select the CloudFormation code from
Codebox and deploy the FSx for ONTAP file system yourself in AWS.

3. File system name: Enter the name that you want to use for this FSx for ONTAP file system.

4. Tags: Optionally you can add tags to categorize this FSx for ONTAP file system.

5. In the "Network & security" section, enter the following information:
a. Region & VPC: Select the Region and the VPC where the FSx for ONTAP file system will be deployed.

If you are deploying to VMware Cloud on AWS, ensure you deploy it in a VPC that is different than the
VPC where the VMware Cloud on AWS is deployed.

b. Security group: When using the Advanced create option, you can select the default security group
for the FSx for ONTAP VPC so that all traffic can access the FSx for ONTAP file system.

You can add an inbound rule that restricts what other AWS services can access the FSx for ONTAP file
system. This will block the amount of services that are open. These are the minimum ports and

protocols:

Protocols

TCP, UDP

TCP, UDP
TCP, UDP
TCP, UDP

TCP, UDP

Ports
111

635
2049
4045

4046

Purpose

Portmapper (used to negotiate which ports are used in
NFS requests)

NFS mountd (receives NFS mount requests)
NFS network traffic

Network Lock Manager (NLM, lockd) - Handles lock
requests.

Network Status Monitor (NSM, statd) - Notifies NFS
clients about reboots of the server for lock
management.

c. Availability zone: Select the Availability Zone and the Subnet.

You should select the same availability zone as where your VMware SDDC is deployed if you want to
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avoid charges for cross-AZ traffic.
d. Encryption: When using the Advanced create option, you can select the AWS encryption key name
from the dropdown.

e. Datastore access control: When using the Advanced create option, you can select whether all hosts
can access the datastores or whether only certain vSphere cluster nodes on a specific subnet can
access the datastores.

6. In the "File system details" section, enter the following information:
a. ONTAP credentials: Enter and confirm the ONTAP password.

b. Storage VM credentials (Advanced create only): Enter and confirm the storage VM password. The
password can be specific to this file system, or you can use the same password entered for ONTAP
credentials.

7. In the Summary section, you can view the FSx for ONTAP file system and datastore configuration that the
VMware migration advisor has designed based on your information.

8. Select Create to deploy the FSx for ONTAP file system. This process can take up to 2 hours.

Optionally, in the Codebox window you can select Redirect to CloudFormation to create the file system
using a CloudFormation stack.

In either case, you can you can monitor the creation progress in CloudFormation.

Result
The FSx for ONTAP file system is deployed.

Connect your FSx for ONTAP file systems to VMware Cloud on AWS

After you deploy FSx for ONTAP file systems, you need to connect that system to your
VMware Cloud on AWS infrastructure. Your Software-Defined Data Center (SDDC) offers
network options for connecting to the FSx for ONTAP file system by using the VPC
peering capability to extend network connectivity to the external NFS storage volumes.

Review the Amazon VPC peering documentation for details

The following diagram shows how to use VPC peering to connect single Availability Zone (AZ) SDDC clusters
to FSx for ONTAP single-AZ deployments.
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Migrate your data to the new infrastructure with NetApp Workload Factory for
VMware

Use a tool such as VMware Hybrid Cloud Extension (HCX) to move your data from your
old virtual machine storage to the FSx for NetApp ONTAP volumes connected to your
new virtual machines. VMware HCX core functionality enables you to migrate workloads
from your on-premises data center to your Software-Defined Data Center (SDDC)
transparently.

Review the VMware HCX documentation for details.

What’s next?

Now that you’'ve migrated your data to VMware Cloud on AWS and Amazon FSx for NetApp ONTAP external
datastores, you can back up and protect the important data on your FSx for ONTAP file system to make sure
your data is always available.

For information about managing your FSx for ONTAP file system, go to the Amazon FSx for NetApp ONTAP
documentation to view the the backup and protection capabilities you can use.
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Administer and monitor

Configuration analysis for EVS configurations

Workload Factory analyzes Amazon Elastic VMware Service (EVS) configurations
regularly to identify misalignments with best practices. Use the results to improve
performance, cost efficiency, and compliance.

Key capabilities include:

« Daily configuration analysis
« Automatic best practice validations
* Proactive observability

* Insights to action

Well-architected status

In the Workload Factory console, well-architected status is listed for all discovered EVS virtualization
environments. Well-architected statuses are categorized as "Optimized" or "Not optimized". Selecting
Inventory directs you to the Well-architected status tab within the environment where you can find all
configurations for the environment.

Configuration categories

Workload Factory evaluates EVS configurations across multiple categories to ensure alignment with AWS and
NetApp best practices. Each category focuses on specific aspects of your EVS environment:

Availability
How accessible and operational the EVS configuration is expected to be.

Security

How well the EVS configuration protects data and controls access (for example, EC2 stop and termination
protection).

Resiliency
The ability of the EVS configuration to recover from failures or disruptions.

What'’s next
Implement well-architected configurations

Implement well-architected EVS configurations

Use Workload Factory configuration analysis to review well-architected status for your
Amazon Elastic VMware Service (EVS) configurations and remediate issues that affect
reliability, security, and cost.
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About this task

Automatic daily scans of all discovered EVS environments using AWS APIs analyze your EVS configuration
and identify potential issues that could impact availability, resiliency, security, or cost optimization. Findings are
organized by configuration area, with each finding including status, severity levels, impacted resource details,
and step-by-step remediation procedures.

Key features include:
+ Automatic daily scans: All discovered EVS environments are automatically scanned once a day to ensure

insights remain current.

* AWS APIl-based scanning: Scans use AWS APIs and do not require vSphere credentials or connectivity
to your vCenter.

» Detailed guidance on issue resolution: Each identified issue includes a clear explanation, severity level,
and step-by-step resolution procedures.

 View-only insights: Provides detailed findings and recommendations without automated issue resolution
options.

Understanding well-architected insights

The Well-architected tab displays the following:

» Configuration name: The configuration area being assessed.

» Tags: Labels indicating the areas of impact (such as Availability, Resiliency, Security).
« Status: Either "Optimized" (no issues found) or "Not optimized" (issues found).

« Severity: The importance level of the finding (for example, Warning).

* Resource type: The type of AWS resource being assessed.

» Impacted resources count: The number of resources affected by the issue.

Scan frequency

Well-architected scans are performed automatically for all discovered EVS configurations. Key details about
scan scheduling:

» Scans occur once per day for each EVS configuration.

» Scans for different configurations can occur at different times.

« If a scan fails for one configuration, scans for other configurations in the same account will still be
attempted.

* The timestamp card on the Well-architected status tab shows when the last scan was completed for the
current configuration.

@ On-demand execution of well-architected scans is not currently supported. All scans are
performed automatically on the daily schedule.

Before you begin

* You must have added AWS credentials with View, planning, and analysis permissions for VMware
workloads.
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* You must have at least one discovered Amazon Elastic VMware Service environment in your AWS
account.

Access the well-architected status tab

Steps
1. Log in to Workload Factory using one of the console experiences.

2. Select the menu and then select VMware.
The planning center is displayed.

3. From the VMware menu, select Inventory.

4. From the Virtualization environments list, select the discovered EVS environment you want to view well-
architected insights for.

5. Select the Well-architected status tab.
The following elements are displayed:
o Automatic daily analysis timestamp: Shows when the last scan was performed for this environment.

o Configurations: Organizes findings by configuration area and displays their status and details.

View well-architected assessments

Cluster node management

This assesses whether your EVS cluster nodes have appropriate EC2 stop and termination protection
configured.

Status:

+ Optimized: All EVS nodes have both EC2 stop protection and termination protection configured.

* Not optimized: At least one EVS node does not have EC2 stop protection or termination protection
configured.

Why this matters:

EVS ESXi nodes should be managed exclusively using vCenter or other VMware-level management tools.
Without proper EC2-level protections, nodes could be accidentally stopped or terminated from the EC2
console, which can lead to virtual machine data unavailability or data loss.

To view detailed findings:

1. In the Well-architected status tab, locate Cluster node management.

2. Select View to open the findings dialog.
The dialog displays:

* Findings summary: A detailed explanation of the issue discovered in your environment.
» Resource grid: A table showing all EVS nodes and their protection status, including:

o Node identifier
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o EC2 stop protection status
o EC2 termination protection status
» Action required: Step-by-step issue resolution procedures.

* Recommendation: Best practice guidance.
Remediation:
To remediate this issue, enable stop and termination protection for your EVS nodes:

* Follow the procedure specified in AWS documentation for enabling stop protection.

* Follow the procedure specified in AWS documentation for enabling termination protection.

EVS environment resiliency
This assesses whether your EVS cluster nodes are properly distributed across partition placement groups.
Status:
* Optimized: All nodes are members of a single partition placement group configured with four or more
partitions.
* Not optimized if any of the following is true:
> Nodes are members of more than one placement group.
> At least one node is a member of a non-partitioned placement group.

> All nodes are members of a partitioned placement group with fewer than four partitions.
Why this matters:

Proper partition placement ensures that your EVS cluster nodes are distributed across multiple fault-isolated
hardware partitions within an AWS availability zone. Misalignment can result in significant loss of processing
power or downtime if a partition fails.

To view detailed findings:

1. In the Well-architected status tab, locate EVS environment resiliency.

2. Select View to open the findings dialog.
The dialog displays:

* Findings summary: A detailed explanation of the partitioning misalignment.
» Resource grid: A table showing EVS environment nodes with:

> Node identifier

> Placement group name

> Placement group type

o Placement group partitions count
» Action required: Step-by-step remediation procedures

* Recommendation: Best practice guidance

Remediation:
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To remediate partition placement issues:
* When adding new nodes to the EVS environment, provision the new nodes using a partitioned placement
group with at least four partitions.

« If cluster nodes are being replaced, ensure that the replacement nodes are provisioned using a partitioned
placement group with at least four partitions.

* Try to consolidate all EVS nodes to a single placement group aligned with the above recommendations.
Best practice recommendation:

When creating or expanding an EVS environment, provision all cluster nodes using a single partitioned
placement group configured with four partitions or higher.

What’s next
After reviewing your well-architected insights and implementing recommended changes:

* Monitor the well-architected status tab daily to stay informed about your environment’s status.
* Follow the remediation procedures for any "Not optimized" findings.
» Review AWS and NetApp documentation for additional best practices.

» Consider implementing the recommendations before expanding your EVS environment.

Related links
* Create a deployment plan for Amazon EVS using the migration advisor

* Deploy the recommended FSx for ONTAP file system

« AWS placement groups documentation
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Knowledge and support

Register for support for NetApp Workload Factory for
VMware

Support registration is required to receive technical support specific to NetApp Workload
Factory and its storage solutions and services. You must register for support from the
NetApp Console, which is a separate web-based console from Workload Factory.

Registering for support does not enable NetApp support for a cloud provider file service. For technical support
related to a cloud provider file service, its infrastructure, or any solution using the service, refer to "Getting
help" in the Workload Factory documentation for that product.

Amazon FSx for ONTAP

Support registration overview

Registering your account ID support subscription (your 20 digit 960xxxxxxxxx serial number located on the
Support Resources page in the NetApp Console) serves as your single support subscription ID. Each NetApp
account-level support subscription must be registered.

Registering enables capabilities like opening support tickets and automatic case generation. Registration is
completed by adding NetApp Support Site (NSS) accounts to the NetApp Console as described below.

Register your account for NetApp support

To register for support and activate support entitiement, one user in your account must associate a NetApp
Support Site account with their NetApp Console login. How you register for NetApp support depends on
whether you already have a NetApp Support Site (NSS) account.

Existing customer with an NSS account

If you're a NetApp customer with an NSS account, you simply need to register for support through the NetApp
Console.

Steps
1. In the upper right of the Workload Factory console, select Help > Support.

Selecting this option opens the NetApp Console in a new browser tab and loads the Support dashboard.

From the NetApp Console menu, select Administration, and then select Credentials.
Select User Credentials.
Select Add NSS credentials and follow the NetApp Support Site (NSS) Authentication prompt.

To confirm that the registration process was successful, select the Help icon, and select Support.

a c 0N

The Resources page should show that your account is registered for support.
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m 960111112222224444455555 Registered for Support

Account Serial Mumber Support Registration

Note that other NetApp Console users will not see this same support registration status if they have not
associated a NetApp Support Site account with their NetApp Console login. However, that doesn’t mean
that your NetApp account is not registered for support. As long as one user in the account has followed
these steps, then your account has been registered.

Existing customer but no NSS account

If you're an existing NetApp customer with existing licenses and serial numbers but no NSS account, you need
to create an NSS account and associate it with your NetApp Console login.

Steps

1.

2.

Create a NetApp Support Site account by completing the NetApp Support Site User Registration form
a. Be sure to select the appropriate User Level, which is typically NetApp Customer/End User.

b. Be sure to copy the NetApp account serial number (960xxxx) used above for the serial number field.
This will speed up the account processing.

Associate your new NSS account with your NetApp Console login by completing the steps under Existing
customer with an NSS account.

Brand new to NetApp

If you are brand new to NetApp and you don’t have an NSS account, follow each step below.

Steps

1.

fo2 30 < B N OV

In the upper right of the Workload Factory console, select Help > Support.

Selecting this option opens the NetApp Console in a new browser tab and loads the Support dashboard.

. Locate your account ID serial number from the Support Resources page.

96015585434285107893 /% Mot Registered
Account serial number Add your MetApp Support Site (NS5) credentials to BlueXP

Follow these instructionsto register for support in case you don't have an NS5 account yet.

Navigate to NetApp’s support registration site and select | am not a registered NetApp Customer.

. Fill out the mandatory fields (those with red asterisks).
. In the Product Line field, select Cloud Manager and then select your applicable billing provider.

. Copy your account serial number from step 2 above, complete the security check, and then confirm that

you read NetApp’s Global Data Privacy Policy.

An email is immediately sent to the mailbox provided to finalize this secure transaction. Be sure to check
your spam folders if the validation email doesn’t arrive in few minutes.

. Confirm the action from within the email.
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Confirming submits your request to NetApp and recommends that you create a NetApp Support Site
account.

8. Create a NetApp Support Site account by completing the NetApp Support Site User Registration form
a. Be sure to select the appropriate User Level, which is typically NetApp Customer/End User.

b. Be sure to copy the account serial number (960xxxx) used above for the serial number field. This will
speed up the account processing.

After you finish
NetApp should reach out to you during this process. This is a one-time onboarding exercise for new users.

Once you have your NetApp Support Site account, associate the account with your NetApp Console login by
completing the steps under Existing customer with an NSS account.

Get help with NetApp Workload Factory for VMware

NetApp provides support for Workload Factory and its cloud services in a variety of ways.
Extensive free self-support options are available 24x7, such as knowledgebase (KB)
articles and a community forum. Your support registration includes remote technical
support via web ticketing.

Get support for FSx for ONTAP

For technical support related to FSx for ONTAP, its infrastructure, or any solution using the service, refer to
"Getting help" in the Workload Factory documentation for that product.

Amazon FSx for ONTAP

To receive technical support specific to Workload Factory and its storage solutions and services, use the
support options described below.

Use self-support options

These options are available for free, 24 hours a day, 7 days a week:
* Documentation
The Workload Factory documentation that you're currently viewing.
* Knowledge base
Search through the Workload Factory knowledge base to find helpful articles to troubleshoot issues.
+ Communities

Join the Workload Factory community to follow ongoing discussions or create new ones.
Create a case with NetApp support

In addition to the self-support options above, you can work with a NetApp Support specialist to resolve any
issues after you activate support.
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Before you get started

To use the Create a Case capability, you must first register for support. associate your NetApp Support Site
credentials with your Workload Factory login. Learn how to register for support.

Steps
1. In the upper right of the Workload Factory console, select Help > Support.

Selecting this option opens the NetApp Console in a new browser tab and loads the Support dashboard.
2. On the Resources page, choose one of the available options under Technical Support:
a. Select Call Us if you'd like to speak with someone on the phone. You'll be directed to a page on
netapp.com that lists the phone numbers that you can call.
b. Select Create a Case to open a ticket with a NetApp Support specialist:
= Service: Select Workload Factory.
= Case Priority: Choose the priority for the case, which can be Low, Medium, High, or Critical.

To learn more details about these priorities, hover your mouse over the information icon next to the
field name.

= Issue Description: Provide a detailed description of your problem, including any applicable error
messages or troubleshooting steps that you performed.

= Additional Email Addresses: Enter additional email addresses if you'd like to make someone else
aware of this issue.

= Attachment (Optional): Upload up to five attachments, one at a time.

Attachments are limited to 25 MB per file. The following file extensions are supported: txt, log, pdf,
jpg/jpeg, rtf, doc/docx, xIs/xIsx, and csv.
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Attachment (Optional) T. Upload

After you finish

A pop-up will appear with your support case number. A NetApp Support specialist will review your case and get
back to you soon.

For a history of your support cases, you can select Settings > Timeline and look for actions named "create
support case." A button to the far right lets you expand the action to see details.

It's possible that you might encounter the following error message when trying to create a case:

"You are not authorized to Create a Case against the selected service"

This error could mean that the NSS account and the company of record it's associated with is not the same
company of record for the NetApp Console account serial number (ie. 960xxxx) or the system serial number.

You can seek assistance using one of the following options:

* Use the in-product chat

« Submit a non-technical case at https://mysupport.netapp.com/site/help
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Manage your support cases (Preview)

You can view and manage active and resolved support cases directly from the NetApp Console. You can
manage the cases associated with your NSS account and with your company.

Case management is available as a Preview. We plan to refine this experience and add enhancements in
upcoming releases. Please send us feedback by using the in-product chat.

Note the following:
« The case management dashboard at the top of the page offers two views:

o The view on the left shows the total cases opened in the past 3 months by the user NSS account you
provided.

o The view on the right shows the total cases opened in the past 3 months at your company level based
on your user NSS account.

The results in the table reflect the cases related to the view that you selected.

* You can add or remove columns of interest and you can filter the contents of columns like Priority and
Status. Other columns provide just sorting capabilities.

View the steps below for more details.

* At a per-case level, we offer the ability to update case notes or close a case that is not already in Closed or
Pending Closed status.

Steps
1. In the upper right of the Workload Factory console, select Help > Support.

Selecting this option opens the NetApp Console a new browser tab and loads the Support dashboard.

2. Select Case Management and if you’re prompted, add your NSS account to the NetApp Console.
The Case management page shows open cases related to the NSS account that is associated with your
NetApp Console user account. This is the same NSS account that appears at the top of the NSS

management page.

3. Optionally modify the information that displays in the table:
o Under Organization’s cases, select View to view all cases associated with your company.

> Modify the date range by choosing an exact date range or by choosing a different time frame.
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4. Manage an existing case by selecting === and selecting one of the available options:

> View case: View full details about a specific case.

o Update case notes: Provide additional details about your problem or select Upload files to attach up

to a maximum of five files.

Attachments are limited to 25 MB per file. The following file extensions are supported: txt, log, pdf,
jpg/jpeg, rtf, doc/docx, xIs/xIsx, and csv.

> Close case: Provide details about why you're closing the case and select Close case.
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Legal notices for NetApp Workload Factory for
VMware

Legal notices provide access to copyright statements, trademarks, patents, and more.

Copyright

https://www.netapp.com/company/legal/copyright/

Trademarks

NETAPP, the NETAPP logo, and the marks listed on the NetApp Trademarks page are trademarks of NetApp,
Inc. Other company and product names may be trademarks of their respective owners.

https://www.netapp.com/company/legal/trademarks/

Patents
A current list of NetApp owned patents can be found at:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Privacy policy

https://www.netapp.com/company/legal/privacy-policy/

Open source
Notice files provide information about third-party copyright and licenses used in NetApp software.

NetApp Workload Factory
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Copyright information

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by
copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission
of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL
NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp
assumes no responsibility or liability arising from the use of products described herein, except as expressly
agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any
patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or
pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013
(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)
and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this
Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-
exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in
connection with and in support of the U.S. Government contract under which the Data was delivered. Except
as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed
without the prior written approval of NetApp, Inc. United States Government license rights for the Department
of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.
Other company and product names may be trademarks of their respective owners.
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