
监控数据可用性并对其进行故障排除
Active IQ Unified Manager 9.11
NetApp
October 16, 2025

This PDF was generated from https://docs.netapp.com/zh-cn/active-iq-unified-manager-911/health-
checker/task_perform_corrective_action_for_storage_failover_interconnect_links.html on October 16,
2025. Always check docs.netapp.com for the latest.



目录
监控数据可用性并对其进行故障排除 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

扫描并解决存储故障转移互连链路断开情况. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

对存储故障转移互连链路断开执行更正操作. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

解决卷脱机问题 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3

针对卷脱机情况执行诊断操作 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4



监控数据可用性并对其进行故障排除

Unified Manager 可监控授权用户访问存储数据的可靠性，在出现阻止或阻碍访问的情况时
向您发出警报，并可用于诊断这些情况并分配和跟踪其解决方法。

本节中的可用性工作流主题介绍了一些示例，说明存储管理员如何使用 Unified Manager Web UI 发现，诊断和
分配对数据可用性产生不利影响的硬件和软件状况以解决问题。

扫描并解决存储故障转移互连链路断开情况

此工作流举例说明如何扫描，评估和解决已关闭的存储故障转移互连链路情况。在这种情
况下，您是一名管理员，使用 Unified Manager 在节点上开始 ONTAP 版本升级之前扫描
存储故障转移风险。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

如果在无中断升级尝试期间 HA 对节点之间的存储故障转移互连失败，则升级将失败。因此，管理员通常会在开
始升级之前监控和确认要升级的集群节点上的存储故障转移可靠性。

步骤

1. 在左侧导航窗格中，单击 * 事件管理 * 。

2. 在 * 事件管理 * 清单页面中，选择 * 活动可用性事件 * 。

3. 在 * 事件管理 * 清单页面 * 名称 * 列顶部，单击  然后输入 *failover 在文本框中、将要显示的事件限
制为与存储故障转移相关的事件。

此时将显示与存储故障转移条件相关的所有过去事件。

在这种情况 S下， Unified Manager 会在其可用性意外事件部分显示事件 " 存储故障转移互连的一个
或多个链路断开 " 。

4. 如果与存储故障转移相关的一个或多个事件显示在 * 事件管理 * 清单页面上，请执行以下步骤：

a. 单击事件标题链接可显示该事件的事件详细信息。

在此示例中，您单击事件标题 Storage Failover Interconnect one or more links down
。

此时将显示该事件的 " 事件 " 详细信息页面。

a. 在事件详细信息页面上，您可以执行以下一项或多项任务：

▪ 查看发生原因字段中的错误消息并评估问题描述。

▪ 将事件分配给管理员。

▪ 确认事件。

▪ 相关信息 *
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"事件详细信息页面"

"Unified Manager 用户角色和功能"

对存储故障转移互连链路断开执行更正操作

显示存储故障转移相关事件的事件详细信息页面时，您可以查看页面的摘要信息，以确定
事件的紧急性，问题描述的可能发生原因以及问题描述的可能解决方案。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

在此示例场景中， " 事件 " 详细信息页面上提供的事件摘要包含有关存储故障转移互连链路断开情况的以下信息
：

Event: Storage Failover Interconnect One or More Links Down

Summary

Severity: Warning

State: New

Impact Level: Risk

Impact Area: Availability

Source: aardvark

Source Type: Node

Acknowledged By:

Resolved By:

Assigned To:

Cause: At least one storage failover interconnected link

       between the nodes aardvark and bonobo is down.

       RDMA interconnect is up (Link0 up, Link1 down)

示例事件信息表示 HA 对节点 aardvark 和 bonobo 之间的存储故障转移互连链路 Link1 已关闭，但 Apple 和
Boy 之间的 Link0 处于活动状态。由于一个链路处于活动状态，因此远程动态内存访问（ RDMA ）仍在运行，
存储故障转移作业仍可成功完成。

但是，为了确保两个链路均发生故障且存储故障转移保护完全禁用，您决定进一步诊断 Link1 发生故障的原因。

步骤

1. 在 * 事件 * 详细信息页面中，您可以单击源字段中指定的事件的链接，以获取可能与存储故障转移互连链路
断开情况相关的其他事件的详细信息。

在此示例中，事件源是名为 aardvark 的节点。单击该节点名称将在集群 / 运行状况详细信息页面的节点选项
卡上显示受影响 HA 对 aardvark 和 bonobo 的 HA 详细信息，并显示最近在受影响 HA 对上发生的其他事
件。

2. 有关此事件的详细信息，请查看 * HA 详细信息 * 。
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在此示例中，相关信息位于 Events 表中。该表显示了 " S存储故障转移连接一个或多个链路断开 " 事件，事
件的生成时间，以及此事件的源节点。

使用 HA 详细信息中的节点位置信息，请求或亲自完成受影响 HA 对节点上的存储故障转移问题描述的物理检查
和修复。

• 相关信息 *

"事件详细信息页面"

"Unified Manager 用户角色和功能"

解决卷脱机问题

此工作流举例说明了如何评估和解决 Unified Manager 可能在事件管理清单页面中显示的
卷脱机事件。在这种情况下，您是使用 Unified Manager 对一个或多个卷脱机事件进行故
障排除的管理员。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

报告卷脱机的原因可能有多种：

• SVM 管理员故意使卷脱机。

• 卷的托管集群节点已关闭，存储故障转移到其 HA 对配对节点也失败。

• 卷的托管 Storage Virtual Machine （ SVM ）已停止，因为托管该 SVM 根卷的节点已关闭。

• 由于两个 RAID 磁盘同时发生故障，卷的托管聚合已关闭。

您可以使用事件管理清单页面以及集群 / 运行状况， Storage VM/ 运行状况和卷 / 运行状况详细信息页面来确认
或消除其中一种或多种可能性。

步骤

1. 在左侧导航窗格中，单击 * 事件管理 * 。

2. 在 * 事件管理 * 清单页面中，选择 * 活动可用性事件 * 。

3. 单击为卷脱机事件显示的超文本链接。

此时将显示可用性意外事件的事件详细信息页面。

4. 在该页面上，查看注释以了解是否有迹象表明 SVM 管理员已使相关卷脱机。

5. 在 * 事件 * 详细信息页面上，您可以查看以下一项或多项任务的信息：

◦ 查看发生原因字段中显示的信息，以获取可能的诊断指导。

在此示例中，发生原因字段中的信息仅通知您卷已脱机。

◦ 检查 "Notes and Updates" 区域，查看是否有迹象表明 SVM 管理员故意使相关卷脱机。
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◦ 单击事件源（此处为报告脱机的卷）以获取有关该卷的详细信息。

◦ 将事件分配给管理员。

◦ 确认此事件，或者在适当情况下将其标记为已解决。

针对卷脱机情况执行诊断操作

导航到报告为脱机的卷的 "Volume/Health" 详细信息页面后，您可以搜索追加信息以帮助
诊断卷脱机情况。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

如果报告脱机的卷未被有意脱机，则该卷可能会因为多种原因脱机。

从脱机卷的卷 / 运行状况详细信息页面开始，您可以导航到其他页面和窗格以确认或消除可能的原因：

• 单击 * 卷 / 运行状况 * 详细信息页面链接，确定卷是否因其主机节点已关闭以及存储故障转移到其 HA 对配
对节点也失败而脱机。

请参见 "确定卷脱机情况是否是由已关闭的节点引起的"。

• 单击 * 卷 / 运行状况 * 详细信息页面链接，确定卷是否已脱机，其主机 Storage Virtual Machine （ SVM ）
是否因托管此 SVM 根卷的节点已关闭而停止。

请参见 "确定卷是否因节点关闭而脱机以及 SVM 是否已停止"。

• 单击 * 卷 / 运行状况 * 详细信息页面链接，确定卷是否因主机聚合中的磁盘损坏而脱机。

请参见 "确定卷是否因聚合中的磁盘损坏而脱机"。

• 相关信息 *

"Unified Manager 用户角色和功能"

确定卷是否因其主机节点已关闭而脱机

您可以使用 Unified Manager Web UI 确认或消除卷因主机节点关闭而脱机以及存储故障转
移到其 HA 对配对节点失败的可能性。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

要确定卷脱机情况是否是由于托管节点故障以及后续存储故障转移失败而导致的，请执行以下操作：

步骤

1. 在脱机卷的 * 卷 / 运行状况 * 详细信息页面的 * 相关设备 * 窗格中，找到并单击 SVM 下显示的超文本链接。

Storage VM/ 运行状况详细信息页面显示有关脱机卷的托管 Storage Virtual Machine （ SVM ）的信息。
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2. 在 * Storage VM / Health* 详细信息页面的 * 相关设备 * 窗格中，找到并单击卷下显示的超文本链接。

" 运行状况：所有卷 " 视图显示一个表，其中包含有关 SVM 托管的所有卷的信息。

3. 在 * 运行状况：所有卷 * 查看状态列标题上，单击筛选器符号 ，然后选择 * 脱机 * 选项。

仅会列出处于脱机状态的 SVM 卷。

4. 在运行状况：所有卷视图上，单击网格符号 ，然后选择 * 集群节点 * 选项。

您可能需要滚动网格选择框以找到 * 集群节点 * 选项。

集群节点列将添加到卷清单中，并显示托管每个脱机卷的节点的名称。

5. 在 * 运行状况：所有卷 * 视图中，找到脱机卷的列表，然后在其集群节点列中单击其托管节点的名称。

集群 / 运行状况详细信息页面上的节点选项卡显示托管节点所属的 HA 节点对的状态。托管节点的状态以及
任何集群故障转移操作是否成功将显示在屏幕中。

确认由于主机节点已关闭且存储故障转移到 HA 对配对节点失败而导致卷脱机情况存在后，请联系相应的管理员
或操作员以手动重新启动已关闭的节点并修复存储故障转移问题。

确定卷是否因节点关闭而脱机及其 SVM 是否已停止

您可以使用 Unified Manager Web UI 确认或消除卷脱机的可能性，因为托管该 SVM 根卷
的节点已关闭，导致其主机 Storage Virtual Machine （ SVM ）停止。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

要确定卷脱机情况是否是由于托管此 SVM 根卷的节点已关闭而导致其主机 SVM 停止的，请执行以下操作：

步骤

1. 在脱机卷的 * 卷 / 运行状况 * 详细信息页面的 * 相关设备 * 窗格中，找到并单击 SVM 下显示的超文本链接。

Storage VM/ 运行状况详细信息页面会显示托管 SVM 的 "`Running` " 或 " s已加注 " 状态。如果 SVM 状态
为 running ，则卷脱机情况不是由托管此 SVM 根卷的节点关闭所致。

2. 如果 SVM 状态为 stopped ，则单击 * 查看 SVM* 以进一步确定要停止的托管 SVM 的发生原因。

3. 在 * 运行状况：所有 Storage VM* View SVM 列标题上，单击筛选器符号  然后键入已停止的 SVM 的名
称。

该 SVM 的信息显示在一个表中。

4. 在 * 运行状况：所有 Storage VM* 视图中，单击  然后选择 * 根卷 * 选项。

根卷列将添加到 SVM 清单中，并显示已停止 SVM 的根卷的名称。

5. 在根卷列中，单击根卷的名称以显示该卷的 * 存储 VM / 运行状况 * 详细信息页面。
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如果 SVM 根卷的状态为（联机），则不会因为托管该 SVM 根卷的节点已关闭而导致原始卷脱机。

6. 如果 SVM 根卷的状态为（脱机），则在 SVM 根卷的卷 / 运行状况详细信息页面的相关设备窗格中，找到并
单击聚合下显示的超文本链接。

7. 在聚合的 * 聚合 / 运行状况 * 详细信息页面的 * 相关设备 * 窗格中，找到并单击节点下显示的超文本链接。

集群 / 运行状况详细信息页面上的节点选项卡显示 SVM 根卷的托管节点所属的 HA 节点对的状态。节点的
状态将显示在屏幕中。

确认卷脱机情况是由该卷的主机 SVM 脱机状况引起的，而该状况本身是由托管该 SVM 根卷的节点关闭引起的
，然后，请与相应的管理员或操作员联系以手动重新启动已关闭的节点。

确定卷是否因聚合中的磁盘损坏而脱机

您可以使用 Unified Manager Web UI 确认或消除卷脱机的可能性，因为 RAID 磁盘问题已
使其主机聚合脱机。

• 您需要的内容 *

您必须具有操作员，应用程序管理员或存储管理员角色。

要确定卷脱机情况是否是由使托管聚合脱机的 RAID 磁盘问题引起的，请执行以下操作：

步骤

1. 在 * 卷 / 运行状况 * 详细信息页面的 * 相关设备 * 窗格中，找到并单击聚合下显示的超文本链接。

聚合 / 运行状况详细信息页面显示托管聚合的联机或脱机状态。如果聚合状态为联机，则 RAID 磁盘问题不
是要脱机的卷的发生原因。

2. 如果聚合状态为脱机，则单击 * 磁盘信息 * ，并在 * 磁盘信息 * 选项卡上的 * 事件 * 列表中查找损坏的磁盘
事件。

3. 要进一步确定损坏的磁盘，请单击 * 相关设备 * 窗格中节点下显示的超文本链接。

此时将显示集群 / 运行状况详细信息页面。

4. 单击 * 磁盘 * ，然后在 * 筛选器 * 窗格中选择 * 已断开 * 以列出处于断开状态的所有磁盘。

如果处于断开状态的磁盘导致主机聚合处于脱机状态，则聚合的名称将显示在受影响的聚合列中。

确认卷脱机情况是由损坏的 RAID 磁盘以及由此导致的主机聚合脱机引起的，请联系相应的管理员或操作员，手
动更换损坏的磁盘并将聚合重新联机。
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