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管理和监控 MetroCluster 配置

通过 Unified Manager Web UI 中对 MetroCluster 配置的监控支持，您可以检查
MetroCluster 配置中是否存在任何连接问题。尽早发现连接问题描述可帮助您有效地管理
MetroCluster 配置。

切换和切回期间的卷行为

触发将发生原因活动卷从一个集群移动到灾难恢复组中另一个集群的切换或切回事件。集
群上处于活动状态并向客户端提供数据的卷将停止，而另一集群上的卷将激活并开始提供
数据。Unified Manager 仅监控处于活动状态且正在运行的卷。

由于卷会从一个集群移动到另一个集群，因此建议您监控这两个集群。Unified Manager 的一个实例可以监控
MetroCluster 配置中的两个集群，但有时两个位置之间的距离需要使用两个 Unified Manager 实例来监控这两个
集群。下图显示了 Unified Manager 的一个实例：
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名称中包含 p 的卷表示主卷，名称中包含 b 的卷是由 SnapMirror 创建的镜像备份卷。

在正常操作期间：

• 集群 A 具有两个活动卷： Vol1p 和 Vol2p 。

• 集群 B 具有两个活动卷： Vol3p 和 Vol4p 。

• 集群 A 具有两个非活动卷： Vol3b 和 Vol4b 。

• 集群 B 具有两个非活动卷： Vol1b 和 Vol2b 。

Unified Manager 将收集与每个活动卷相关的信息（统计信息，事件等）。Vol1p 和 Vol2p 统计信息由集群 A 收
集， Vol3p 和 Vol4p 统计信息由集群 B 收集

发生灾难性故障导致活动卷从集群 B 切换到集群 A 后：

• 集群 A 具有四个活动卷： Vol1p ， Vol2p ， Vol3b 和 Vol4b 。

• 集群 B 具有四个非活动卷： Vol3p ， Vol4p ， Vol1b 和 Vol2b 。

在正常操作期间， Unified Manager 将收集与每个活动卷相关的信息。但在这种情况下， Vol1p 和 Vol2p 统计信
息由集群 A 收集， Vol3b 和 Vol4b 统计信息也由集群 A 收集

请注意， Vol3p 和 Vol3b 不是相同的卷，因为它们位于不同的集群上。适用于 Vol3p 的 Unified Manager 中的信
息与 Vol3b 不同：

• 在切换到集群 A 期间，不会显示 Vol3p 统计信息和事件。

• 在首次切换时， Vol3b 看起来像一个新卷，没有历史信息。

修复集群 B 并执行切回后， Vol3p 将在集群 B 上再次处于活动状态，并显示切换期间的历史统计信息和统计信
息缺口。除非发生另一次切换，否则无法从集群 A 查看 Vol3b ：
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• 非活动的 MetroCluster 卷（例如，切回后集群 A 上的 Vol3b ）会通过消息 "`this volume was

deleted` " 来标识。此卷并未实际删除，但 Unified Manager 当前不会监控此卷，因为它不是
活动卷。

• 如果一个 Unified Manager 正在监控 MetroCluster 配置中的两个集群，则卷搜索将返回当时
处于活动状态的任何卷的信息。例如，如果发生切换且 Vol3 在集群 A 上处于活动状态，则搜
索 "Vol3" 将返回集群 A 上 Vol3b 的统计信息和事件

集群连接状态定义

在 MetroCluster 配置中，集群之间的连接可以是以下状态之一： " 最佳 " ， " 受影响 " 或 "

已关闭 " 。了解连接状态可以有效地管理 MetroCluster 配置。

连接状态 Description 显示图标

最佳 MetroCluster 配置中的集群之间的
连接正常。

受影响 一个或多个错误会影响故障转移可
用性的状态；但是， MetroCluster

配置中的两个集群仍处于运行状
态。例如，当 ISL 链路关闭，集群
间 IP 链路关闭或配对集群无法访问
时。

已关闭 MetroCluster 配置中的集群之间的
连接已关闭，因为一个或两个集群
已关闭或集群处于故障转移模式。
例如，当配对集群因灾难而关闭时
，或者出于测试目的而进行计划内
切换时。

切换出错：

切换成功：

数据镜像状态定义

MetroCluster 配置可提供数据镜像，并在整个站点不可用时额外提供启动故障转移的功
能。在 MetroCluster 配置中，集群之间的数据镜像状态可以是 " 正常 " 或 " 镜像不可用 "

。了解状态后，您可以有效地管理 MetroCluster 配置。

3



数据镜像状态 Description 显示图标

正常 MetroCluster 配置中的集群之间的
数据镜像正常。

镜像不可用 由于切换， MetroCluster 配置中集
群之间的数据镜像不可用。例如，
当配对集群因灾难而关闭时，或者
出于测试目的而进行计划内切换
时。

切换出错：

切换成功：

监控 MetroCluster 配置

您可以监控 MetroCluster 配置中的连接问题。详细信息包括集群中组件和连接的状态以及
MetroCluster 配置中集群之间的连接状态。

• 您需要的内容 *

• 必须将 MetroCluster 配置中的本地和远程集群添加到 Active IQ Unified Manager 中。

• 您必须具有操作员，应用程序管理员或存储管理员角色。

您可以使用集群 / 运行状况详细信息页面中显示的信息来更正任何连接问题。例如，如果集群中节点和交换机之
间的连接已关闭，则会显示以下图标：

如果将指针移动到图标上方，则可以查看有关生成的事件的详细信息。

Unified Manager 使用系统运行状况警报监控 MetroCluster 配置中的组件和连接状态。

只有 MetroCluster 配置中的集群才会显示 MetroCluster 连接选项卡。

步骤

1. 在左侧导航窗格中，单击 * 存储 * > * 集群 * 。

此时将显示所有受监控集群的列表。

2. 在 * 运行状况：所有集群 * 视图中，单击要查看其 MetroCluster 配置详细信息的集群的名称。

3. 在 * 集群 / 运行状况 * 详细信息页面中，单击 * MetroCluster 连接 * 选项卡。
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MetroCluster 配置的拓扑将显示在相应的集群对象区域中。

如果您在 MetroCluster 配置中发现连接问题，则必须登录到 System Manager 或访问 ONTAP 命令行界面以解
决这些问题。

• 相关信息 *

"集群 / 运行状况详细信息页面"

监控 MetroCluster 复制

您可以在镜像数据的同时监控和诊断逻辑连接的整体运行状况。您可以确定中断聚合，节
点和 Storage Virtual Machine 等集群组件镜像的问题或任何风险。

• 您需要的内容 *

必须将 MetroCluster 配置中的本地和远程集群添加到 Unified Manager 中

您可以使用集群 / 运行状况详细信息页面中显示的信息来更正任何复制问题。

如果将指针移动到图标上方，则可以查看有关生成的事件的详细信息。

Unified Manager 使用系统运行状况警报监控 MetroCluster 配置中的组件和连接状态。

步骤

1. 在左侧导航窗格中，单击 * 存储 * > * 集群 * 。

此时将显示受监控集群的列表。

2. 在 * 运行状况：所有集群 * 视图中，单击要查看其 MetroCluster 复制详细信息的集群的名称，然后单击 *

MetroCluster 复制 * 选项卡。

要复制的 MetroCluster 配置的拓扑会显示在本地站点的相应集群对象区域中，其中包含有关要镜像数据的远
程站点的信息。

如果您在 MetroCluster 配置中发现镜像问题，则必须登录到 System Manager 或访问 ONTAP 命令行界面以解
决这些问题。

• 相关信息 *

"集群 / 运行状况详细信息页面"
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