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InfiniBandi&EC2R A FURFEIMEN PCHEAREUERE . LUIEERAPCle@EMAFEE L& T EfE,
TR LUBII R 2 1M BeeGFSIRS M TIFE 2B FMFENUMAT R R TIEA R, BIRRME T XHTRIRRF
KMBIMERE. FERMNMRIZA B IEREARSS 88 —1F,

TEERTXHTRNUMAEE,

Intersocket

Riser 1: PCI 5.0 x32 Riser 2: PCI 5.0 32

Siot 1 (x16)
Siot 2 (x16)
Slot 3 (x16)
Siot 4 (x16)

NUMA Node 0 NUMA Node 1



BeeGFSHIZEIEENFENINUMAKIG., LIFFRFERMIZEOM TR —XE, It E re il i e EiEtiTic
F2ih00), IEfEIENEIEEIAQPITHGMIEEE ; EMMEEI(C IR, AR 7E{EAIEWHDR InfiniBand
SRR BT B A R 3,

MBI LECE

FE— MR, SIXHTRERSEENTRINnBandEHERERIIM M S, N 81X HT R
EEBEANEInfiniBand 7 iEMLS I R IERE

ETEH., FFE:
s FEHPFIRIFIEXHT Rin A T EEIFENSKEN,; P EMXXHT RGO EEREEIIT R
* $ZEENUMAK I AR BIF N nfiniBandif [0iEEEIE—HR T S HAFIBITHI2E,
* NUMATI 20 iYim O iARE R B — MR T o
* NUMAT s 1 iR EER E - MR T =,

NUMA Node 0 NUMA Node 1 NUMA Node 0 NUMA Node 1
File Nodes: [IEIEAEACAENIED 1 2al 20 13 i3 dal 4o
\\

Controller A: [FX-N:N Controller B: --

Block Nodes: HA P:|R

Controller A: [EXMIFI:N Controller B: --

E HA PAIR

FEE S B S S B AT A8, IR SRR B SR BT
() #0. B RegESTHREEEIRGOFATNBO. 1o HTFRETRRHAE R
f. HREROTEEE— L. RS GROEEEE— 5.

BRI AECE S 1TE 1 BeeGFSARSS

* TiLiz1TBeeGFSIREZMIIX T RE@t 4. A LUER—NUMAXIEHIETT,

* TICHEREEAIL. BEEEANGEEMESMERRT 2N —ARERR.

* NIRRT AP G T ASiTHIREEAP. N RAREMBEEMERER M,
R UFBHT

BN ATEMNPCIeNAHEE. BHERE M InfiniBandi&E e LB — MR OEZFIEFENKLEH. B— N iROEE
BRI o

TEERT BT ATEPCleN@HERNALILIT
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Write to Write from Read from Read to
E-Series Array. BeeGFS client. E-Series Array. BeeGFS client.

BeeGFS BeeGFS
Storage Storage
Service 1 Service 2

NUMA Node 0

XTS5 1 BeeGFShRSS. BEAR—EE LA TE A IHAENE EREREFNZIRSENEMEERIRT
RIEHIBNREZ. BAXIFAESR, BB UAHELE"

MHECE

NetApp_LAIBeeGFSI4-EC & B11EBeeGFSMAZ A . EF600IRTi . BeeGFSX 4T
=, AiREMBeeGFSARSS

BeeGFSWEELE
BeeGFSWRECE A LA T A4 LE RN

* WEEHIPYEhIPE—MEIPHILE, BT AGhASR B EIFE—NERRERRS 2. 2T RSSETLIREHERERN
FopiPiiit, BIEEMLENE. ERETE— RS HE LA TEDIRS.

51 BeeGFSARS52EARSSEE B CMIPHENL, FILIRIEBeeGFSARSZ RS RIS T BETEXH TR 2815
o IFEIPEEEATES MRS BIREEERBIF— I XHTR. TR mIFAEREBeeGFSARSHIPHY
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HERDE]; ERFEANEM N X4 R U1 EEIE TIZRS.

* * BeeGFSIRSZHBLZENEE N TIREMAL R NEE. SIXATREES M EERED. HIPEKEER

* *BeeGFSEFUH ZHECE*_Multi-rail_ZI5N AREFER S MRIINEEZ IS ) RIES1EEE
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_|P¥|X_XIEPO

AT HRRIEEEZELnuXMEERPIERETT. FEHTHMES. RARINERT. MR- EONIPATF
E—FRA. WeT UFEE MO EX S FHERMEIN, FRTHMRRZIN EERINTAESEETALE
FAE 1L S 4P RDMAERS

ETFAnsiblefIE0E rT 202 iz MER1E(RP) AL AT MM (ARP T ABIWE . HEBIRF 5hIPRIBY BEhFI{ELE;
RS SeIEBNAIPER BN, UESEEMKREEEREIEZT.

7o

(37ay

BeeGFSIMELIMEHF. RIFE—NMPoIBFNMHERZ MBI, IthINEERISEIIRDMA NICZ [B)HIEhS T E
T#EThRE. MMILANKERNER. ©iX5NVIDIA GPUDIirect?Zi&(GDS)tRER. MRS H5. 7
FREZ P IRCPURIIEIRFF BB,

AR T EXENPoIBFMEC BRI, ZIFWPoIBFMECE. BEMRESEFNECERE,

TEETRTEZ 1 BeeGFSEFimiE O Z B & RERIIE R,

Interface BeeGFS
Priority Services
Storage Service 1
i1b, i2b
B Metadata Service 1
Storage Service 2
i2b, i1b
Sl Metadata Service 2
NUMA Node 0

BeeGFS File Node ila i1b  i2a m

BeeGFS Client




T BeeGFSHHE N XHEBEES MAERS ZBEHITHRH L. EtSSNEERUER P iREIELE
MnfiniBandif AEANELE, HIgl. UTFRBRAIERT —MBRAXGFHLEE. ZERERITEFIKRER
MEOZEFERE:

+

root@beegfs0l:/mnt/beegfs# beegfs-ctl --getentryinfo myfile

Entry type: file

EntryID: 11D-624759A9-65

Metadata node: meta 01 tgt 0101 [ID: 101]

Stripe pattern details:

+ Type: RAIDO

+ Chunksize: 1M

+ Number of storage targets: desired: 4; actual: 4

+ Storage targets:
+ 101 @ stor 01 tgt 0101 [ID: 101]
+ 102 @ stor 01 tgt 0101 [ID: 101]
+ 201 @ stor 02 tgt 0201 [ID: 201]
+ 202 @ stor 02 tgt 0201 [ID: 201]

EF600R T &

R R BRI E/ERAIDIERIZSARN . XEEHIBRAIHZnRE AR, BF. SMNIHBRERAEL
EEN—F&. BErLREFEERES —MEHlER.

XHTRENZRERGAIHES N ERESIMAKEE. HERELSS. ShiRsEfSREN 8o EERA
BiZo

TERRTEF600IRT m AR RYEHI2E 0 B0

‘ L] Controller A
® Controller B

NTEFERHAZHEBHARRAE . ERRFIRIXETR. UEE(AUREFERERE, TEETRT
SNfAIEC B BeeGFSARS M BEIREFIANIUKR MRS IEENTAE. 51 BeeGFSARSZAEMBIZOIETE P imAE M
AR5 Ak S HEX RN EEE,

4 1)B
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BeeGFS Services Preferred on File Node 1 BeeGFS Services Preferred on File Node 2

i1b Storage Service 1 i3b Storage Service 3 i1b Storage Service 5 i3b Storage Service 7
Metadata Service 1 Metadata Service 3 Metadata Service 5 Metadata Service 7

i2b Storage Service 2 iab Storage Service 4 i2b Storage Service 6 iab Storage Service 8
Metadata Service 2 Metadata Service 4 Metadata Service 6 Metadata Service 8

NUMA Node 0 NUMA Node 1 NUMA Node 0 NUMA Node 1

mm i8a i3b ida|idb |

File Nodes: | " EBI3 - m i3a i3b ida m

Controller A: P:S1:8 Controller B: | 0| ~=] Controller A: L\

Block Nodes: HA Pt:lR

Volumes preferred on Volumes preferred on
Controller A Controller B

Storage storage_tgt_101 Storage storage_tgt 201
Targets storage tgt 102 Targets storage tgt 202
Metadata
Targets

»1:8 Controller B: | ~:\| ~=)

HA PAIR

— .

Volumes preferred on Volumes preferred on
Controller A Controller B

Storage storage_tgt 301 Storage storage_tgt 401
Targets storage tgt 302 Targets storage tgt 402
Metadata

Metadata
Targets metadata_03 metadata_04

Targets

metadata_01 Mrgg:?;a metadata_02

Volumes preferred on  Volumes preferred on
Controller A Controller B

Volumes preferred on  Volumes preferred on
Controller A Controller B
Storage storage_tgt 701

Targets storage_tgt 502 Targets storage_tgt 602 Targets storage_tgt_702 Targets storage_tgt 802
T‘ EF—rBF. BRHNRSSERSERBERZONbSFHEIRS 1#TEE, FHIRS1ERZEOafFASH

—NRTI R BT 2RA LY (storage_tgt_101. 102)# 1 TEBEHEIERFE, WEE A BInfiniBandi&Ei2s ]
FHE’\J%XYF:]PCIe*ﬁ%“Z*& FiEid X iFOHDR InfiniBandi&ER 283k 15 LEPCle 4.0 =AY 4 AE,

BeeGFSX 4T i E
BeeGFSXH T R ERIS I AMHA)EE R, LUEFEZ I NHT R ZEXBeeGFSIRS HITHIERTE,

HASEEHRITE TR }EEFHEI’JLinux HAINE : BT &M AR corosyncil BT &M A REIE
BJPacemaker. BXIFMEER, BB "SI =l M NI AFHIRed HattZil"

NetAppREHY B T Z N AN EEHHESR(Open Cluster Framework. OCF)ZRMIE. (FEBFRENSEREBTH
Y #FBeeGFSE IR,

BeeGFS HAS ¥
BE. E/a5IBeeGFSIRFZB(TLiILERETAEEBHAN., MIAAF—LZR.

* AlIAAARSHIIPHEL, @ HNetwork Managerfit &.
* F{EBeeGFSEUIEEEBIRNKEXH R Lo

XEEBHOBET /etc/fstab  FE N FHHsystemdiEH,
_ﬁl%—lb \ J\J\TﬁﬂﬂJ\/ \IE%EI%ETFEITBGGGFS jFEEo

MFEBEMMMG. XEFRIASE—IXATNR LB Eib. MEXHTREA. WEEHTBeeGFS
X RGN —EBT
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HFZ N T an LUBEEE M BeeGFSIRSS. FtPacemaker MR ENRSIEXZFE—XRE— 1T a s
7. BN, MR T AEIXEEIE—BeeGFSIRSE. NEEIIHEIRE NEKEBir ERERESHR. FEHE
RIFRIRBS, 7T R XMIE . Pacemaker&{k§ECorosyncr] SEMITEFRA T o Z EIFRISF B NERHNRSHE S
FEBITHE

WNREBKEMIE, PacemakerafittikN. HES—T = EEH/S5IBeeGFSHIF, TERELER

T. PacemakerflBETC: 2 S5 REHIET RiBEUHIARREFLE. BEEEMUEEHS5IBeeGFSHEIRZ BIIIE
THEEEXH. PacemakerRiFrr A IET m YR,

BirZHRIESE AR IEr] AT {EPacemakerfE A BZEE £ 7T (PDU) Sk fE A AR S 22 B R B IR 154 25 (BMC)FRedfo*
FAPIRIRET =o

L BeeGFSTEHAKLEFHIETTRY. FiEBeeGFSIRZBHRB R FHH R RAFHIPacemakerEIE, &/ BeeGFSAR
ShERKHNZRESEER — M RFAP. URARRRZERINFBMEL. FREER—TR L.

X TFE 1 BeeGFSHIRA. PacemakerflRiZIT— 1N EHEXBeeGFSHERIR. SR RATNBIER R, H1E
BET R LT EB P BeeGFSARSS BT E REtth it & MUE 15,

TEIE 7T HPacemakeriZHliIBeeGF SAR S FIK i I,

(

File System Mount(s)

Monitoring < IP Address(es)

Systemd Service

Corosync

File Node File Node File Node File Node

@ NTER—T A EEhZ MAREZEEMBeeGFSARS. FiiTi§Pacemakerfc B NEASIERELE
FiEBnBeeGFSARS . BXIFMEER, BN "EXxZiEH{1BeeGFSI4",

T BeeGFSIRSZBAMBEBRTEZ T TR LEE. BEtE MRS (EELT /etc/beegfs’)HECE X HHFETERIFIZAR
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$5HYBeeGFSEMTHIERYIEZ— Lo XiF¥. FIRERBIGTTILARSSHIFRE T maRrT LAT It EC & A K s EBeeGF
SARSS YRR IR,

# tree stor 01 tgt 0101/ -L 2
stor 01 tgt 0101/

I— data

F——-benchmark

— buddymir

F—— chunks

format.conf

|
|
|
|
|
|
|
| originalNodeID
| targetID
| targetNumID
L— storage config

F—— beegfs-storage.conf

F—— connInterfacesFile.conf

L connNetFilterFile.conf
\n\ é\
kil'gmﬂf

NetAppfi#/R75 5 LHIBeeGFSEYE ikt BEA =T RMFEEXFH1T T Rk,
REREXFEEUTRE:

* — P EMAH. B1EBeeGFSEBIR. TTHUIBMFHERS
* BeeGFSTTHUREM _LFETTER,
* —"BeeGFS4TFfELA M

XL HHIEIERFPNVIDIA QMTM InfiniBand (M8700)32#i#l. Lthoh. iE¥510 1N BeeGFSE F ik
FlinfiniBandXX M. HAFEITHEEELRAER.

TEIERTBTFRIENetAppfiER 5 R _EHIBeeGFSHIBeeGFSECLE .
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— InfiniBand Storage Network
; (BeeGFS Client/Server Traffic)

BeeGFS Management,

HA PAIR
.

£ Metadata, and Storage

g = Building Block
BeeGIZSf CPHj(ilientS < — o= = BeeGFS Metadata, and
(used for validation) : ::EE:: Storage Building Block
T BeeGFS Storage Only

Ednkrean Building Block

BeeGFS GPU Client —— : HAi,SnR

(used for validation)

BeeGFSX 4 5m 1k

HIIXH RGN —MEBREBES NMAEERZ BN ZS I XEHITHRFEL. XAIBERRRA— A RREFE
Pyl SEEN

7£BeeGFSH. EALUIZERMXHEERTH. UEHESNMNXHERNBEMHE. HEHIES N XHEHFERN
MEANEIRAN) e WERE AW RAZFRARLEN T EAHMIOREN Y. MEEEHEENEH B
ARSS. EEILUER beegfs-ctl i8S 1T L AR IMERA R HLAPIMN ARRFNAEHIEE. AXFMAEE. BFENR
HIBeeGFSXHY "scH 14" #1 "&H1LAPI"

AT RERENE. BIMNEBNRIREPXNEHFRAHIT 7T IAE. HERTENNERINSE

IORF TR : ZINEF iR

|IOR# 2 iR A OpenMPIiZ 1T & AR /O£ A 2: T EIORMIFH TR (R MFREY "HPC GitHub")iE#ZEI— 1P %
1BeeGFS4EY, FRIESHIRAA:

* FREIRERERF A/ /91 MIBRYERI/O,
* BeeGFSXH&FHWIREN1 MBRIH K/ B8 IMXMHE—1BFR.

UTSHATIOR, HMEKRBHAITTIHE. UE—NMEAFNRESXHA/IVMRRES TiB. M=MAFNEREX G
R/IMREFTE40 TiBo

mpirun --allow-run-as-root --mca btl tcp -np 48 -map-by node -hostfile
10xnodes ior -b 1024k --posix.odirect -e -t 1024k -s 54613 -z -C -F -E -k

— 1" BeeGFSEM(BIE. FTIEMFME)AME
TEETRT —1BeeGFSEA(EIE. THIEMEFME)HHAHRIORMIALER,
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W READ - Direct-l0 - sequential
® WRITE - Direct-10 - sequential

BeeGFST#IE+TZEA Y

70.00 GiB/s
60.00 GiB/s
50.00 GiB/s
40.00 GiB/s
30.00 GiB/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

16 processes

17.55 GiB/s
15.10 GiB/s

10 x Clients

48 processes 160 processes
1MiB
Mgt+Meta+Storage
40.75 GiB/s 63.61 GiB/s
18.55 GiB/s 2141 GiB/s

TEERT —1BeeGFSTTHIE+FEAMBIORMIALE R

B READ - Direct-l0 - sequential
B WRITE - Direct-10 - sequential

BeeGFS4iTzfiEA {4+
TEERT — 1 BeeGFSAifFfiEHAMHRIIORMIAE R,

B READ - Direct-IO - sequential
B WRITE - Direct-10 - sequential

=/ "BeeGFS4Af
TEIETRT =1 BeeGFSAMMIORMIFLEE,

18

70,00 GiB/s
60.00 GiB/s
50.00 GiB/s
40,00 GiB/s
30.00 Gib/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

70,00 GiB/s
60.00 GiB/s
50.00 GiB/fs
40,00 GiB/s
30.00 GiB/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

16 processes

16.99 GiB/s
15.02 GiB/s

16 processes

1732 GiB/s
15.02 GiB/s

10 x Clients

48 processes 160 processes
1 MiB
Meta+Storage
39.23 GiB/s 62.92 GiB/s
18.51 GiB/s 21.12 GiB/s

10 x Clients

48 processes 160 processes
1MiB

Storage Only

41.35 GiB/s 65.74 GiB/s

18.59 GiB/s 21.07 GiB/s



10 x Clients

250.00 GiB/s
200.00 GiB/s
150.00 GiB/s
100.00 GiB/s
- -

0.00 GiB/s

48 processes 160 processes 480 processes 960 processes

1MiB
3x Building Blocks 7.2.6
B READ - Direct-10 - sequential 50.93 GiB/s 128.79 GiB/s 191.47 GiB/s 211.00 GiB/s
® WRITE - Direct-10 - sequential 45.04 GiB/s 57.12 GiB/s 63.79 GiB/s 65.92 GiB/s

IEWNTIHA. ERhA S ESTRiE+FEANT 2 BIIMEER AT BT, WRTHE+FEMBR RN (EN
BiRfE. BTREFEERRIREIIENM. RENtEERERS. BR. EAMRKEEEZEER. NTREMEE.
TR RS MAMRME—E. U&IEAIY RBithe.

IORFE M : ENEF i
IORH B MIX EFA OpenMP BT — 1S4 REGPURRSS 2RIZTTZ 1 IOR#IZ. MRRENZ A IHAI LI ERE,

MK IR SR T P imic & AEALInuxRIZTIEZEF(tuneFileCacheType =R )IfBeeGFSHEMMEEITH
M SN RAX IGEHITIEIR.

FE EEERXSERER I EERLnuxNZTTESERF. MMEEFRMZEURMET LIREAMANE. MASET MWL
BT,

TEIERT =1 BeeGFSAHFFM—1EF P iHHIIORM AL

1x HGX Client - IOR Buffered 10 w/ 960GIB Aggregate filesize
350,00 GiB/s
300.00 Gig/s

250.00 GiB/fs !
200.00 GiB/s
150.00 GiB/s
100.00 Gig/fs
50.00 Gi/fs
0.00 Gig/s e '

— I S (=]
128 Processes 128 Processes
Buffered-10 Buffered-I0
Native Buffered
Beegfs-7.2.6
m sequential - write 4.49 Gifs 11.94 GiB/s
= sequential - read 20,50 GiB /s 31.27 GiBfs
o sequential - reread] 1368.08 GiB/s 31.22 GiBfs
m sequential - reread2 289.47 Gib/fs 3150 GiBfs
m sequential - reread3 28948 GiBfs 31.50 GiB/fs

(D) Exeslite, BeeGFSEHIIREN1 MBIHSEAN, SIXMHHESI BT,

REFRARINEPENNEANMGIRIREERS. ENTZSREMEBERBUEN IR, RE ZEFER
SEERAMR. WTFREFIFIENERY. IMESNEMRILERIFEERE. ANREFISETSH
B8] Z R ER#TIRE R — RS
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TTEREMEREM I

TEHIRMERENIAEAMDTest T B (B & 7EI0RH)NIEBeeGFSHI TR R, X LMK FIFHOpenMPIZEFRE +1
BT R BB THITIEL,

UTSHATETEENR. EFHERSHMI0 EERI320. FKA2ME. XHKR/NA4 ko

mpirun -h 10xnodes -map-by node np S$processes mdtest -e 4k -w 4k -i 3 -I
16 -z 3 -b 8 -u
TCER M REE SRR —EIR N T EIR+F AR HITEE. USRERENFIES AINE S A HITT R

—BeeGFSTTHUIE+TZEAH
TEERT —1BeeGFSITHIE+EEAMHRIMDTest&E R,

MDOtest - 1 x Meta + Storage Building Blocks

E00,0000PS
500,0000PS
400,0000F5
300,0000PS
200,0000Ps
100,0000Ps I I I I
00FS P — e e II ——_ ] ]
Directory creation Directory removal Directory stat File creation Fileread File remova File stat Tres craation Tres removd
1xBB1
m 10 Total Processes 2,433 OP5 2,063 0P5 150,7200P5 3,512 0P5 51,132 0P5 5,6810P3 2249370Ps 262 OPS 2220P5
m 20 Total Processes 3,505 OPS 2,6250P5 2459950P5 5,3290P5 83,093 0P5 7,6540P5 398,8000PS 187 OPS 1380P5
m 40 Total Processes 4,522 OP% 3,0520P% 425,4620P5 7,4240P% 107,2760P: 11,305 OPS 487,6080P% 135 0P8 25 OPS
80 Total Processes 6,561 OPS 3,3360P3 514,3830P5 9,917 OPS 124,3900P5 14,473 OPS 516,4650P5 860PS 45 0P5
m 150 Tots| Proceszes 8,153 OPS 3,486 0P5 527,34B0P5 12,790 OPS 140,5540P5 18,806 OPS 533,1740P5 S40Ps 23 0P8
W 320 Total Processes. 2,491 OP% 3,586 0P% 523,6590P3 14,043 0P 151,6800P3 13,928 OP3 519,8210Ps 270Ps 12 0P

M BeeGF ST IE+TFEA M
TEETRT 8&M 1 BeeGFSITHIE+FIEAMIIMDTestE R
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MDtest - 2 x Meta + Storage Building Blocks

1,200,000 OPS
1,000,000 OPS
500,0000F5
500,0000PS
400,000 0PS
200,0000Ps I I I I
00FS e —— — I T .II ——y 1
Directory creation Directory removal Directory stat File crestion Fileread Filz remova Filz stat Tres cregtion Tres remaovd
2xBB1-2
m 10 Total Processes 2,881 OP5 2,6310P5 1484530P5 3,7830P5 55,7190P5 7,2020P5 252,0050P5 294 0P5 2670P5
m 20 Total Processes 4,502 OPS 3,8500P5 258,3130P5 6,527 0PS 102,0310P5 11,446 OPS 472,6840P5 240 0Ps 196 0PS
m 430 Total Processes 6,665 OP% 5,009 0P 483,6580P3 10,802 0P 191,3910P 17,420 OP3 819,5820Ps 172 OP: 1280Ps
20 Total Processes 9,270 0PS 5,8910Ps 727,9350P5 15,593 OFS 293,6100P5 25,258 OFS 910,754 0P 121 OPS 720Ps
m 150 Tots| Processes. 12,586 OFS 6,368 0F5 857,96B0F5 20,374 0F5 314 1040F5 33,358 OFS 571,3740F5 790Ps 40 0PS
W 320 Tota| Processes. 15,062 OPS 6,600 0PS 513,9000P5 22,757 OP3 337,7840P5 43,184 OPS 926,993 0P 450Ps 200P3
LAY
IHRESRIIE

EIIELEZRMBIEIER. NetAppHiT 7 ZWILIRENIRN. HAEE:
* B A RIENLIE O R AR P i InfiniBandin O HIEEE,
* BT R AR IR O RN ARSS 28 InfiniBand ik O IR FE,
* FEABMCHE LRSS 28BN X,
* FEMRBTAETERARSHERSHEREIS —T =,
* FEMBTAERKAN. HFRRSHERSDIRET =
* EAPDUXAEA—NMnfiniBand3 ki, FREMINIEESIMIREREIMNIT. H7EBeeGFSEFif LIRE
T ssysSessionChecksEnabled: false’ &%, F&INI/OFEIRTLF 1T,

FEE—EMMEEHEIR 52 "Changelog")BeeGFSE P if/AR S5 2sRDMAEIZRE O E
@ 52(40° connlnterfacesFile FFTE X )3 BeeGF SAR B 28 & £ 8 PE M 2 /M PMTES. SEEHE P iml/OF]

BESHERSA+TIH. ABTHEME., NEBeeGFST A ERZEE FHNURSMEFVIRSHL T

FHRS LU TIH IR LR, EEEFERTCP. MRS & E LR E#R,

NVIDIA DGX SuperPOD#1BasePODIGIE

NetAppfEFA— M EIMAIBeeGFS XA R 448 IF T FAFNVIDIA DGX A100 SuperPODHITEERRR AR . ZXHFR
FH=MAMAER. HYBT oiEMEERRE XS, BRIAELESREA208DGX A100 GPUARSS 281
LENVAFTIRBIARAR S R . XLERBFBEITSMER. VSFESIFMREZIEE, ETFNVIDIADGXA100
SuperPODHIYIEIE. EFNetAppHIBeeGFSHRERG REIRFHIE. FJAHTFDGX SuperPOD H100. 8200F1B200
A, Y BETREZAEIIMNEENRFAER. HEEINVIDIA DGX A100895381E,

BEXEFMAER, ES N "FHANetAppi RAINVIDIA DGX SuperPOD" #1 "NVIDIA DGXEZPOD",
MAR(EEEN
BeeGFSH# R A E e T EFRIENXNMEN BREMEEEEN,

MEREEMPIBIRZE. BERNZ MYRIRKR B EBeeGFSALNER. SIE— I3 T HBX/NHIRRT
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https://github.com/netappeseries/beegfs/blob/master/CHANGELOG.md
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/72718-nva-1167-DESIGN.pdf
https://www.nvidia.com/en-us/data-center/dgx-basepod/
https://www.nvidia.com/en-us/data-center/dgx-basepod/
https://www.nvidia.com/en-us/data-center/dgx-basepod/
https://www.nvidia.com/en-us/data-center/dgx-basepod/
https://www.nvidia.com/en-us/data-center/dgx-basepod/

o ERI LRI I AENGE R R MR E K EBeeGFSA MRV EM LR,

BicfE. XEGEHERERRE. HNESHABTSEEENRNARER. LB AEF A RETERIA
ARMUEREX M RGBER.

MEREMIRER
TRIEM T BIVAE ARG,

FCERCEN M 1 MiBi$2EY 1 MiBE A\
TEHUR+1Z4E 62 GiBps 21 GiBps
RTEfE 64 GiBps 21 GiBps

THIEREEBERREZIZENEER. BI500 GBHNAEE UBHBeeGFSH AL 521X, (BXRIFHAE
E. 155 01IBeeGFSXY "RHAEK")

ERIGRIERIFIRFNEURENE RN ERAXHREN SN THET BNERRE, FRAEMITESS
FEr] K EhEs B £ LAKRAID 6FIXFSH 1.

TR+ EF AN BT ENRGLE
TREET TEUENERAGNENSERNEE,

IXzp28A/)\(2+2 RAID TCEIR S 2 (X)) IXzp28A/)\(8+2 RAID EFHBAE(XHATS)
1)TTEES A 6)FiEEAH

1.92 TB 1. 938. 572. 200 1.92 TB 51.77 TB

3.84TB 3. 880. 388. 400 3.84TB 103.55TB

7.68TB 8. 125. 278. 000 7.68TB 216.74 TB

15.3TB 17. 262. 854. 000 15.3TB 460.60 TB

@ ELBRTHRIENEFEAMRN., S UERKR/NNIRMSREATHIEEH. MAEEES
H. MRS,

REFEAI B EMRGEE
TRIEH T (IR G B EMREERN,

IXEH28A/)\(10+2 RAID 6)7Z %A EFHEAE(XHNE)
1.92 TB 59.89 TB

3.84TB 119.80 TB

7.68 TB 251.89 TB

15.3 TB 538.55 TB

@ ﬁﬁﬂFF%@%ﬁ(#%ﬁE\ BN EERSBEEERE—NAGPAHERI LN T EFHR
AR
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https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html
https://doc.beegfs.io/latest/system_design/system_requirements.html

FBEIREE
BeeGFSAEAAR R T EFWIENIAEABERIL.
E7ABeeGFSAI{RM S IRRVENRENAMEAE. ENetAppEF AL —ARNNIFRSHEREARE RS T6E, X
LESHE R T REERTIRT R VIR UIRE R ZHMEHAZRITFIZ1TBeeGF SFR R B EMIFFHRENR,
XHTRBERERE

TR LIECER P RIS EE!

T XTI RBYUEFI/BIOSH RSN E, “NRAREMZSERE. BVEREXA T ARRSSHES LECE
AFIRE, TREXAT RN, B LUERBEREEEH 2 BMCRHNRLIRE (UEFIBIOS) Redfish
APIRECERGTIRE,

RS BRAEXHT RRRSR[ESTR. SIREFMERNRSSFRES FoIlEXEIRE, BT REINM
FCEELIER Lenovo SR665 V3 XN RINARLKIRE, BRI AEX AT AR RELIESEEE" -

2. *FRERBESHMNINAILE, *FRERBS NS NBeeGFSARSEZMERE /5 I LK PacemakertitE &5 (HRi%
B)HITRAUMEFN S, XENFHEESHEE:
° BeeGFSARSZBECE S
oI RIEREEEMESHRINRE. BXAIHISEE LEAHSAGIARNSE, B8R
"BeeGFSIRBEES ",
o ERNUAEHSILENENNAE. REEHNSRERBEHITIARE, FRIAEBHRITUTIRE:
* WRIEBGER(GIINEE. iUETEMS) UNKEEMWRAIDELEM 2 R/ NMELTIBESR .
* A% PacemakeriEHENEN AN, UHARMMEVENIEIRIFEIERTIRT R XA LU LETEX
B3 Rk £ PR B IEE T/ E 5 B NBY B R EE,
BXROUHFETEAFHAGIARINSE, BN "SR WAEHEESE,

3. *ZRAEXHT R EMLInUIRERAFMARRIRE, BRI TS R4 EZANdSTRE FRNESRIA
BILInuIRIERRRAIRE "Bl AnsibleiE "

AINRE R TIIENetAppiE RS EE LHIBeeGFS. BERLINE#ITENR. UEREENSELIEREHN
ERBERHITARE, BRI UERBLInuIRERAIRETHIEE:

° ERFIRIZE _ERII/OBATI,
@A LATE F{FBeeGFSBIRHERTIIRI & LECEI/OFATI. LUE:

* RIEIRE LB (NVMe. HDDFH)REEIHHIE X,
" IBHNR AL IRAVIE K ER
* FEBBEBRKN
* RATRIT A,
° EINRFIRE,

ERILUFREMRFIRE. LIRSRENFLMIERE.

23


beegfs-deploy-file-node-tuning.html
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beegfs-deploy-file-node-tuning.html
https://github.com/NetApp/beegfs/blob/master/roles/beegfs_ha_7_4/defaults/main.yml#L237
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° CPUIRE,
TR LUEECPUSRRIFRBMEMCPURE. LIRS&RE M.
° REUERK .

B LUEAINVIDIA HCARI B AIREE R K/,

HRTI AHATIERE AR
E@E%?ﬁi&m&%ﬁ#%%ﬁY#\ER%%L%EW%@%%EQQOMW\N?—¢m%@%m%m
T
* WTFEANEMAN. BiEBeeGFSERE. TTHIBMEMERS:
° 112+2 RAID 1054, A FBeeGFSEIEMTEIERS
° 2718+2 RAID 6%54H. AT BeeGFSTFiEARSS
* 3 FBeeGFSTTHIE+TZEMIEIR:
° 14°2+2 RAID 1054, FiFBeeGFST#IERS
° 298+2 RAID 6540, AT BeeGFSTEiEARS
* {XPRBeeGFSTFfi#ELH A :
° 210+2 RAID 6540, AT BeeGFSTEfiEARSS

5771#ELE. BeeGFSHEBEMTHIEFMENEFRET=RIEVFZ. FEILAILUEEARAID 1054
@ FRBUNRIIRENER. B/BIREhERNIET R RIMUBIKEhe3tEIER. BXIFAER, BBM HE
A"

?gﬁiz‘%iﬁﬁi’gHﬂ%ﬂzAnsibleE’\JEB%ﬁﬁEE%\ S BETZRNEREMIMSERMLAEEATH. HPE
* ReREFERAXNEEN32 KB, HRETHERNEERIFTIEEI80%.
* ZABMMETFEHERERREDERETEIRS).
* BRBREFNRATRER,.
BIRGEEAEANEEHERCABMEN. UEERT RITH2s R EHERRFEERS.
* EERSIRDEAEANIREF. R AIREhEEE 8 FEl/O,

=SaEAN

IrEBeeGFSHAAL = IRIT RN E R T Bt LI H. IKESEREERBINETF NI
I FrR BRIt M RERERIE R

MR ECE

SAEAMNBANRHEERITEEE. {EEF6001THIREN ERWEF300iTHI2s. FHEIEZEE 17 MOMY &
REziEEE. 81 FMEYIER60 N ERE. SMMESEE2R141M B,



HBESBEWERIGTHNEF A ARERABMAERENERE. ZEBEES8 T T RHIBeeGFSEIE. TTHIEM
FHERRSS. AT TEMA. BB EFHET RNEEF300IEH BHETRIINVMeRchaE EECETTHIES. HAVE
HEFHINL-SASIK TR ELBEFiEE.

I

MR EEEN

XEIMEEBANRES A 2A S EEMEF300HFPEE T —12+2 NVMe SSDEAA TR HES
NOMY BIEEFEIE T671°8+2 NL-SASHEA A T 7%,

Rapgs K/ AEHD T BBHNAE(1ME S1BBHNAZ2ME 1BBHMEAEZ(31t &1 BBHBA=E(41Mt

D) ) &) ) )

4TB 439 TB 878 TB 1317 TB 1756 TB
8TB 878 TB 1756 TB 2634 TB 3512 7TB
10TB 1097 TB 21957TB 3292 TB 4390 TB
127TB 1317 TB 2634 TB 3951 TB 5268 TB
16 TB 1756 TB 3512 TB 5268 TB 7024 TB
18 TB 1975-TB 3951 TB 5927 TB 7902 TB

EREARR T 5
HE

NetApp_EHIBeeGFSH LUET ¥ Ansilient5NetApplIBeeGFSA & 144 & AR EE)
I IIERY IR T =,

AnsibleEE5HAE

ETFNetAppiIBeeGF SHRR /5 RIEAAndsient#{TERE. Z5|1ER— A BT BREFIENERITEIK
3|%, AnsientfEA—RYINXHEGIFAEE). XEXHERTFHEEIBENBeeGFSXH RS ER,

FIFENetAppFE A B HAnsilt, BILUERTEAnsilt Galaxy LIRS SR RAETHEE(GES I "NetApp ER
5|BeeGFSEE"), EAEBEHRITIEINRESES (FIMNEIEZERTE)RIRIR LRI LUEA Z MERM Bt A &R
A, XMBILTE AR EEBeeGFSXH RATREHAERIFIFRAVATE, tbIh BEIREL T ER
HMBeeGFSX M RAZRRILERTY Ro

BXHEHMFMER, BESN "7 #EAnsible/FE"

(D)  ©FENetAppASE LEEBeeGFSHRIFSHE, ElNetApp TR IS FHBERAH R,

BeeGFSAMMIACERLE X4
BELREIEUTEEXH:

* — P EGANG. HAPEEEE, atiiEMEERS.
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* B TTHIENEFMEIRSRIE A
* REEFMERSHE =1 EM

XEACE X R T NetApp BeeGFSAMNTRERNEEX M. MTEMERE. THURMEMEA M SN EFER
SARNHETRESEAEMERERMR.

IEBL BR
BE I RIUATEHRES:
FEHERE
1. DA AT AN,
2. MBRMGERES, BXFMAISIR. ESN "SEEMH"
WHEE
1. "EESHIRTT S
° EXH TR EECEBMC IP
© RERSFBNRERAAHEXG TR LR EEENE
c ART R LEREEEIP
"I B Ansiblef=HITI ="
"AERZIEREIE
"B EAnsible;5E£",
"J1BeeGFSAHMHE X AnsibleiF ",
"fEfAnsible&BEBeeGFS",
"BeEBeeGFSEFif"s

N o o &~ w0 DN

MEIREE/LNRO ERPFERXAEHZI . BYIREEAL Y/ FRRREIREE
B, HPBRBEMNIZE A A WG ERREHI T FI90:

(:) "beegfs ha ntp server pools: # THIS IS AN EXAMPLE OF A COMMENT!
- "pool 0O.pool.ntp.org iburst maxsources 3"
- "pool 1.pool.ntp.org iburst maxsources 3"

ERERINE FEEITTAE LR
T RAE
T fiZAnsible;5 &
EFHESRE Z a1, IBRAEWAIERE M EAAnsient KEFEE T NetApphIBeeGF SRR T R,

EREHE—BREMR. HPIHT EEHPEIEBeeGFSX A RANXHMIRTI R, ©EIEA TR
FBeeGFSXH AL EN. ANTE, FERZBFRFMEANRATIETARAERIXAENIRT RBVER
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HEN ERRIRFEES T R L. AN FEIFEABR "NetApp EAFIBeeGFS GitHub"s

AnsibletZ R 1B E

EW A" AndsiF 2" E B PHRNEE, EFERANetApp ERFIN"AndsiF2"E & PR HME " Andsik 2 1R
AT (T MFEEY "NetApp EZ5IBeeGFS GitHub")REFE R EImARR 5 2=,

NetApp E&%Ansible AR EFHNEN B EETENtAppfE RS R LeithinE|inZEBeeGFS, XA EE
FINetApp E&R%!SANTtricity . F#1#1BeeGFSES. BIXLES. ErLIFEAHA (57 A4 )EiCEBeeGFSXH
G, A, EUREMNMRNEHE. HRAREHEHEESME. JLUER.

BRABEMT TIRNNXE. EBBLENA T IAERAEERASE ZXBeeGFSAHKIRITEIELZINIE
AINetAppZRHa,

@ REFESBLESNBHEBRIFANEE. UESLFEHAnsble AR BHITRS M. BENIZ
JtAnsible XX ARBEFIEE,

BeeGFS HASEIRYE MG

fEFRAnsient/B BB 451 E X BeeGFS HASEE%,

EEEBUERIAndsware20HI A B EBR T fi#BeeGFS HAR B IIEE —MBEX A AR A MERFENENH
TEEFR), XMIHENTWEAES GRS 8 LIETTHHRRIANSERE B8,

—N"AndsiFE2"And"BERBE R group vars PHXHEUKR— “inventory.yml FENDELIFE
4B (FIREIR SR A oL HithdH) BIXH4ERL “host varse

(D) woems)ERREARE . TR,

REIIERECRIBAEREXHMAHERN. BENAK T BIFNEFTERNAENAnsble FREH#HITHE. AT
Frm:
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# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netappOl:
netapp02:
# Ansible group representing all file nodes:
ha cluster:

children:
meta 0l: # Group representing a metadata service with ID 01.
hosts:
beegfs 01: # This service is preferred on the first file
node.
beegfs 02: # And can failover to the second file node.
meta 02: # Group representing a metadata service with ID 02.
hosts:
beegfs 02: # This service is preferred on the second file
node.

beegfs 01: # And can failover to the first file node.

HFE MRS, $E7E group_vars FEIB— KN, BFHREERSE:
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# meta 01 - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: 8015
connMetaPortUDP: 8015
tuneBindToNumaZone: 0
floating ips:
- ilb: <IP>/<SUBNET_MASK>
- i2b: <IP>/<SUBNET MASK>
# Type of BeeGFS service the HA resource group will manage.
beegfs service: metadata # Choices: management, metadata, storage.
# What block node should be used to create a volume for this service:
beegfs targets:
netappOl:
eseries storage pool configuration:
- name: beegfs ml mZ m5 mb6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.25

owning controller: A

B AUE—MIBANES N HEIREXBeeGFSARSS. MEMFMEECE. £/55. BeeGFSABIIRIELL
BREMABTXHNRT R B SRR E.

AASRIEARMBNEES T ARSHIBeeGFSHFMFAHRE T RID, Eit. BRTARZME—RY

()  —mAwERZI. FmBeeGFSIRESHAUTLIZAFARNBecCF SIS XA — MR TS
B. . siFERAmeta_01#stor_01. BRI FERAmetadata_01FImetada_01

EERIELH
TENetAppfBR AR LEIEBeeGFSHY., 1HEEREIEREN,
FRELE
TEYBRARMEEAnsibleFRX M. HEREUTRENAEBEXFAER. FEN "8EAnsibleiFR") o
* XHTHRENBIRIAES RS (h01-HN). HMIZRIIIHHFRIR. KBHNEFERS.
BN, SRLE [location] [row] [rack]hN JATFFIR: beegfs 01
* SIRT S HENMFAEITERER. SMEHISEHEEINENE,

TFHEFES R AR FEAnsble’ S 25| BB MREFHE AL, FHEETIZBITNIRINFRS (A0 - A). B MEHIZE
I ENBIIRIEZ R RLITEIRE.
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BN, /AR R ictad22a01 BREAIUASNMTFIZSREEEENE, W ictad22a01-a M
ictad22a01-b, BIEAns{E BEFHFN netapp 01o

* E—WERAINXAMRT Rt ZERNRES R, FEVNRPRIES. ROXETRATRE. W TR
TRIUTHIETA,

B0, EE—TEERA. XHTRh01Fh028 EEEZEIRTTRA01FA02, EHZMKRAIN01. h02
« A01F1A02,

* AHBIEEIVRBZINFEHITEE., Alt. FSRENEVBUTINERINZ. FSRafENR LTRSS,
HBWER R AR EMAEEIERZ TN ISR A KE. HEXITESIE LB B IEHRR. W TFEA
WMERRBE MR EMA A VFX MRS O, HABAFERERAZE. BN TE EEFRNZE,

InfiniBand7Z &AL E
BIXHFT R E—*#MInfiniBandin OB FERZEZIIRT R. B—FEZEDInfiniBand3Zitl. FH B FBeeGFS
EPIH-IRS8BIEE, EHREATBeeGFSEF InflARSS2:MIIPoIBFMAIA/ NG, ENIE BT E/GPUSEEE

MBeeGFSX A AFJRTHAE K, MREMIARBEEINAIPTEE. HEE. —MEEBERPNEINERERTE—
ME—BFR. FESATERR-RSSFERNFREEES,

BiEE
BMERPIXANRT RIBRER TRPNIPHITEEERE,

@ J{tégfm‘i%%ﬁuT%MU: BN\ MUIFHRENTHHER. BERRRTXHTREFHER
XHTHR 1B ] IP i3k R 1B ] YIEIP AP
ZFE(H1) i1a 192.168.1.10 ZF#k(C1) 2a. 192.168.1.100 192.168.1.101
ZE(H1) 12a. 192.168.3.10  Z%(C1) 2a. 192.168.3.100 192.168.3.101
FE(H1) i3a 192.168.5.10 {B%#7(C2) 2a. 192.168.5.100 192.168.5.101
ZH(H1) i4a 192.168.7.10  {B%1(C2) 2a. 192.168.7.100 192.168.7.101
1BE(H2) i1a 192.168.2.10 ZF#k(C1) 217 192.168.2.100 192.168.2.101
(@E(H2) 12a. 192.168.4.10  Z%(C1) 2{Z 192.168.4.100 192.168.4.101
BER(H2) i3a 192.168.6.10 {B%k(C2) 21z 192.168.6.100 192.168.6.101
1B%(H2) i4a 192.168.8.10  {Bk(C2) 21z 192.168.8.100 192.168.8.101

BeeGFSE Fin-IREZ25IPoIBF L AR

B XU RERIZITZ ' BeeGFSRSZ 2RSS (BIE. TIENFME). AT EEMRSEBIRIIHIEREE 55—
IXHETR. SMRSHEE TH—VIPHtE, XU BTER N R ZBF (8RR Z RO SLIF).

HEHERATEMEN. BREXLEZEFEFEAUTIPOBFMER. HEX T —MiEIUAR. ZARE
Azl S

* RIEXA T RInfiniBandis A2 HF AR H R, BN/ (UFHRZXEFTHEEBH.
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* BeeGFSEE{IPIAZR S xxxo 127.100.yyy 81 xxx.128.100.yyy o

@ BRT BT HRIRERAEEMIZEOZIMN Corosyncif o] IR EMIZC#HITEREHCUMNRE LS, X
EALBRER— T EOTSSREBIER KT,

* BeeGFSEIEARS ALK AT xxx.yyy.101.0" 8¢ xxx.yyy.102.0'

* BeeGFSTTHIBARSZ BRI T xxx.yyy.101.2z2 T xxx.yyy.102.2zz o

* BeeGFSTEMEIRSZB BN T xxx.yyy.103.222 B xxx.yyy.104.2220
* SEE100.xxx.1.1 E]"100.xxx.99.255" Byt 2 A F P iH TR S AV,

IPolBE FWFHULF5E

ETHPIHBINE, FEBEERBERRENFIRI "R

FX: 100.127.0.0/16

TREMHETBENFMAYEE: 100.127.0.0/16,

B89

BeeGFSEEEIP

BeeGFSEIE

BeeGFSITEUIE

BeeGFS77fi#

BeeGFS&E i

IPolBX FM 35

InfiniBandi [
i1b3Xi4b

i1b

i2b.

i1b3Xi3b
i2b3Xi4b
i1b3Xi3b
i2b3Xi4b

(AT IEHMS)

IP3th ST E

100.127.100.1 - 100.127.100.255
100.127.101.0

100.127.102.0

100.127.101.1 - 100.127.101.255
100.127.102.1 - 100.127.102.255
100.127.103.1 - 100.127.103.255
100.127.104.1 - 100.127.104.255
100.127.1.1 - 100.127.99.255

FERWEANFMgILAE. BNAKE. BXBNUHNFHAE. 551 TR

FMA: 100.127.0.0/16

TREM T FHARSEE: 100.127.0.0/16,

B8
BeeGFSE&EfIP
BeeGFSEE
BeeGFSTTHiE
BeeGFST#fi
BeeGFSE F i

FMB: 100.128.0.0/16

InfiniBandif [
i1b

i1b

i1b3Xi3b
i1bEXi3b
(AEFimm=E)

IP3thi ST E

100.127.100.1 - 100.127.100.255
100.127.101.0

100.127.101.1 - 100.127.101.255
100.127.103.1 - 100.127.103.255
100.127.1.1 - 100.127.99.255
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TRIZMHT FWBAYSEE: 100.128.0.0/16,

B8 InfiniBandix O IPHEESEE

BeeGFSE#IP i4b. 100.128.100.1 - 100.128.100.255
BeeGFS&IE i2b. 100.128.102.0

BeeGFSIT#iE i2bzXidb 100.128.102.1 - 100.128.102.255
BeeGFS7Zfi# i2baXi4b 100.128.104.1 - 100.128.104.255
BeeGFSE i (EE PSS 100.128.1.1 - 100.128.99.255

HIE ERSCERRIFAA IPER A F I3 NetAppIRIERI 2R, ENRR T AL D EIPHiE, L
() EER—SNPIUHERI BXHRS, FIHRP. BeeGFSXAHT SAMRSIDSBAIP
SEERHEI TR, NRBE. X RGN EE2551 5 ARRS b L,

EREREH

SMAGHEER N ST RIENX86 X TR, XEXHTREHAHDR (200 GB)
InfiniBand4i £k B E iR 2 MR T =o

SERERBERRRNE, EOBER AL, WHREREE—LRE. AR
() i, ERNEBTRESMEEEANTeoRE NRREWTAER; B2, AT

SNTEXMIRIT,

BRESARA. SNUTTEN FEEFNENMAGEEEERN. TiezAH 2R A TFiE1TBeeGFSTHE
FiERRSS . ERIXABTIZTEIERS.
p

1. FEAEPIEENE S HE I BeeGFSXHT miZ BN FHBEEAZF(HCAS) "FAZER", RIBUU T
BHCABAX AT mBIPCleldifg:

o *BHEEFI RHSR6SR V3RS 2. “EAPClel@iig1. 2. 405,
° *Lenovo ThinkSystem SR6SRARSS 25 *(FFPClelft&2. 3. 5#6,
2. 51 BeeGFSHT mAETE — Wi [H200 GBENIZEOR(HIC). HEEMNEHEITHIZPHEMTH28H
LEEHIC,

BABENNZR. FHM M BeeGFSX T miIFBeeGFSIRTI m A, FEIER T {EALenovo ThinkSystem
SR RN XHT 5 HIBeeGFSLA KR IEMREHERE (T E).
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RAID 6 (8+2) Data

1 2 3 4 5 3 7 8 B 10 11 12 13 " 15 18 7 18 19 2 2

Y e Y
RAID 6 (8+2) Data

RAID 1 (2+2) Metadata

4. FEREERT EMXHET & "1£InfiniBand HDR 200 GBEIZ{4:", FE{15 FEFRAIRIMETED,

HO1

HO2

AO1

A02
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(D ZPMAGPHTN RIS ERER. SMAGSNAAN—MRIIET. ARS MG ZERFR
BEEEEE MR HETT.

5. FEAKFE FInfiniBand7Z I BIE X 4T = LR E R InfiniBandifm [iEZE EITFMEMNLE B InfiniBand 3312 A]
"2KInfiniBand48 %" o

EER D BB AR FEINIER RN AT R MM D ST HE—1RGL. HEREIRE BRI
Ho Z—RDBERBELAN MR ZHE. HERFIREBPIRIE .

tESh, W FEBTRBANNFENLSE, RFEIHRONMERE— M. MRREROMEZIZ TR
#tflo

HO1

HO2

6. IRIEFE. RIEERNHBLENHEE AN,

(D THBE—MRPALE R HIUAT MR AR

EIEE/NES
IREXHTRMRT R

BAKRSHRHILEESE2ERNetAppieftiJAnsiblefE & BT, BEMXAESD
RS BRI EIR E IR 425 (Baseboard Management Controller. BMC)_LERBEMLE. HES
MrHIZR LRCEEEIR O,

REXMHTA
1. MRS HBNEREETHIZR(BMC) LEEEMEER,

BT RN AZIIEREASR R WV REcBEMEERE, B3 "B ThinkSystem3Z44",

EiRE 1217425 (Baseboard Management Controller. BMC)EBtfNARS L IELE. ER

@ BETEMIRSBFEPNFINEIRENGEEBRARIR. BMEIRERARTER L EIAE. A
DUREintZIAR, HNEEESERE MRS TkThEe, Flil. EE8SR665 L. BMC
Fr7A9_Lenovo Xicity 135 #l28(XCC)_o
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2. EERARIRE UL R ERE,

TR LAUfEARUEFIZ & (LARIFRABIOS) 31T ZBMCEE (fAIRedfish APIFCE R 4tIRE. RARERBIFXMHT
REVARSBE SR

B 7 HRINAEECE B IIER Lenovo SR665 V3 XM RMARRIRE, BSH" AEARIEERE" -

3. &% Red Hat Enterprise Linux (RHEL) 9.4 HELE B TERBIRMERAANENBMME RO, BIEFRE
Ansible =75 RRY SSH &

bR 3B E A InfiniBandin [ _EECE P,

@ REFHRERTE. ERSETREENZRINFHRS (FIAIH1-HN). HRMNETFERENL
STRRRYESS . MAZ B EN LFTAMBIES.

4. f£/ Red Hat Subscription Manager AMFITIRAS, UAFMET Red Hat FEFEREFFRENIRHGE,
HEEMREHIER M Red Hat fiid< £ : subscription-manager release --set=9.4, BXIi{
B, BERE "NANEMATTIHIRHELAS" 1 "t0RIPRHIEHR",

o BRBaEYRMMBERHAERIRed HatfF i,

subscription-manager repo-override —-repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1
6. EA"EM T RS2 E e S P EHCAR 4 B M B FP BINAIRR AR AR E R
BB S
BTSN 2E LR B B IRIR O RKIRBEFG00R T =,
1. EEEF6001%H8s LRcE B iR .
BXREEIROMNNA, BEE "ERTISEF0"
2. (ALE)IRBEE N RANFMEESIET,
BIIREZT. AIUEEMMEEEETPSIAS MRS, BXIREMYIZMBNEA, 152 "ERTISEH

IEJ\"O

@ REFRERRHE. BELERREFELETIBIHRINFRES (FIZCT - CN). HRRMETHR
SEERSRRLNTHRRITE,

BEXHTNRAGISE LIRS TR
AT EREEMESERE. BAIENEREXATRNRSHRES LRRERSIRE,

A ERAEXH T RHNRSHESTF. AEATRUEALZITIIEREXIAThinkSystem SR66585588X
N REERRKE,
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ERUEFIR AR ARIRE

Lenovo SR665 V3 fRSSZRHRLKEHEE1TZ AET UEFI REISERNEESHY, XEFBSHAIREIFIR
SasRBIT A T AN AR SS 2RRIME B,

£* UEFIIRE>RAIRE T, WRUTRAIRE:

IR RS

ARG E B
BRI BEX
cTDP Fnh
cTDPF 350
-6 BB IRPR F
BES EY 2A
£ FCstate-Control 2H
SOC PIREE PO

DF CRKZ& ®
PIRZS ®
BRRTFXHA 2H
B MEBHINUMAT =31 NPS1

REMNOIR OSSR

RIS E BXA
IOMMU 2H
RS

RIS E BXA
PCleERHIThES 2H
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pUSEE ]

AHILE B
LRCREE 2
DF CIRZ& 2R
SMTHRT{ 2H
CPPC 15

{EFARedfish AP ALKIEE

BRTEAUEFREEZ M. iR a] LI{EHARedfish APIENAFKISE,

curl --request PATCH \
--url https://<BMC IP ADDRESS>/redfish/vl/Systems/1/Bios/Pending \
—-—-user <BMC USER>:<BMC- PASSWORD> \
-—-header 'Content-Type: application/json' \
-—-data '/{
"Attributes": {
"OperatingModes ChooseOperatingMode": "CustomMode",
"Processors cTDP": "Manual",
"Processors PackagePowerLimit": "Manual",
"Power EfficiencyMode": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors SOCP_ states": "PO",
"Processors DFC States": "Disable",
"Processors P State": "Disable",
"Memory MemoryPowerDownEnable": "Disable",
"DevicesandIOPorts IOMMU": "Disable",
"Power PCIePowerBrake": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors DFC States": "Disable",
"Processors_ SMTMode": "Disable",
"Processors CPPC": "Disable",
"Memory NUMANodesperSocket":"NPS1"
}
}

B XRedfishiZXBVIFMEE. FE W "DMTFMIL",
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& EAnsibleiTh| T S

ERENT REFIT R, BHITUEE — S EIMWSHIIENL. LUEREBEEMKIARAE
FNetAppHIBeeGFSHRR 5 ZREBEBRIFTE XAFMRT <o

BE. "BRAZR'TRENNRGERATIR, UTFFEEZEUbuntu 22.04 L#1T 7M. BXEELNUXKRIT
IREVFES B, EE "AnsibleSiid",
1. MEBIANSIEZ 1THIT . RELTPythonHPython EEHINIF IR R €

sudo apt-get install python3 python3-pip python3-setuptools python3.10-

venv
2. Bl Python FEEHIFIE,
python3 -m venv ~/pyenv
3. BUERINIFIR,
source ~/pyenv/bin/activate
4. TERUERIEEIIF IR P R PR AIPython# 4 &,
pip install ansible netaddr cryptography passlib

5. fEAnsient GalaxyR#BeeGFSE &,

ansible-galaxy collection install netapp eseries.beegfs

6. I0IFE Z#EMAnsient. PythonhkZAs#1BeeGFSEER TSI AZE K",

ansible --version

ansible-galaxy collection list netapp eseries.beegfs

7. IGETTZIESSH. LA FAnsient MAnsientis 4l 1510 2F2Bee GF ST 5,
a. MRFE. FAnsH THIT R EER—QAHEH,

ssh-keygen

b. AN AT RIRETEESSH,
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ssh-copy-id <ip or hostname>

@ Do * not* set up passworwless SSH to the block nodes . XEERZ . W REHEN,

tlZ&Ansible;5 2

BEEXXHNRTTRNERE. HEE—AnsibleiEE. ATFRAEZENBeeGFSX 4 H
%o BREIFHERFIEBeeGFSXHRANEN.. AMTE,

B EXFIAAGNEE
EXERTR FREAMHIEE. TieEe] SN A XA HRYECE A0,

gz Al
* NIEEEBERFREILS R, BTRFLBESE RN, BIERRNFMEILSE S,

p
1. #ZAnsibleiFhI T = L. WEER TFMEAnsible)F BB FMXHNE R

PRIES B, TUELTERCIRNAEXHERUREESBIIRRN T B REIE,
2. QIEUTFER:

host_vars

group vars

ENLS)

3. NEMFHELEFER, FHiEBIFEAAnSE FHEXNXHHITIMERFIPXEGES N FEHAnsble Vaultinz
RE"):

a. BIEFBR group _vars/alle
b. HFER™ group vars/all, BIE—MMFEAMNEBRXH passwords. ymlo
C. FRLIFARIAT passwords.yml file. RIBENEEBIEFIERAFPIMNERESE:
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# Credentials for storage system's admin password
eseries password: <PASSWORD>

# Credentials for BeeGFS file nodes
ssh ha user: <USERNAME>
ssh _ha become pass: <PASSWORD>

# Credentials for HA cluster

ha cluster username: <USERNAME>

ha cluster password: <PASSWORD>

ha cluster password shabl2Z2 salt: randomSalt

# Credentials for fencing agents

# OPTION 1: If using APC Power Distribution Units (PDUs) for fencing:
# Credentials for APC PDUs.

apc_username: <USERNAME>

apc_password: <PASSWORD>

# OPTION 2: If using the Redfish APIs provided by the Lenovo XCC (and
other BMCs) for fencing:

# Credentials for XCC/BMC of BeeGFS file nodes

bmc username: <USERNAME>

bmc password: <PASSWORD>

d. #R#B127RIE1T "ansible-vault encrypt passwords.yml 1% B 125255,
B2 ABRENXHNRT REXEE

EXER7R BIXHT RMENEHT RRECE,

1. £ host_vars/ T AEH<HOSTNAME>.ymI'BIE 1 BeeGFSX 4T meIE— X . HEFEEUTHA.
B/ BB XBeeGFSEE IPHI LIF RS BHE RN TN R EETHNABHIER,

B X4 REORRS ALY H AR FRILEC (51 40ib0Ekibs 110), XL B E X RIRERHITRE (545
EXNNRAFREXHT RREE]
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ansible host: “<MANAGEMENT IP>"
eseries ipoib interfaces: # Used to configure BeeGFS cluster IP
addresses.
- name: ilb
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
- name: 1i4b
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
beegfs ha cluster node ips:
- <MANAGEMENT IP>
- <ilb BEEGFS_ CLUSTER IP>
- <i4b BEEGFS CLUSTER IP>
# NVMe over InfiniBand storage communication protocol information
# For odd numbered file nodes (i.e., h01l, h03, ..):
eseries nvme ib interfaces:
- name: ila
address: 192.168.1.10/24
configure: true
- name: iZ2a
address: 192.168.3.10/24
configure: true
- name: i3a
address: 192.168.5.10/24
configure: true
- name: i4da
address: 192.168.7.10/24
configure: true
# For even numbered file nodes (i.e., h02, h04, ..):
# NVMe over InfiniBand storage communication protocol information
eseries nvme ib interfaces:
- name: ila
address: 192.168.2.10/24
configure: true
- name: iZ2a
address: 192.168.4.10/24
configure: true
- name: i3a
address: 192.168.6.10/24
configure: true
- name: i4da
address: 192.168.8.10/24

configure: true

RO EBeeCFSER, MUTUEEILILER, WEA RTINS SEEIPHELE,
() eEAFNMeBRERIPAIP, XEXTN. UEXLEEREBEREN. FEFRHE
BHBIE,



2. 1£ host_vars/ F. AR A<HOSTNAME>.yml' BE " BeeGFSIRT RBIE— X4, HERAUTABIETTZ
X%,

BRAEEE X UT RS BRERNFEMET R MEETNATAER,

NFEMRT R QR IXEH AR MEHIB(EENA)Z—EE <management_IP>',

eseries system name: <STORAGE ARRAY NAME>
eseries_system api url: https://<MANAGEMENT_ IP>:8443/devmgr/v2/
eseries initiator protocol: nvme ib
# For odd numbered block nodes (i.e., a0l1l, a03, ..):
eseries controller nvme ib port:

controller a:

- 192.168.1.101
- 192.168.2.101
- 192.168.1.100
- 192.168.2.100
controller Db:
- 192.168.3.101
- 192.168.4.101
- 192.168.3.100

- 192.168.4.100
# For even numbered block nodes (i.e., a02, a04, ..):
eseries controller nvme ib port:
controller a:

- 192.168.5.101
- 192.168.6.101
- 192.168.5.100
- 192.168.6.100

controller Db:
- 192.168.7.101
- 192.168.8.101
- 192.168.7.100
- 192.168.8.100

$3P: EXNMNATREXHEMRT RHEE

TR AR S AN NI AR TE group_vars' FEX —HENMBAEE, XFFURBLEES MIBESFERAH
X

KXTFULES

ENMELMLIFZNER, B1TH. AnsibleZRIBIFE EABI AT ZEMAFZMNEEPLTEEH/ T ZEN. (BX
XERNAIFAER. FEIRIAnsibleX s "EHEE")

FENEIH D ECESL R Ansible B X FHRHAITTEX . RXHEZIRET R HERER IR,
p
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fEAnsible. FILIFER A AI'BVAEPE X BN A TREENNEAERE. ERUTARBTEIEX

4 group_vars/all.yml':

ansible python interpreter: /usr/bin/python3
beegfs ha ntp server pools: # Modify the NTP server addressess if
desired.

- "pool 0O.pool.ntp.org iburst maxsources 3"

- "pool l.pool.ntp.org iburst maxsources 3"

$4T . EXNNABTHREXHTRIEE

XHETRHEZAEEER S ha_cluster WARRTE X, ATHTBRIEN B E7E group_vars/ha_cluster.yml®
XHFHECE,

g
1. FEXXHTRER. EXFINME. BFEREXHT R LR sUdo AR RYEE,.

### ha cluster Ansible group inventory file.

# Place all default/common variables for BeeGFS HA cluster resources
below.

### Cluster node defaults

ansible ssh user: {{ ssh ha user }}

ansible become password: {{ ssh ha become pass }}

eseries ipoib default hook templates:

- 99-multihoming.j2 # This is required for single subnet
deployments, where static IPs containing multiple IB ports are in the
same IPoIB subnet. i.e: cluster IPs, multirail, single subnet, etc.
# If the following options are specified, then Ansible will
automatically reboot nodes when necessary for changes to take effect:
eseries common allow host reboot: true
eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep
eseries nvme ib.service"
eseries 1b opensm options:

virt enabled: "2"

virt max ports in process: "QO"
@ IR ansible ssh user B&RE “root, MAILLEZFERL,
‘ansible_become_password' HEBEITIZ B R FMETIETE "--ask-become-pass £,

2. (AR)ECES AN (HASEERRIT. HAKBERNBERERF

MREBERERIPTFUAR. WIENNEFEAIAE beegfs_ha_mgmtd_float IP', X#AMSEHEG
/IBeeGFSEIEZ FRAR BN AILAD,
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M beegfs_ha_alert_email_list $8E — e Z MR EEBF S HEIREVBEF B

### Cluster information

beegfs ha firewall configure: True

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

# The following variables should be adjusted depending on the desired

configuration:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: "{{ ha cluster username }}" # Parameter for

BeeGFS HA cluster username in the passwords file.
beegfs ha cluster password: "{{ ha cluster password }}" # Parameter for
BeeGFS HA cluster username's password in the passwords file.
beegfs ha cluster password shab5l2 salt: "{{
ha cluster password shab5l2 salt }}" # Parameter for BeeGFS HA cluster
username's password salt in the passwords file.
beegfs ha mgmtd floating ip: 100.127.101.0 # BeeGFS management
service IP address.
# Email Alerts Configuration
beegfs ha enable alerts: True
beegfs ha alert email list: ["emaillexample.com"] # E-mail recipient
list for notifications when BeeGFS HA resources change or fail. Often a
distribution list for the team responsible for managing the cluster.
beegfs ha alert conf ha group options:

mydomain: “example.com”
# The mydomain parameter specifies the local internet domain name. This
is optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com) .
# Adjusting the following parameters is optional:
beegfs ha alert timestamp format: "$Y-%m-%d %H:%M:%S.3%N" #%H:%M:%S.5%N
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
# 5) high-level node activity + fencing action information + resources

B TR, BLHEIEBeeGFSXH ALY BEIEMHAEE Z 50
@ BY. “beegfs_ha _mgmtd_floating ipdEREE, HERLEHAEEN TELINIBeeGFSEIE
RS, HiEMFE—PMEHRHNEERS,

3. ECERBEARIE, (BXIEFHAREE, 32N "7£Red Hat High Availability B FEERE" U THEERTE
BB IRERIENRG, EEUTERZ—,

FLTEH. FER:
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e BINERT. RELATERARS. BERFERERE _agent o
° #£'PCMK_HOST_MAP 8 PCMK_HOST_LIST F$&5EH <HOSTNAME> %415 Ansiblei’ B FREI 4]

AR Lo

° RAHENERRERIIE N Tz17BeeGFSERE. NEREETIFIREF, XERKEE LENTHIER

L BeeGF SRS (BIERIGHFEMARRRIXR) A RFER MAEHEEZN. FEFEZSITRH
EIH RSB RAFIAHEMAFERRIMT AN, NRHNEARE. ESi%BeeGFS HAR®
BN BERm A —A%EBE. F7E ha_cluster_crm_config_options["stonith-enabled"] #

¥ beegfs_ha_cluster.yml 1& & Hfalse,

° AILMERZ I TN RAANEEILE. BeeGFS HAB BRI LIECERed Hat HAX {4 B 17 o] R RYE(T

fREAE, WRATE. BEAEINEETEIRUPS)SHZRECE £t (rPDU) TERREAIE, EAER
LIRS T FLREAEGIEREERTTIZS(BMC)H RS BFRENEMITAETILE) 8T AN
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### Fencing configuration:
# OPTION 1: To enable fencing using APC Power Distribution Units
(PDUS) :
beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: "{{ apc_username }}" # Parameter for APC PDU username 1in
the passwords file.
passwd: "{{ apc password }}" # Parameter for APC PDU password in
the passwords file.
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>"
# OPTION 2: To enable fencing using the Redfish APIs provided by the
Lenovo XCC (and other BMCs) :
redfish: &redfish
username: "{{ bmc username }}" # Parameter for XCC/BMC username in
the passwords file.
password: "{{ bmc password }}" # Parameter for XCC/BMC password in
the passwords file.
ssl _insecure: 1 # If a valid SSL certificate is not available
specify “1”.
beegfs ha fencing agents:
fence redfish:
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
# For details on configuring other fencing agents see
https://access.redhat.com/documentation/en-
us/red hat enterprise linux/9/html/configuring and managing high avai
lability clusters/assembly configuring-fencing-configuring-and-
managing-high-availability-clusters.

4. FZELinuxiRER B AR INAIEREIRZE.

BATZAFRRKMEESHNRNSEBEETRY. BEHLAILUEEESISE TEHENRINZE,
It XEZNEZ7EBeeGFSARH. BRINBRTAZEBA. UHERAF THRNATEXHRSNIFE,

ERAtRERE. BiEE:

### Performance Configuration:
beegfs ha enable performance tuning: True
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5. (AN E A LIRIBEE AR Linuxi2ER PN REATE S,

BEXAAENREESHNTETIR, 155 0IFBeeGFS HAR BRI 4R IAREIAE IS "ERYBeeGFS
GitHubi5 "o TM%%H:S‘(#F‘JZ%A“55’]3‘(#¢$E¥¢Fﬁﬁﬁ§ﬂ’\]%ﬁkfﬁ host_varso

6. BETERT SMXHT S 2B LIS EM200GB/HDRIERE. & HANVIDIAFBRME L9 %
FR(MLNR_OFED)FHHAKI FMEIE2E (OpenSMYBR B, FFIHAIMLNR_OFEDARZS "X R ER" 5
EINHIOpenSMER G BRI —iC, BAZIFEAAnsimplyIHITEE. BEXAAEFFEXETa LR
#MLNR_OFEDIREHIZF o

a. 7 group_vars/ha_cluster.yml' FiEZ U T2 (IRIBEERERGE):

### OpenSM package and configuration information
eseries ib opensm options:
virt enabled: "2"

virt max ports in process: "QO"

7. BEE udev M. LUARIZIEInfiniBandif QNIRRT SIKEPClei& & HIBRET —E,
‘udev #MN3 F FH{EBeeGFSX 411 m IV E MR SZ 25 F B HIPClethF b Kid A ME—RY,
FHFERIENXEGTH R, BERUTE:

### Ensure Consistent Logical IB Port Numbering
# OPTION 1: Lenovo SR665 V3 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:01:00.0": ila

"0000:01:00.1": ilb

"0000:41:00.0": iz2a

"0000:41:00.1": i2Db

"0000:81:00.0": i3a

"0000:81:00.1": i3Db

"0000:21:00.0": ida

"0000:a1l:00.1": i4b

# OPTION 2: Lenovo SR665 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:41:00.0": ila

"0000:41:00.1": ilb

"0000:01:00.0": iza

"0000:01:00.1": i2b

"0000:21:00.0": i3a

"0000:a1:00.1": i3Db

"0000:81:00.0": ida

"0000:81:00.1": i4db
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https://github.com/netappeseries/beegfs/tree/master/roles/beegfs_ha_7_4/defaults/main.yml

8. (BIk)EF TR B iREEE %,

beegfs ha beegfs meta conf ha group options:
tuneTargetChooser: randomrobin

TEMIENAA. BEEEA Randomrobin SREGERNIA X A REE A NIXEREIS S DR 1EFT
HBeeGFSEFEBR L(BXEENRNFMER. 155 BeeGFSIER "HBeeGFSH LT

(D EENE) o ERFERBRT. XUERESHESRENEMATIRERR . MMLLHS
RENERERMAZIEREE, BEREE randomrobin’ AKX EARAIAE randomized’
ERIELFAFTE A B BAr BN TR REFAIIERE,

$55 EXBART RNECE

R R HEAEIE £ /9 Eseries_storage_systems’ BVAFE N, TS BMETNESTE group_vars/
eseries_storage_systems.yml' X{FHRIECE,

TR

1. B AnsibleiEiZIEE HNlocal. IRERSKZL. HIEERTNRIESSLIER, (BF. AnsibleEHESSHIEEEIZ

EEN. BRTHERT S0NetApp ERFIFEMHER S, {RIREHREST APIHITIERS, ) EXHINER. A0
UTARA:

### eseries storage systems Ansible group inventory file.

# Place all default/common variables for NetApp E-Series Storage Systems
here:

ansible connection: local

eseries system password: {{ eseries password }} # Parameter for E-Series
storage array password in the passwords file.

eseries validate certs: false

2. NHRIREREMNLE. BEPRENRTRFIHAMNRAE "RAZER",

MTEAERZAIH "NetApp ZHFiAR" ERIUFHAREN]. WAl LEEBEEAnsbleiTHlTm
B packages/' BH&=H. SAIG7E Esery_storage_systems.yml HIEZE LI T EEAEAAnsibled# T :

# Firmware, NVSRAM, and Drive Firmware (modify the filenames as needed) :
eseries firmware firmware: "packages/RCB_11.80GA 6000 64cclOee3.dlp"
eseries firmware nvsram: "packages/N6000-880834-D08.d1lp"

3. NTEHLEARATIRT R P RENIRhZ MR IREhEREH "NetApp ZHFLS" ERIUFHAREN].
WA LG EH B & TEANsUE packages/ TR EHBRP. AFTEFIEZUATESEH
eseries storage systems.yml LAEFRIAnsulfE FA4k:
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https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware

eseries drive firmware firmware list:
- "packages/<FILENAME>.dlp"
eseries drive firmware upgrade drives online: true

¥ esery_drive_firmware_upgrade_drives_online i& & /3 false Bl LUINRFARIRE .. 1BIES

(D EBeeGFSZRITMMITILIRIE. XRANZIGEEREARZANELEIRENZZHIFABIO. L
RN ARFEIR. RETLESZARITHNIRZEEHHERMNER. BRITENERE
BILEIRE 7 true’ LUB R fE G BT A] R,

4. EfiiLitee. EX2RREH#HITUTENR:

# Global Configuration Defaults

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp
eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled
eseries system controller shelf id: 99 # Required.

°. BERRRAESEKEMTA. BEEUTSH

# Storage Provisioning Defaults

eseries volume size unit: pct

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18,99:¢6,
99:117, 99517, 99:16, 99:8,99:15,99:9,99:14,99:10),99:13, 99:11, 9912

(D 79 EZ&RY!_storage_pool_usable_drives $5EBIEYFE T NetApp EF600IRTI =, FHiTHIIKEh
BN ELEHEAHANINF. LIRFAI#BERSMEAN/OTEEIHRIREIZ:EE 2 B35 72 .

7IBeeGFSZA4E X Ansiblei5 &

EX T EHlAnsibleEREN . HBeeGFSXHRAFTNENAMENXELE,

XERERFET T IMAREXH RS, ZXHRSGHSEEE. THRIENEERSEANEMAGF. 83T
EMFEIRS S MR URAFAER S = NME M E M.

XESEESTERT—RINABREXH. EAUERAXEEE X RECENetApp BeeGFSAM. LUAREE
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"BeeGFSX R LRI EK,

AATREEETR, MEREHTAL, UERTENENBecCFSXI RAMES, 13
(D) 2. BEARRE MR AiAnsble EHE UL ENAFRBNIP ISR, LR
LAY R EIBeeGFSX T R M & P imBIEA &

#1445 BliEAnsible/5 B X5

p

1. QIEEFTRY inventory.yml X1, AAGRBALUTEE. RIBEEER Esery_storage_systems FEIEM. LK
TEPEFRBRT R, XEEZ RN 5 host_vars/<filename>.yml EFEBI& FRAE T R o

# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp 01:
netapp 02:
netapp 03:
netapp 04:
netapp 05:
netapp 06:
# Ansible group representing all file nodes:
ha cluster:
children:

FERELEETH. BT ha_cluster FRIEH B Ansible. XA RRIEETEERFPIEITHIBeeGFSARS,

$25. HEE. THIENERAGRESS
SR NEMRIRPIE —NMAR LI B EBeeGFSEIRRSS LR Tt HUREM FHEARSS ©

P
1. 7£'inventory.ymI'®. 7£'ha_cluster FIEZELU TS FI':

# beegfs 01/beegfs 02 HA Pair (mgmt/meta/storage building block) :
mgmt :
hosts:
beegfs 01:
beegfs 02:
meta 01:
hosts:
beegfs 01:
beegfs 02:
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stor 01:
hosts:
beegfs 01:
beegfs 02:
meta 02:
hosts:
beegfs 01:
beegfs 02:
stor 02:
hosts:
beegfs 01:
beegfs 02:
meta 03:
hosts:
beegfs 01:
beegfs 02:
stor 03:
hosts:
beegfs 01:
beegfs 02:
meta 04:
hosts:
beegfs 01:
beegfs 02:
stor 04:
hosts:
beegfs 01:
beegfs 02:
meta 05:
hosts:
beegfs 02:
beegfs 01:
stor 05:
hosts:
beegfs 02:
beegfs 01:
meta 06:
hosts:
beegfs 02:
beegfs 01:
stor 06:
hosts:
beegfs 02:
beegfs 01:
meta 07:
hosts:



beegfs 02:
beegfs 01:
stor 07:
hosts:
beegfs 02:
beegfs 01:
meta 08:
hosts:
beegfs 02:
beegfs 01:
stor 08:
hosts:
beegfs 02:
beegfs 01:

2. SIS group_vars/mgmt.yml HEEUTREA:

# mgmt - BeeGFS HA Management Resource Group
# OPTIONAL: Override default BeeGFS management configuration:
# beegfs ha beegfs mgmtd conf resource group options:
# <beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>
floating ips:
- ilb: 100.127.101.0/16
- i2b: 100.127.102.0/16
beegfs service: management
beegfs targets:
netapp 01:
eseries storage pool configuration:
- name: beegfs ml mZ m5 mé6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 1

owning controller: A

3. £ group_vars/' F. FERAUTERAERA META_01 E ' mETA 08 BIEEXH. AESETXRIE
By 1A
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# meta 0X - BeeGFS HA Metadata Resource Group

beegfs ha beegfs meta conf resource group options:

connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>

floating ips:
- <PREFERRED
- <SECONDARY

beegfs service:
beegfs targets:
<BLOCK NODE>:

PORT:IP/SUBNET> # Example:

PORT:IP/SUBNET>
metadata

eseries storage pool configuration:

— name:

<STORAGE POOL>

raid level: raidl

criteria drive count: 4

common -

volume configuration:

segment size kb: 128

volumes:

- size:

21.25 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

1i10:192.168.120.1/16

ERNUBNEEM(BIRASE) VB R LR RIEE. NetAppaZ BN EES NP RE—
Lo ARE. UEASSDEERBEZHTE(EXIFMES. EBM "NetApp EF600EFE
@ ") o TFfiEM beegfs m1_m2 m3_m3_ me B HBEEMN1 %D ELERRS. Hitb.
Tt TTEEES beegfs_ m1_m2_m5 m6'. SNSRfEHE1.92 TBE3.84 TBIXEHES. EIE
EIRE R 21.25"; 33F7.65 TBIRGIZR. IEFIULEIRE N 22.25"; FF15.3 TBIRGIZS. 1A
BILEIRE N 23.75,

X3 Port
meta_01.yml 8015

meta_02.yml 8025

meta_03.yml 8035

SEEIP NUMAX 35

i1b 0
: 100.127.10
1.1/16 i2b

. 100.127.10
2.1/16

i2b 0
© 100.127.10
2.2116i1b

: 100.127.10
1.2/ 16

i3b 1.
: 100.127.10
1.3/16 i4b

. 100.127.10
2.3/ 16

RIS

netapp_01

netapp_01

netapp_02

FiEt
beegfs m1_
m2 m3 m3_
m6

beegfs m1_
m2_m3_m3_
m6

beegfs m3_
m4_m7_m8

PRIBzHI28
%

B

=


https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf

XH#&

meta_04.yml

meta_05.yml

meta_06.yml

meta_07.yml

meta_08.yml

B9 S {iIfE:

Port
8045

8055

8065

8075

8085

TP

i4b

. 100.127.10
2.4/16i3b

: 100.127.10
1.4/ 16

i1b

: 100.127.10
1.5/16 i2b

© 100.127.10
2.5/ 16

i2b

. 100.127.10
2.6/16i1b

: 100.127.10
1.6/ 16

i3b

: 100.127.10
1.7/16 i4b

. 100.127.10
2.7/ 16

i4b

. 100.127.10
2.8/16i3b

: 100.127.10
1.8/ 16

NUMAI[X
1.

BRI

netapp_02

netapp_01

netapp_01

netapp_02

netapp_ 02

FfiEth
beegfs m3_
m4_m7_m8

beegfs m1_
m2 m3 m3_
m6

beegfs m1_
m2_m3 m3_
m6

beegfs m3
m4_m7_m8

beegfs m3_
m4_m7_m8

FRigizhl2s
B

4. 75 group_vars/' . AU TERIZEL stor 01 F) stor_ 08 BIEX 4. AEEEUTRIESES MRS
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# stor 0X - BeeGFS HA Storage Resource

Groupbeegfs ha beegfs storage conf resource group options:

connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10
common volume configuration:
segment size kb: 512 volumes:
- size: 21.50 # See note below!
<OWNING CONTROLLER>

- size: 21.50 owning controller:

CONTROLLER>

() sxEemmEmcl. B0 EUNEEEEREES .

ST Port SZEIP NUMAXSE  3RT=

STOR_01.yml 8013 i1b 0 netapp_01
: 100.127.10
3.1/16 i2b
: 100.127.10
4.1/ 16

STOR_02.yml 8023 i2b 0 netapp_01
: 100.127.10
4.2/16 i1b
: 100.127.10
3.2/ 16

STOR_03.yml 8033 i3b 1. netapp_02
: 100.127.10
3.3/16 i4b
: 100.127.10
4.3/ 16

STOR_04.yml 8043 i4b 1. netapp_02
: 100.127.10
4.4/16 i3b
: 100.127.10
3.4/ 16

owning controller:

<OWNING

it
beegfs_s1_s2

beegfs_s1_s2

beegfs s3 s4

beegfs s3 s4

FRIBz 28

PSS
[=]



XH#& Port FThIP NUMAXIE RT= gt FRiBf=Hle

STOR_05.yml 8053 i1b 0 netapp_01 beegfs_s5 s6 &
: 100.127.10
3.5/16 i2b
1 100.127.10
4.5/ 16

STOR_06.yml 8063 i2b 0 netapp_01 beegfs s5 s6
: 100.127.10
4.6/16i1b
: 100.127.10
3.6/ 16

STOR_07.yml 8073. i3b 1. netapp_02 beegfs s7_s8 &%
. 100.127.10 .
3.7/16 i4b
: 100.127.10
4.7/ 16

STOR_08.yml 8083. i4b 1. netapp_02 beegfs s7 s8
1 100.127.10 .
4.8/16i3b
: 100.127.10
3.8/ 16

(o8}

(o8]

$35%: HTIIBHEEEREE S
UTHZ BB IBeeGFSTTHIE+TFMEMEIRIZE Ansible/B &,

B
1. #Einventory.yml #1, 7EHAERE FEEU TS

meta 09:
hosts:
beegfs 03:
beegfs 04:
stor 09:
hosts:
beegfs 03:
beegfs 04:
meta 10:
hosts:
beegfs 03:
beegfs 04:
stor 10:
hosts:
beegfs 03:
beegfs 04:
meta 11:



hosts:
beegfs 03:
beegfs 04:
stor 11:
hosts:
beegfs 03:
beegfs 04:
meta 12:
hosts:
beegfs 03:
beegfs 04:
stor 12:
hosts:
beegfs 03:
beegfs 04:
meta 13:
hosts:
beegfs 04:
beegfs 03:
stor 13:
hosts:
beegfs 04:
beegfs 03:
meta 14:
hosts:
beegfs 04:
beegfs 03:
stor 14:
hosts:
beegfs 04:
beegfs 03:
meta 15:
hosts:
beegfs 04:
beegfs 03:
stor 15:
hosts:
beegfs 04:
beegfs 03:
meta 16:
hosts:
beegfs 04:
beegfs 03:
stor 16:
hosts:
beegfs 04:
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beegfs 03:

2. f£°group_vars/" . AU TERAZERE META_09 EI'mETA_16 81X 4. REESZUTRFIETEN
AR5 By S IfE:

# meta 0X - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: metadata
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.5 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

() sxEERwEmAl. BE0 RYEEEEEREESL

X4E Port P NUMAXIE  RT= FiEth FRIE1E 28
meta_09.yml 8015 i1b 0 netapp_ 03 Beegfs_M9_ &
. 100.127.10 M10_M13 M
1.9/16 i2b 14
: 100.127.10
2.9/ 16
meta_10.yml 8025 i2b 0 netapp_03 Beegfs M9 B
: 100.127.10 M10_M13_ M
2.10/16 i1b 14
: 100.127.10
1.10/ 16
meta_11.yml 8035 i3b 1. netapp 04 Beegfs_ M11_ &
: 100.127.2.1 M12_M15_16
.1/16 i4b
: 100.127.10
2.11/16
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XH#&

meta_12.yml

meta_13.yml

meta_14.yml

meta_15.yml

meta_16.yml

Port
8045

8055

8065

8075

8085

TP

i4b

. 100.127.10
2.12/16i3b

: 100.127.10
1.12/ 16

i1b

: 100.127.10
7.13/16 i2b

© 100.127.10
2.13/16

i2b

. 100.127.10
2.14/16 i1b

: 100.127.10
1.14/ 16

i3b

: 100.127.10
1.15/16 i4b

. 100.127.10
2.15/ 16

i4b

. 100.127.10
2.16/16 i3b

. 100.127.10
1.16/ 16

NUMAI[X
1.

BRI

netapp_04

netapp_03

netapp_ 03

netapp_04

netapp_ 04

FiEt
Beegfs_ M11_
M12_M15_16

Beegfs M9
M10_M13_M
14

Beegfs M9
M10_M13_M
14

Beegfs_M11_
M12_M15_16

Beegfs M11_
M12_M15 16

FRigizhl2s
B

3. £ group_vars/ . R TERAEIRA stor 09 F'stor_ 16" BIEXH. RAEEEZUTRAIESTS MRS
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# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10
common volume configuration:
segment size kb: 512 volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50 owning controller: <OWNING
CONTROLLER>

() ETmEmORYT, BB ENOEEEEREES L

Xfr& Port FThIP NUMAXIE  3RTIm gt FRigizhl2s

STOR_09.yml 8013 i1b 0 netapp_03 beegfs s9 s1 %
. 100.127.10 0
3.9/16 i2b
: 100.127.10
4.9/ 16

STOR_10.yml 8023 i2b 0 netapp_03 beegfs s9 s1
: 100.127.10 0
4.10/16i1b
:100.127.10
3.10/ 16

STOR_11.yml 8033 i3b 1. netapp_04 beegfs_s11_s &
: 100.127.10 12
3.11/16 i4b
1 100.127.10
4.11/ 16

STOR_12.yml 8043 i4b 1. netapp_04 beegfs s11_s
: 100.127.10 12
4.12/16i3b
: 100.127.10
3.12/ 16

o8}

w
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X Port
STOR_13.yml 8053

STOR_14.yml 8063

STOR_15.yml 8073.

STOR_16.yml 8083.

Z P

i1b

. 100.127.10
3.13/16 i2b

: 100.127.10
4.13/ 16

i2b

: 100.127.10
4.14/16 i1b

. 100.127.10
3.14/ 16

i3b

. 100.127.10
3.15/16 i4b

: 100.127.10
4.15/ 16

i4b

: 100.127.10
4.16/16 i3b

© 100.127.10
3.16/ 16

NUMAI[X
0

BRI

netapp_03

netapp_03

netapp_04

netapp_04

gt FRigizhl2s

beegfs_s13_s &
14

beegfs s13 s B
14

beegfs_s15_s %
16

beegfs s15 s B
16

B4% . NaFEAHEESR

AN BN BN ABeeGF SAFEA IR EAnsibleiF R, RETHIBE+FHESXEFEAGHNEKEZRNEEX
AZ. BRTRETHIERRA. HRBEEFEMAY Criteria_drive_count' M\ 1028412,

g
1. #'inventory.yml s, EIEERE FHEKU TS
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# beegfs 05/beegfs 06 HA Pair (storage only building block):
stor 17:
hosts:
beegfs 05:
beegfs 06:
stor 18:
hosts:
beegfs 05:
beegfs 06:
stor 19:
hosts:
beegfs 05:
beegfs 06:
stor 20:
hosts:
beegfs 05:
beegfs 06:
stor 21:
hosts:
beegfs 06:
beegfs 05:
stor 22:
hosts:
beegfs 06:
beegfs 05:
stor 23:
hosts:
beegfs 06:
beegfs 05:
stor 24:
hosts:
beegfs 06:
beegfs 05:

2. 7£'group_vars/ . ERUTRERNEIRA stor_17 F|'stor 24 8B, RESEZUTRIESE MRS
B S ME:
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# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
— <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 12
common volume configuration:
segment size kb: 512
volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50
owning controller: <OWNING CONTROLLER>

() ETRERHORY, BSREUNEELIEREESL .

X4E Port ZIP NUMAXIE R FiEt FRrIE1E 28
STOR_17.yml 8013 i1b 0 netapp_05 beegfs s17_s &
: 100.127.10 18
3.17/16 i2b
: 100.127.10
417/ 16
STOR_18.yml 8023 i2b 0 netapp_05 beegfs s17_s B
: 100.127.10 18
4.18/16 i1b
: 100.127.10
3.18/ 16
STOR_19.yml 8033 i3b 1. netapp_ 06 beegfs s19 s &
: 100.127.10 20
3.19/16 i4b
: 100.127.10
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XH3 Port ZIP NUMAXIE RT= gt FRiBf=Hle

STOR_20.yml 8043 i4b 1. netapp_06 beegfs s19 s B
: 100.127.10 20
4.20/16 i3b
1 100.127.10
3.20/ 16

STOR_21.yml 8053 i1b 0 netapp_05 Beegfs_S21_ &
: 100.127.10 S22
3.21/16 i2b
: 100.127.10
4.21/ 16

STOR_22.yml 8063 i2b 0 netapp_05 Beegfs S21_ B
:100.127.10 S22
4.22/16 i1b
: 100.127.10
3.22/ 16

STOR_23.yml 8073. i3b 1. netapp_06 beegfs s23 s &
1 100.127.10 24
3.23/16 i4b
: 100.127.10
4.23/ 16

STOR_24.yml 8083. i4b 1. netapp_06 beegfs s23 s B
. 100.127.10 24
4.24/16 i3b
. 100.127.10
3.24/ 16

Z3ZEBeeGFS

WEMEERE T NEIT— T HZ N KEFM. EFESAnsble EERITHES. HIEE
TMARRETIERS.

BAFFEESEHAI LB SE—SKEFMD. EXNFEXNRS. XRRMASTEHLUEE, Ansibler] AT A
EBMakAe. UWEHEIEEFERANKEFEMMEXREGIM: RATE. ESMOEER), EXiF4E
B, 152 AnsibleXy "BEE",

ALEBFNEEEXARTNIRRIAnsbeEGHN—MIEITHM. FAlt. XEXBFREBNSADHES
MNetApp ERFAnsible A EFNZ B E,

@ Bal. 2PEBeeGFSEVEEMNMAMH(EINMXHEFTR). BFRIEFERMAHFISEEE R
Tiebreaker. LAZARTEINT REERF I (PELAY By E{aTn) @R,

T
1. BIERHHY playbook.yml X HEIEUTREA:

# BeeGFS HA (High Availability) cluster playbook.
- hosts: eseries storage systems
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gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Configure NetApp E-Series block nodes.
import role:
name: nar santricity management

- hosts: all

any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs
pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version
register: python version
- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) 1is not version("3.0", ">=")'
- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] != 0
become: true
- name: Create a symbolic link to python from python3.
raw: 1ln -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0

when: inventory hostname not in



groups [beegfs ha ansible storage group]
- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun
your playbook command with --list-tags to see all valid playbook tags."
when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'
loop: "{{ ansible run tags }}"
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Verify the BeeGFS HA cluster is properly deployed.
ansible.builtin.import role:
name: netapp eseries.beegfs.beegfs ha 7 4

@ RIBEFANGIZIT/ L pre_tasks'. FITFIIEPython 3R BELREEX G TS L. HIOEFR
REMAnsibletT I BB 2,

2. BRI EFEBeeGFSH., 15 AnsibleIXERF A 65 S F015 BB FAA ST
L EBERHEITFRE pre_tasks'. AERTAFPHIA. AEBHEIPRAYBeeGFSEE,
BITUTHS. BIEEERAREXHMEESLUTIER):

ansible-playbook -i inventory.yml playbook.yml --forks 20

LHBXMNFAREEE. forks’ Ll){ﬁﬁ% HWESHIANDXE(5). UIEIIAnsT] HTEEER

@ FHEHE, BEXBFAER, BSHE EHHEFRHAT . RAERENRTAIZIEF TR E
ATARMEINE, L ERFI20@TEA B4 CPU (Intel ® Xeon ® Gold 6146 CPU @
3.20GHz)BYE M Ansibledz T 52 _EinfTHY,

RIEANsibletTHI T = 5BeeGFSX IR TI R Z BRI ERBAURMME 1t aE. BPEREAIRERBFIAE

filEBeeGFSE i

R ITITEE ] BeeGFSX 4 R RMEM N L R EM AL EBeeGFSE F . fliNitE
FHGPUT R TEUESH. Er]LUEAAnsiblef1BeeGFSUEE,

p
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1. INREFEE, FMAnsibletTH T m A EEE HBeeGFSE FIRIE N TNIKE TLZFISSH:

ssh-copy-id <user>@<HOSTNAME OR IP>

2. #£’host_vars/ T« FAEHA<HOSTNAME>.ymI'HiE " BeeGFSEFiftIZ—MEEUTHREINXH. HEH
ERTERRNERERIES MG

# BeeGFS Client
ansible host: <MANAGEMENT IP>
# OPTIONAL: If you want to use the NetApp E-Series Host Collection’s
IPoIB role to configure InfiniBand interfaces for clients to connect to
BeeGFS file systems:
eseries ipoib interfaces:
- name: <INTERFACE>
address: <IP>/<SUBNET MASK> # Example: 100.127.1.1/16
- name: <INTERFACE>
address: <IP>/<SUBNET MASK>

NREAMFMFUSFHTEE. NBFESNERIE LEER M InfiniBandiZO. MWMNMF
@ fEIPoIBF M E—MREE— 1 SIRAIATIHEIS > BeeGFSARSS i AR I F M2

BCEE, NEFHENEZSEERNEE — MO, MEISERRRES—MED 100.127.1.0

100.127.99.255100.128.1.0100.128.99.255,

3. BIEE— NI client_inventory.yml'. SAIGIETREREF LU TS

# BeeGFS client inventory.
all:
vars:

ansible ssh user: <USER> # This is the user Ansible should use to
connect to each client.

ansible become password: <PASSWORD> # This is the password Ansible
will use for privilege escalation, and requires the ansible ssh user be
root, or have sudo privileges.
The defaults set by the BeeGFS HA role are based on the testing
performed as part of this NetApp Verified Architecture and differ from
the typical BeeGFS client defaults.

@ BN AR IFEDRT, B AAnsible Vault (52 I AYAnsible 1) "&£ Ansible Vault
NERE"HIEEI TR FABHER -ask-pass-pass &,

4. 1£ client_inventory.yml' X5, FIHR7E beegfs_clients ‘A FECE /IBeeGFSEFIMIFIE M. ABIEE
¥912BeeGFSE F inNIZIERFI R AR E M E.
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children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
beegfs 01:
beegfs 02:
beegfs 03:
beegfs 04:
beegfs 05:
beegfs 06:
beegfs 07:
beegfs 08:
beegfs 09:
beegfs 10:
vars:
# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
beegfs client ofed enable: True
beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"
# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
eseries ib skip: False # Default value.
beegfs client ofed enable: False # Default value.

fEFANVIDIA OFEDIKEHTZFBY. 1EMATR beegfs client ofed include path }E&MIER
() FEOLnXBEMER headerinclude path's BXHAHER , B2 MAIBecGFSIA
"RDMAZ 5",

5. 1£ client_inventory.yml' X8, FIHEHHZMEMLAIE X vars K2fHIBeeGFSX 4 & 55
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beegfs client mounts:
- sysMgmtdHost: 100.127.101.0 # Primary IP of the BeeGFS
management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

beegfs client config RREMARILKE. BXAMBERTNEEMR. TS
@ M netapp eseries.beegfs’ £51 "beegfs client roleffi AN M, HAAEIEEX
HEHZ M BeeGFSXH RSB % /RiEHHHFIBeeGFSX 4 R FRIIFAMIZE S

6. BIFEHFAY client_playbook.ymlI' XX 4. SASIEFLUATEEK:

70

# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:
- name: Ensure IPoIB is configured
import role:
name: ipoib
- name: Verify the BeeGFS clients are configured.
import role:

name: beegfs client



@ WMRIEEEEMNMIPoIBIE O ERE T FiFERIB/RODMARSIIZFMECERIP. EEIKS
N NetApp EZ%!.host E£5F1'IPolB A,

7. BERENMREE P inHEEBeeGFS. BBITUTH<:
ansible-playbook -i client inventory.yml client playbook.yml

8. 1ERBeeGFSXHRFARNEF=Z . FHi 1 2ZI"BINEERIEMEFiHFHIEIT beegfs-fsck -checkfs' LA
WfRFAE T3 g alihin BRI S E A e,

T REANAGFLUL

& B A% PacemakerflCorosyncEC E N BRI A MNMAF(10MNXEFT )AL, B2, X
MEBEE—LRE. &&. PacemakerflCorosynciz %5 b A32 N Ho

NetAppf it 7 & %101 T mBYBeeGFS HAK R, FENFAZIFRFENERY BB RHIFEE, 8
. BeeGFSXHARAAMEET BENMOMUALNT R, MNetAppETENetAppfE RS EHIBeeGFSHIXT th#1T
TR,

BEESTXHRFARBEBEAE— P FROZSMHARE. ERILY BB 1 BeeGFSX &4, MARIKEHAS
BAHIRETRIRFISERS, FULIERP. BRITUATRE:

* BIE—TBYANsiblelF UK REMHALR. AGEAKEES —MEERS. HEES M HIME
£%¥ ha_cluster.yml 19 beegfs_ha_mgmtd_floating_ip° T &35M % — 1 BeeGFSEIEIRSZHIIP,

* FAR—XHRFARNEMHASEER, BREFEUTENRK:

° BeeGFSTi R IDEME—HY,

° 5 group_vars’ FTHE MRS M NI 4R EPIA B EHEM—1,

° BeeGFSE P il AR S5 25 IPHIULTEFR B LB P E 2 — Y,

c HEHNBERFEMEMERE ). B 3BeeGFSEERSMBE—MHAEHIETEIET,
* EETHARHZ BB R RIEIFER,

ZHE—TEIRWPERS T ERNBERX G ARSI SRRERE MBeeGFS HARBREN A TISESE
RYECE RIS TV £ R

@ TRELIBINHAER Z AR S MNHAERY BREI A MM, EWRZERT. STERERRD
NWEAHZERTEE, —MAERRES MRFIAMEENHASER,

B EEhIEEER DL
NRME_NWERRASNMFELEENTEN TS, BER TR,

TRIEM T 7E eseries_storage_pool_configuration’ 95 "BeeGFSTT#IEH FiE BT REEAR DRIV E D
tb:
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IXhEs A/ Size

1.927TB 18
3.84TB 21.5.
7.68TB 22.5
15.3TB 24

@ iR AER TR EERSHFMEMN. ZEFEBNRE LRX/IVEL0.25%. UENERHE
B %RV,

ETRINFREXLE, ESM "TR-4800: MIFRA: THESSDFAMNEERE",

N

B

NS
T/fEBeeGF SR X MEEEMAR T HESIEEE TERHBERNIRZENEN. FERHE
SES-CR GRS vk 4 gipu: SENEIIE=Z IFE Y

ZIIJ}

%!—

— InfiniBand Storage Network
: (BeeGFS Client/Server Traffic)

BeeGFS management and
metadata on EF300 NVMe

HA PAIR
-
HA PAIR
]
n

BeeGFS CPU Clients <

(used for validation)

> BeeGFS storage on NLSAS
IOM expansion trays

BeeGFS GPU Client ——

(used for validation)

bl
MNTFEBREAEM. EF600IEHIRBRN ERNEF300iTHIZE. B MERISSELERE —MREXHIC. ATSASY &, &
PRI R EETINFEF A BeeGF ST EF R TE RV IRERINVMe SSD. FH R HIERZE|NBeeGFSTFiEE1IA

7ENL-SAS HDDEYY FBZR.

XA RERT RV E R E,.

Xzhas i E
MR REDFEE4TNVMe SSD7 BETFiEBeeGFSTTEIRE, XLLIRTh2E N N E EHFERIMURIIEIET,
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RAID 1 (2+2) Metadata

SAREAMNRNI LA NMEAERETEEE 1217160 MK ahad T B E,

BXABNY BRITEMLRIRA.

"BXRIENERIVER. BB WEF300 4",
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