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Ibeegfs_cluster_1/

Jhost_vars/

Jgroup_vars/ —

p— \ Contained on the
— Ansible Control Node
i Usually, the Ansible invent
finventory.yml | O e gy

repository to ensure it is not lost
and changes can be reverted.

playbook.yml
——

@ BT —1BeeGFSXHARARAILIEHZ MHASE. EItABELZEAIEEREAZ MnsibleiFR, &
B FENZEHRE S THALEE X I—MAnsibleis 8 L G i I E) .
p

1. FAnsbleiZHTm E. RIE—ITER. ZEZRBESEEEBeeGFSEEERANsiblei &H,

a. IRENXHRARAZBES/ARES S MHARE., BIEAIXHRSGEE—IBR. ARNERTE
THAEBRBREEIBFER. fHl:

beegfs file system 1/
beegfs cluster 1/
beegfs cluster 2/
beegfs cluster N/

2. TEEENENHAERFENERP. BIEMINER group vars M host _vars FFEINXHF
inventory.yml # playbook.ymlo

UTFETRELS T BUNAEX SN XHENARE.
MRS R 5
T Ansible’5 B 2Z FIMXI X RS HEo



7pu

EREXHRF A BNEXEFHPETHABEXH TR R RHMBeeGFSIRSFEMLEIPHIE, IHOAFME
tEcE, BARKEECSRERNEMMR. BATENX T —RERNRELRBMNMERNTE.

TE

1. NREERAETIPHIEENY(FINISER. iSCSI. NVMe/IBEINVMe/RoCENE XTI i iERIR T m. 1BA
FMAMESUTIER, — MTWERPHNENEREESVEE— 1 E—NFN. FERNSBETEF ik-

RSB 2R IEIZNFNEE,

XHETHR IBi®O IP it R R B YIIRIP EIIP (&
BHFEEHDR
IBRYEF600)

<HOSTNAME <PORT> <IP/SUBNET <HOSTNAME <PORT> <IP/SUBNET <IP/SUBNET

> > > > >

@ MR MYEIRPBISAMIRT = BEIER.

E

EEEA LN S MR EE ERMEENIP/A

2. TEREFENEPERInfiniBandiEBE TS LUAMBIRDMA (RoCE). EEE LT LIERUUER A
FHASEHRSS. BeeGFSXAHIRSME FimdiT@ERIPERE:

B InfiniBandi [

BeeGFSEEfIP <INTERFACE(s)>
BeeGFSEHE <INTERFACE(s)>
BeeGFSTT iz <INTERFACE(s)>
BeeGFST#fi <INTERFACE(s)>
BeeGFSE i <INTERFACE(s)>

a. IREEANZE—TIPFN. NRFE—PIIER.

IP3t3IE ST
<RANGE>
<IP(s)>
<RANGE>
<RANGE>
<RANGE>

BUNEFEEETE N FRNIER.

3. IRIELRNE. AEFPNEMAMHES UTIER. UWEXBIEITHBeeGFSIRS . W FE MRS, 1B
EER/ZEXMHTHR. MERO. F3IP. NUMAD KD EIREFZE)UARERTHBRRIRT R, HET

ERET. BEUATEN:

a. BeeGFSARSBIEE /) mgmt . yml, meta <ID>.yml B ‘storage <ID>.yml HAIDRRLXHZR
SRR NPT EBeeGF SRS MIE—RS . WAEREHELIEZATREES MRSHNXHRERLEE

THs| AL TERINEE,

b. FiFBeeGFSIRSMIHARFERFEAMHPEH—H. HREBHERIKOSHRSFEER—XETR

EiB17. OB iR S,

C. NRFE. IRSFAIUERSZ TR R/ SFERRIEGHIFFrE EE R R A —=HIEE). STk
SHEIUHZE— PR 2/ FHFEUEE (Z N EREEENETRHITEN ).



BeeGFSHR XTim  Port SZTIP NUMAXIE R¥s FiE FriEizHI23
Z(XHR)
<SERVICE <PREFER <PORT> <INTERFA <NUMA  <BLOCK <STORAG <A OR B>
TYPE>  REDFILE CE> NODE/ZO NODE> E
<ID> NODE> : <IP/SUB NE> POOL/VOL
<SECOND NET> UME
ARY FILE <INTERFA GROUP>
NODE(s)> CE>
. <IP/SUB
NET>

BXENTE. REXRMAESHRG TERIIEMESE. BBRA"SELE" T X BeeGF S "NetApp L IilE
BYZEH)_EBeeGFSHIFNEE 9

EXXHEMIRT =
REREIMXHTR
ERFENZ = (host_varsiEES I XU RS,

Li75%
RTEZELNBIET host _vars/<FILE_NODE HOSTNAME>.yml SEEFENXHT SN, XEXHIEE
BEREXHNRIMENEE, XBEEE:

* EXAnsiblelE 2T B R AP EN o

* ECE R THASE#ARSS (PacemakerflCorosync) W E i IR ELE#IP. LIESHEMX AT R#t Ti@E. AIAE
R XERSSERROERERNMS, ENRHESEOULRNR. BENMER. EFRENSLE
EXHMIP, Mgt FEGIMIERF S EEW SR,

° BTSEEEHTEANSHNMENTXHRAGMRAFTER, FRMAEHEER. BFEMM Gy
M8 R] A ERBHR(E(BIMIRY T3 RS AR RN S B iR R BEBIMERE. 18R/ FITWERIRER
ERERRE ZRFPRSKELZN. FIERELTFEER. ERiRERLT. IRT R EAESENNESEE
ARERNES. FAIRERSET RRHER,.

- FRE AT S ERE TR SO (H30: iSCSIASER. NVMe/IB. NVMe/RoCE. FCP)
S

BFEE X EAR" BSTHREXHNIPFUHAR. AEEPNES I XN REIBE— X
“host_vars/<FILE_NODE_HOSTNAME>/yml' F& 0 FFfmi 17178 ;

1. 7ET0RER. $EEAnsiblel@id SSHIERE R T R H X E# T BRI M ERRIPSENS !

ansible host: "<MANAGEMENT IP>"

2. RERATERERENHEMIP:
a. LB R "InfiniBand (fEFIPoIB)":
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eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. LIRS "BETF /LS U KMAIRDMA (RoCE)":

eseries roce interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

C. WEFEE N "LIAW(XFERTCP. FERDMA)":

eseries ip interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

3. fEmMPLLIPN A FERIRE. MtIPYITELLmE:

beegfs ha cluster node ips:

- <MANAGEMENT IP> # Including the management IP is typically but not

required.
- <IP ADDRESS> # Ex: 100.127.100.1
- <IP ADDRESS> # Additional IPs as needed.

(D SR2PEENIPASBIEEEIP. FRIFE(TE A&7 beegfs ha cluster node ips %l
"X, BRI LUIERAnsibleBcEHMIP 420, MIRFE. XEIP AZOFNBFHEMEN,

4. IRXAT RFEEIEFIPHHNERT R#TERE. WEEEENEOLREIP. HREMEZMN
FRrERRIE AR &2,

a. yNERfEA "isCsI":

eseries iscsi interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16
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b. yNREMA "ISER":

eseries ib iser interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

C. SNRfER "NVMe/IB":

eseries nvme 1ib interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

d. dNREH "NVMe/RoCE":

eseries nvme roce interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

e. Hfthihil:

i. WNREA "NVMe/FC"'. AEERBERMEL, BeeGFSERIIEIGIRIEEE Bohia MM AL /E
BER, MNREEAMBEMEEEFIRT 5. EHERRENetApp I 3TH N B RESS K IE
Ha 3t T HRANIF T X

i. EFAFCPISASAHEREXRILBEHMMNM. WRFEAFCP. EMERTIVIEERS X, WTFFAR
"NetApp" LAR A IRA R i B B E L BR o

iil. HEIARRINGEEMIB SRP, RIBERTIRT mZ AR, EEANVMe/IBEISER.
B I BRFRENXHT RRTTEIE BT

22k EUKMIEXFInfiniBandi&E I 2 [8]11]J#ENVIDIA ConnectX VPLEHC 25

NVIDIA ConnectX-Virtual Protocol Interconnect & reg; (VPI)&EC28BEz#FInfiniBand. B 3FUKMIENELR
B, A=BohEERZEnti, HAERPESNTAE#RTAES nstconfig, ZILA nstflint BMN—
A?FE&ET‘EE%A#F@ "NVIDIAMAFTE (uET) v REBEN—RIEEEMIRINEIE], XA UAFESER. tATLL
ERFERBERSORENTMEON—FIESEANSTF I BENE/NANEERS “eseries-

[ib|ib_iser|ipoib|nvme ib|nvme roce|roce] interfaces:o
ffign. E¥FInfiniBandt&EzU FAVEORBRER I LIAM. LAEATRoCE:
1. MFERENSMEO. IFIEE nstconfig ERIEENBREY(SHIFAHE) LINK TYPE P<N> HA: <N> Hi%

OBMHCAIROS RE. o <N> BILUBEIEITRIBEE grep PCI_SLOT_NAME
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https://github.com/netappeseries/host/blob/master/roles/nvme_fc/README.md
https://docs.netapp.com/us-en/e-series/config-linux/fc-configure-switches-task.html
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/sys/class/net/<INTERFACE NAME>/device/uevent FMPCHEEZMPRIAMEIEE—
BF. AR HFIE.

a. fIgN%4%E PCI_SLOT NAME=0000:2£:00.2 (2 + 1 — HCAI%[3)— LINK _TYPE P3: eth:

eseries roce interfaces:
- name: <INTERFACE>
address: <IP/SUBNET>
mstconfig:
LINK TYPE P3: eth

BEXEZFEMEE. 15BN "NetApp ERF|ENEEGRIE" FrfE ARIZ AR /Y.
FEEEMRT A
ERENZ E (host_vars)iEEZ MR =L E,

757

BTREZELNBIET host vars/<BLOCK NODE_HOSTNAME>.yml SEEFEMRT R4, XLEXHFREE

DARERT SENEE. B EE:

REZFR(E0System Managerd ).

* Eh—MEHIZSHIHTTPS URL (B FEREREST APIEEZRS),
FiEZF LR T SR F BN T =

* EBEFENEORHIC)IHO. FlalPtit(MIRFE),

p

BESE NGRS TR EXNPFUFTER ﬁ%ﬁqﬂﬁﬁ’éﬁ\iﬂ% HolE—INXXH
host vars/<BLOCK_NODE HOSTNAME>/ymI IR FRrRITIESE .

1. ETNEEE R P —MEH BN R AR MFHTTPS URL:
eseries system name: <SYSTEM NAME>

eseries system api url:
https://<MANAGEMENT HOSTNAME OR IP>:8443/devmgr/v2/

2. BRIV XET R R TEERIR T R

a. Y. auto, iscsi, fc, sas, ib srp, ib_iser, nvme ib, nvme fc,
nvme roceo

eseries initiator protocol: <PROTOCOL>
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3. IRIEFAEAIMN. HICIKORIREREIINCE, MRFE. WEXHICIHARE. UESMEHIZREET
mInERSR B S & MRS LR A MR OB, RO EEMNED. A ROEEEEME
B, EMEelSaREERR RN,

@ HNEFEHDR (200 GB) InfiniBand{200 GB RoCESEF600™ St afEm. BIEBMUT
B

a. XFiSCsl:

eseries controller iscsi port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
Choices: enabled, disabled
config method: # Port configuration method Choices: static,
dhcp
address: # Port IPv4 address
gateway: # Port IPv4 gateway
subnet mask: # Port IPv4 subnet mask
mtu: # Port IPv4 mtu
- (...) # Additional ports as needed.
controller Db: # Ordered list of controller B channel

definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller iscsi port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller iscsi port config method: dhcp # General port
configuration method definition for both controllers. Choices:
static, dhcp

eseries controller iscsi port gateway: # General port
IPv4 gateway for both controllers.

eseries controller iscsi port subnet mask: # General port
IPv4 subnet mask for both controllers.

eseries controller iscsi port mtu: 9000 # General port
maximum transfer units (MTU) for both controllers. Any value greater
than 1500 (bytes).

b. XFiSER:

14



eseries controller ib iser port:

controller a:

definition.

= (ooo)
controller Db:

definition.

. X FNVMe/IB:

# Ordered list of controller A channel address

# Port IPv4 address for channel 1
# So on and so forth

# Ordered list of controller B channel address

eseries controller nvme ib port:

controller a:

definition.

= (...)
controller Db:

definition.

d. 3 FNVMe/RoCE:

# Ordered list of controller A channel address

# Port IPv4 address for channel 1
# So on and so forth
# Ordered list of controller B channel address
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eseries controller nvme roce port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
config method: # Port configuration method Choices: static,

dhcp

address: # Port IPv4 address
subnet mask: # Port IPv4 subnet mask
gateway: # Port IPv4 gateway
mtu: # Port IPv4 mtu
speed: # Port IPv4 speed

#

controller Db: Ordered list of controller B channel
definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller nvme roce port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller nvme roce port config method: dhcp # General
port configuration method definition for both controllers. Choices:
static, dhcp

eseries controller nvme roce port gateway: # General
port IPv4 gateway for both controllers.

eseries controller nvme roce port subnet mask: # General

port IPv4 subnet mask for both controllers.

eseries controller nvme roce port mtu: 4200 # General
port maximum transfer units (MTU). Any value greater than 1500
(bytes) .

eseries controller nvme roce port speed: auto # General

interface speed. Value must be a supported speed or auto for

automatically negotiating the speed with the port.

€. FCHISASIMYAFREMIMNCE ., FIEHREIERSRP,

BXREEEHICIHROMENNAIEMIET, SFEECEISCSI CHAPRITHEE. ESI "1, " Bl &7ESANTtricity &
B, ESTEElEBeeGFSHY. FiEt. EREUMEEFMENAEMSEREEMUBEHRITRE. FRIELXXH

FRE o

B I FRRBENRT R EE R XA

$$HDR (200 GB) InfiniBand{200 GB RoCE 5NetApp EF6003R T3 45 &1

ZRFHDR (200 GB) InfiniBand 5SEF600& & 1EMA. “AANEMIEBROEES — 1" EN" IP, TEREEEEN

% InfiniBand HDR HICHIEF600HIIERa A 7&mf1 :
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https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/host_vars/ictad22a01.yml

eseries controller nvme ib port:

controller a:

- 192.168.1.101 # Port 2a (virtual)

- 192.168.2.101 # Port 2b (virtual)

- 192.168.1.100 # Port 2a (physical)

- 192.168.2.100 # Port 2b (physical)
controller Db:

- 192.168.3.101 # Port 2a (virtual)

- 192.168.4.101 # Port 2b (virtual)

- 192.168.3.100 # Port 2a (physical)

- 192.168.4.100 # Port 2b (physical)
EEBAXGTREE

EREZ E(group_varsfEEBRANXET R E,

.

P

%
NOEZEIFME XN ARNREETRHITENX group vars/ha cluster.ymlo BEEE.

&

* BXRIMAEENER IS I XA T RENFAER.
* BRAMSEE.,

* BREAVBETERBD.

* NMANATECE R AEFNSELinuxRZS.

* EREE. SETIRNRER.

* EREIFEE,

* EBeeGFSARSHECE.

@ LS ERUES N XA R EEX X AFIRERIETL Fli. WRERNZEGHAES.
FESTTRINBERR. BT R ENEESIAT X APHEE,

g
BN group vars/ha cluster.yml IR TFEAIRFHITIES:

1. $5RAnsible Control¥s 52 i d1{a] (A4S M1 THHIEIE

ansible ssh user: root
ansible become password: <PASSWORD>

RERREFHIRED. FERUAXAKEAEFER. 1BHAnsible Vault (BB "&
@ FAnsible VaultlIZ A ZA")8 --ask-become-pass &1 THEEFAMATEYEDT, 1R
ansible_ssh_user BArootAF. MEJLULIEERE ansible become passwordo
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2.

6.
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WMRBELIKXMIH InfiniBandiE O LECEFRSIP (FIaN&EEIP). HAEZ MEOMUTFRE—IPFRA(FIE0. ib0ofE
FE192.168.1.10/24. ib1fEFA192.168.1.11/24). BFEZFHNIZIFIER TIE. HIULKEEHMIPERBERFFNI,
QERIN TR BIRHANEZIE O SN

eseries ip default hook templates:
- 99-multihoming.j2

ERBERRY. RIEFMEDINNARE. AEEEENREDTA. WETFLRWTERIGEERYS)RNHAREN
HihrmE. RINERT. TRBEERRHZEN#TIRT. BB LUETIEEU TABRRATF T S BEIEH
Boh:

eseries common allow host reboot: true

a. RIABERT. EFEME. MRERRIIEMNEMIRS ESME. AnsibleRERRTTTM
default.target FEMRLEIMEZ AR, ARLEERANVMe/IBRER T, IWESRAIGERBERK. Tk
iatk. KMMERRITIREE. XARISTENHEIRREH KK, NEREEANVMe/IBIfH
MXMER. ENEXUTARS:

eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep

eseries nvme ib.service"

E{#BeeGFSHMHAREFIRSHITIERE. FEEAZSIMAERH, FIFEEFHEERGF(FEIN). SUE
EE LU TAB UEIZAFRD ASXIEH Bahf T RO

beegfs ha firewall configure: True

BREIASZIFSELinux. ISR E Ndisabled U /AR (L HEEFEARDMARY), KB TR UM
{RSELinuxB2 8

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

EESMIMIEUEXH T REEBHITEE. HIREAARBRETEREININME:



beegfs ha cluster name: hacluster # BeeGFS HA cluster

name.

beegfs ha cluster username: hacluster # BeeGFS HA cluster
username.

beegfs ha cluster password: hapassword # BeeGFS HA cluster

username's password.
beegfs ha cluster password shab5l2 salt: randomSalt # BeeGFS HA cluster
username's password salt.

7. 1RIE AN S R R L XX 4 RSt IBeeGFSEIRIPEL )

beegfs ha mgmtd floating ip: <IP ADDRESS>

R TR, BLEEBeeCFSXH ARG RIS MHAEREZ 5h
(i)  #9. “beegfs_ha_mgmtd_floating_ipIFHEE, HEEHAHAERIERTINIBecCFSEE
RS, FHERE—MERRHNEERS,

8. RIEFERABEFHHFER:

beegfs ha enable alerts: True

# E-mail recipient list for notifications when BeeGFS HA resources
change or fail.

beegfs ha alert email list: ["<EMAIL>"]

# This dictionary is used to configure postfix service
(/etc/postfix/main.cf) which is required to set email alerts.
beegfs ha alert conf ha group options:

# This parameter specifies the local internet domain name. This is
optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com)

mydomain: <MY DOMAIN>
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
#

5) high-level node activity + fencing action information + resources

. BIIBRWNBEARE. BN, FENRKRERER. FJAMELERSTEZRT R LB,
a BIEEU TREEREARS:

beegfs ha cluster crm config options:
stonith-enabled: True


architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html
architectures-plan-file-system.html

L ARNREE, ol FHMEEEASTIFN "EEEN . BEAEERARXLE, A
7IBeeGFS HAR B MH T iFZ L& 789 MY "BIAE"S

b. TR, EERHEERSNE:
I &I . EEFAAPCEC B S T (PDU)EARE. BHITUTRE:

beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: <PDU USERNAME>
passwd: <PDU PASSWORD>
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>, <PDU PORT>

A

ii. 12 B(EREBEXCC (REMBMC)iZ{EAIRedffish APIE AR :

redfish: &redfish

username: <BMC USERNAME>

password: <BMC PASSWORD>

ssl insecure: 1 # If a valid SSL certificate is not available
specify “1”.

beegfs ha fencing agents:
fence redfish:

- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish

- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish

iil. FXRECEHMEERIERNIFAER, BB "Red Hat 4"

10. BeeGFS HAR & E] LIN A ZMARRIBAESHRE#H—D ML, HPEERURZATER HEMR
REIOFSE, RIEIINetApp E-SeriesIRTI BV, IbABIMF—ASIER "FOAME" . BROAER
T BREEREEUATRE. SNASNAXLEIEE

beegfs ha enable performance tuning: True

a. IRFE. EAILIELLMEENBIAEERZPMENERNENR. BEXEZIFAER. BSNTE "1
BSW X,

M. AT HRATFBeeGFSARSS BT ohIPHINL (B BIFR B AEEE () A LIFE X 15 m Z BT THEETS. FRERLS
BEONZMBA—E BIAMBR T, MEROZMBARZER. BIEELRE T HEPCletEERRIMNAERCS
BMEEARSS SRE S L. B RERIEER—HHRIF,. B REZACIEBTRANEEMAVEOZME, X
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—RtRER. UARSEBIM—H. BERBURFARSZSBZHSIEE 1shw -class network -businfo
B, RO TR EEENPCleitit 2B 5% MRS :

a. ¥t FInfiniBand (IPolB)M4&E

eseries ipoib udev rules:
"<PCIe ADDRESS>"]: <NAME> # Ex: 0000:01:00.0: ila

b. 3¢ FAKXMMLEIEO

eseries ip udev rules:
"<PCIe ADDRESS>"|: <NAME> # Ex: 0000:01:00.0: ela

NG EGRIEONZEARFHLEESRIZEOD). FAREREATRERZNAZFR. Fl

@ Wleth0. ens9f0. ib0TXibs4f0, —FhE WHIGHRAER. I EAKM L InfiniBand{EF"e"
""", [FERPClelifif8RmSM— 1N FEBLUETIRO. a0, HHEE3HREMINfiniBandi&Acss
MEZNRON: i3bo

() nRCERNRAMENXHTRES, HoE It PCleiiEIBEM OB R,
12 (RT3 I F SR T BeeGFSIRSMAE. ATLURBIBARE(E ", FERMb BT ST

RSZECE
a. BeeGFSEIERS:

beegfs ha beegfs mgmtd conf ha group options:
<OPTION>: <VALUE>

b. BeeGFSTT#IEARSS :

beegfs ha beegfs meta conf ha group options:
<OPTION>: <VALUE>

C. BeeGFSTEiEARSS

beegfs ha beegfs storage conf ha group options:
<OPTION>: <VALUE>

13. 8{EBeeGFS 7.2.7M7.3.1 "EZEH I KB EHERXNZEH, FERETAnsiblefIZBE AT LUE LT JLF
FRHTEE:

a. BINBERT. BMERBIEEERESPWIEHEMN connauthfile BXHR D AEFIMEXHTR. H
5BeeGFSIRSEGEM. WX HEFME/4EPELITRIAnsblef=H T = £
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<INVENTORY>/flles/beegfs/<sysMgmthost>_connAuthFile R (LE)EIPNAUE. UEE
RESHRLXHRGENE P IRPESFER,

I BEMIMETA. 1HIETE -e "beegfs ha conn auth force new=True iZ{TAnsibleIZE&Ffif
B, 35S, MNBEEM. NS ZBEITES o beegfs ha conn_auth secret BEXo

i. HXREBEIED, FESHHHEHITTERINMETIR "BeeGFS HABE",
b. ATLLUBRTEHREX U THRERFEABENEH ha cluster.yml:

beegfs ha conn auth secret: <SECRET>

C. A ERAEES HIIE(RRINER):

beegfs ha conn auth enabled: false

B A BRFTBANAT REENTER B HRIRE.

}$HDR (200 GB) InfiniBand5NetApp EF6003R T R45 S 1EA

ZEEHDR (200 GB) InfiniBand 5SEF60045 & 1EA. FREIERININZIFEI. NRFEAIRNERZSHFR
TR, WEEETFMERESREIESS F AR WELEE AL,

MBI SMXET SEAInfiniBandE#EE. “opensm MARES NI XHT A L HEZBEEIRTANED
EORE—NEM6, @IIEE configure: true' BFEISRSE AL "Bl &S24 S 7 iE 2 1 "121E,

Bai. SXEFHLinuxD ZRMERIWEFEIRZES opensm REIFEIME. TR ZEMNVIDIA OpenFabFabrici)l
7 EIR(OFED)ZEMECEIRZS opensm » RE{NZIFEHAnsible#H{TIHE. BEXEFTERIT—LERINGE:

1. EACURLEFAE T A, RENVIDIAML &85 5 HEEIOpenSMAR ARG E THII B R "HAZEXRK"
<INVENTORY>/packages/ o fflg0:

curl -o packages/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-5.17.2.MLNX20240610.dc7c2998~
0.1.2310322.x86 64.rpm

curl -o packages/opensm-1ibs-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-1ibs-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_ 64.rpm

2. N group vars/ha cluster.yml EXLTEE:
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### OpenSM package and configuration information
eseries ib opensm allow upgrades: true
eseries ib opensm skip package validation: true
eseries ib opensm rhel packages: []
eseries ib opensm custom packages:
install:
- files:
add:
"packages/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_64.rpm": "/tmp/"
"packages/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm": "/tmp/"
- packages:
add:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
- /tmp/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
uninstall:
- packages:
remove:
- opensm
- opensm-libs
files:
remove:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998~-
0.1.2310322.x86 64.rpm
- /tmp/opensm-1libs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86 64.rpm

eseries ib opensm options:

virt enabled: "2"

EEEART RECE

EFRAE E(group_vars)IgEBART RECE,

757

R@E E

.

XiERTRERTRNEE group__ vars/eseries _storage systems.ymlo 1H

* B XAnsiblef= T AN IIANERZE B IERT REVERVIFERKRIFAE S,

TEMNETHEHSE. NVSRAMAIREHEE E 4R 2N,

* 2REE. BEEFRE. INEEURNNAEESIIRE.

e e
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@ EESh R LRSS MR R EE I g ERET. Fli. NRERNZRGEARES. =
EEMNRNEEARR, B MRN R ENEERNT T GPREEE,

HIR
B3N group vars/eseries storage systems.yml FIRUTAIRIHITIESS:

1. Ansible MEASSHIEZEIRTI R, MREEMREST APl Ak, HIISIULE:
ansible connection: local

2. EEERTEES I TRNARRMNED, AP AR LUERERGFFRIANadmin), SWERTLIEERFER
RRAVERIKF . oM ENSERIIIESSLIEHiEZ BBESSLIES:

eseries system username: admin
eseries system password: <PASSWORD>
eseries validate certs: false

@ REWAA S AE I HERZRRD, FEAAnsble?ZETIRM eseries system password
f#F3-extra varsiz{TAnsibleBd,

3. WA LEENET = L RENITHIZBEH. NVSRAMIRENEE Y, FERFXLEXHTHE packages/ B
F. PAFiaTTAnsible, FILATHERFIEHIZRE HAMINVSRAM "4 FIIXEHRE fF "IHbAL"

eseries firmware firmware: "packages/<FILENAME>.dlp" # Ex.
"packages/RCB_11.80GA 6000 64cclOee3.dlp"
eseries firmware nvsram: "packages/<FILENAME>.dlp" # Ex.
"packages/N6000-880834-D08.d1lp"
eseries drive firmware firmware list:

- "packages/<FILENAME>.dlp"

# Additional firmware versions as needed.
eseries drive firmware upgrade drives online: true # Recommended unless
BeeGFS hasn't been deployed yet, as it will disrupt host access 1f set

to "false".

@ NRIEETIEE. AnsibleiBthEFMMEEH. SEEMRMERISWMELE). MAR
HIMEMIRR. X3BeeGFS/EA/OTMEAR ISRl BERERE 1EREFTAE R E RS ThE,

4. PR2BAKEEMRINE, AT HANETHERSFZINAFNetApp LAIBeeGFS. BRI LIMRIERZ#H1T
K.
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eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp

eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled

eseries system controller shelf id: 99 # Required by default.

o. LB /B EMIAME, AT HAETHESEEIA T NetApp_ LHIBeeGFS. BRI LURIBFRZHITIHE

eseries volume size unit: pct # Required by default. This allows volume
capacities to be specified as a percentage, simplifying putting together
the inventory.

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

6. NMRFE. BRIBUTRELRERIFAEAnsible N FME A B LR IEIZ IR 2R AT :
a. JIHVEATEEN/RTHES. KR TEESHNER (AR )KL,

b. HRIRIEILEEZS/ IR Ehes Va8 S 12 o] HIRnhES@IE 2 B F AT IR shes B INF. B0, NREREFG00R
TFTH B, MIREHER0-11 I FIREhEe@iE1 £, IRGHEE12-23 (U FIRGhEe@iE L, Hith. ByEF—FHF
BIRTNER IEIFAITRAR disk shelf:drive 99: 0. 99: 23, 99: 1. 99: 22FWMREFIEZ . N
B FRTIREDEZZRID,

# Optimal/recommended order for the EF600 (no expansion) :

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18, 99
:6,99:17,99:7,99:16,99:8,99:15,99:9,99:14,99:10,99:13,99:11,99:12"

BE "t BXRRTEBART REEENTREERXHRIRG,
TE X BeeGFSARSS

E X BeeGFSEIEARSS

BeeGFSHRSS fERZEZ & (group_vars)#{TECE.

7R

ATRNBINAE X BeeGFSEEMRS . MTFRHEXMH RS, HASBPRNEFE—MEERRS, EELIAR
SEEENX:

25


https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml

* RSEE(BE).

* EXMNAGER T ItBeeGF SRS RIEIACE,

* ECERIAEARSS B — N EN SN EhIP (B4EEO).

* FEEEFHEILARS PRI E/ 5T\ (BeeGFSEERTR).

p
BIE— DM "group_vars/mgmt.yml H 5 AIZ" AL RSB0 IR FRIRETIZ M4

1. f8 R X 4R "BeeGFSEIEARSHIECE

beegfs service: management

2. EXRMXR AT ltBeeGFSIRSHEMIELE, BERSBEATZHITIRE. MRIEETES AR, it
R RIS E S50 beegfs-mgmtd. conf AJUEEER. B2, UTESHEENEEMA
EREN. FTMELAMETE: storeMgmtdDirectory, connAuthFile,
connDisableAuthentication, connInterfacesFile, #] connNetFilterFileo

beegfs ha beegfs mgmtd conf resource group options:
<beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>

3. EEE—1MHEMFENIP. HEMARSHIZE F iniEREE It ARSS BHE R (LR 1FIE B 5hig BEBeeGFS

connInterfacesFile ¥EIN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
i1b:100.127.101.0/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

4. FE. BE—NTHE M ATATELBENIPFM(RIER B8 EBeeGFS connNetFilterFile M)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

o. RIELL T ENIEE LIRS KR P iEERIBeeGFSEEBAR:

a. FA—FEtMEEA R A AT Z 1 BeeGFSIRS/Bin. RHRMWRERERBEIA name, raid level
, criteria_*, fl common * &8 MRFBHEEE(NE MRS YIHNENAE),

b. EX/NVIEEAFEMEANB DL, HEERBEFMENSANFIERS/ENSHANEBE 100, F
EfEASSDHY. EWEEHPRE—LEAATE. URAEEMIRSSSDIEREMERZTR (L&A "I
TREEZFAER).

C. B "IthAbh" UREN AT A FHIECEIETRYSEE YR eseries _storage pool configuration. IE&
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=

B—%D. fI40 state, host, host type, workload name, #l workload metadata

ERMGEER. TNEMIEE,

beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 mé6
raid level: <LEVEL> # One of: raidl, raid5, raid6, raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

B A X R T BeeGFSEIRRSZHITTEF R X HRITR A,

TE X BeeGFSTT##EARSS

BeeGFSARZFERLA T =(group_vars)# 1T &,
BER

AT M AWAE X BeeGFSTTEIERS . MTRHEXHF RS, HARBFNEDEE—TILRENRS. BE
ItEARSS BIFETE X -

* ARS5 R (FTEUE).

* EXMNAGER T LtBeeGF SRS RIETACE

* ECE RISt ARS B — PN E SN EhIP (B4EHO).

* FEEEFEILARS SR E/ 5 T\ (BeeGFSTTEIE B 7)o

p

BE M SHFZRZG "S5 “group_vars/meta_<ID>.yml' AEBFHENTHIBERSEZAE—MITFTHXE. ARG
BINFRrREREN]:

1. 58RI 4R "BeeGFSTTHIERS AL E :

beegfs service: metadata

2. EX MR A FItBeeGFSIRSHEMELE, EMME/MEEMBHNTCPHMIUDPIROA. FitiXLLism R 5
PMETIFALESE beegfs-meta.conf WA LEEERN, 52, UTSHEENEEMUERE
M. FRTELAMERE: sysMgmtdHost, storeMetaDirectory, connAuthFile,
connDisableAuthentication, connlInterfacesFile, # connNetFilterFileo
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beegfs ha beegfs meta conf resource group options:

connMetaPortTCP: <TCP PORT>

connMetaPortUDP: <UDP PORT>

tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

RE— RS NFP. HEMARSNE A imERR ARSI R (R FR B5hikEBeeGFS

connInterfacesFile ¥%&IN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
11b:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

- HE BE— T HES AR T A LBERNIPFR(RIER B5hik EBeeGFS connNetFilterFile M)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

- ARIBLUU T AENFEE LIRS K EH P LUENBeeGFSTTAAE B IR (iR Fth = BEECE)

storeMetaDirectory 3%EH)

a. At RS A BT S BeeGFSIRS/BIF. RBREREMAFNE nane, raid level
, criteria *, Al common_* S MNRSMERE (NS MRESI A ERIARR).

b. EX/NNIEEAFEMEAHNB DL, HEERBEFMENSANFIERS/ENSHANEBE 100, F
EfEFASSDr. ENESAPRE—LERAATE. URKZEMIRSSSDIEEMERSmER IR A"
THREZFAER).

c. B "IbAb" LEREXAI B F AL EIRNAISTEEY R eseries storage pool configuration. 1&E&F
B—L%D. 40 state, host, host type, workload name, #l workload metadata &

BV EEEM. FRELIEE,
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beegfs targets:

<BLOCK NODE>: # The name of the block node as found in the Ansible

inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 m6

raid level: <LEVEL> # One of: raidl, raid},
criteria drive count: <DRIVE COUNT> # Ex. 4

common volume configuration:

segment size kb: <SEGMENT SIZE> # Ex. 128

volumes:

raid6, raidDiskPool

- size: <PERCENT> # Percent of the pool or volume group to

allocate to this volume. Ex. 1

owning controller: <CONTROLLER> # One of:

B "I XK T BeeGFSTTHIERS HITTRIBE R AR A,

E X BeeGFSTZfiEIRSE
BeeGFSARSZERALA T = (group_vars)# 1T &,

pu

A, B

ATFNEINAE X BeeGFSEFERS . MWTFREXHRS. HASBRNEDMFE—MIEENRS, EEELL

REEIEEN
* RSB (1F6E)o
* EXMNIGER T ItBeeGFSIRSEZHIEAIERE,
* BRERIAEIARSE— RSN ZEIP ((BiEEO).
s IEEEEMBEIIIRSHIBMNINMIE/SH T (BeeGFSTEEBTR)o

p

SE N HFRA B “group_vars/stor_<ID>.ymlI' AEEHNE NMFERS IE— . ARRIN TR

TNEREA]:
1. 58RI R "BeeGFSTEERSHELE :

beegfs service: storage

2. EXRNAXNATFkBeeGFSIREHEMECE, EHME/VIEEMFENTCPHIUDPIRO. FoitiXLeix 3k B 1
PMNETIFNAELE S beegfs-storage. conf WAILIEIEERN, iEFE. U TSHEEHNTEHMUERSE

8. RRZTELERMETE : sysMgmtdHost, storeStorageDirectory,

connAuthFile,

connDisableAuthentication, connInterfacesFile, #ll connNetFilterFileo
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beegfs ha beegfs storage conf resource group options:

connStoragePortTCP: <TCP PORT>

connStoragePortUDP: <UDP PORT>

tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

RE— RS NFP. HEMARSNE A imERR ARSI R (R FR B5hikEBeeGFS

connInterfacesFile ¥%&IN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
11b:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

- HE BE— T HES AR T A LBERNIPFR(RIER B5hik EBeeGFS connNetFilterFile M)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

- ARIELASENEE AR SS BF (E2AERYBeeGF STFiE B AR (IR FH X BRIECE) storeStorageDirectory

WEIN):

a. [Al—FEtEEHBIRRI AT %" BeeGFSARSS/Bn. REMIRFEMAMEFRIEIF name, raid level
, criteria_*, M common_* HMIRZHECE (NSRS FIHEIENAR).

b. EX/NVIEEAFEMEHNB DL, HEERBEFMEN/SANFIERS/ENSHANEBIE100, F
EfEFASSDHY. EWEEHPRE—LEAATE. URAIEEMIRSSSDIEREMERTFm (L&A "IhAL"
THREZFAER).

C. B "Ithak" DAY AT A FHIECEIETAYSCEE YR eseries _storage pool configuration. iF&
B—L%D. fIU0 state, host, host type, workload name, #l workload metadata f&

2R EEM. FRIELFEE,
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beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs sl s2
raid level: <LEVEL> # One of: raidl, raidb5, raidé,
raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B
# Multiple storage targets are supported / typical:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

B "Itk B XFR T BeeGF STHiEIRSHITTR B R X BT A

%BeeGFSARSZ M EI X H T =
EREER LIS TE 1N BeeGFSIRSMIX T = inventory. yml X4

&
B

IR NMABUWAEIEZ inventory. yml XHEEPEETIHFAART RHEE FJ LUETTE 1 BeeGFSIRSHIN
o

/TN O

ps
BIEX M inventory.yml FIRUI TRIEHITIETS:

1. MXXHTRER. BUEAT HEANsibleiB R L1 :

# BeeGFS HA (High Availability) cluster inventory.
all:
children:

2. QIE— 1 EESS5IHASEFR B IR A4
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# Ansible group representing all block nodes:
eseries storage systems:
hosts:
<BLOCK NODE HOSTNAME>:
<BLOCK NODE HOSTNAME>:
# Additional block nodes as needed.

3. QIE—1MH. HPhEEEETNFIEBeeGFSIRS UM BT TIXLARSIIX 4TS

# Ansible group representing all file nodes:
ha cluster:

children:

4. W FERFPHE 1 BeeGFSIRS . EXMIBITIZARSHIEEX 4T RAMER ZRXXHT R

<SERVICE>: # Ex. "mgmt", "meta 01", or "stor 01".
hosts:
<FILE NODE HOSTNAME>:
<FILE NODE HOSTNAME>:
# Additional file nodes as needed.

B b BRFTEB BRI,

22 BeeGFSXH A

AnsibleIB& FARBER
fEFAAnsibleSf EF1 EEBeeGFS HASEET,

7R

BIEJ LB NA T ERTBeeGFS HAKE B VAnsible/E EFARENT B, AT NABHENetAppF LK BTFHBEMNE
IREE BEHYAnsible B Th K IHEE,

Ansible: X
TESEIRIEZ AT, BB KRB AnsibleBl SR EEE:

* RiEAnsible/E BRITIESEMN KR F M BIRBTFHIT T E X

° Ansible B A ZHAESZEIKIT N BEF . XEREAUZRIZTXEMES. URIEFIRIEERSZE
MAAER. MARERPRE#HIT RN ERIE .

* Ansible &/ NEIHIT R AL MRIRY
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° HANIBR FAER 2 MER,
. TEREE. EMEEEXH. BiERRS.
° NetAppZ RIZRLLB&h1TNetApp ERFI RS,
© B E RN B MU IEA— T AEHITITE,
o BAR FEH A EE FANKEEFRIATER .
° NetAppALinuxEH1HBeeGFSXHRZL N R AT,

BeeGFS HA Role for Ansible: X2l

ENetApp L EBEMEEEMRAHIBeeGFSFHRETE Bal U eI ENAnsible AEBITE. HIENM—ER5 3
175 % ERTBeeGFSHINetApp EZFIAnsible B HI&E":
* ATt A B I BeeGF SHY* REEIZF M S E/B 15 | B2 BIMNEMIE,
o B AERMZMN A ANRIERERNES. UEME SN EEEMZENEE,

° 1—‘3 " Kubespray " B £t A F 2B E/43P - MKubiretes 7 & MRS IAE @Y B B EMZE MR A 3
Mo

* bR EENetApp AT E. D &AMAFE T NetApphIBeeGFSHER 5 RV ER A TE X o
° TRADEEBENLnuXxD KRHAERE. BIRI S4TSR g &R AL,

° B3ENetAppZR B HIRF & Open Cluster Framework (OCF)BEEHFRARIE. AT HE X BeeGFSETR. IP
kAN ISR, MMSEILES BEPacemaker/Bee GFSEE k.o

* bABRNXERZE B TRTEEBITXHRAGESEH. 8iE:
° N A¥EARS S AT ERIEC B E A .
° ARG BITREHEEME,
° B XBeeGFSHINetAppE#HIT ZMIHRIRERIAE. BKIEEEREE,
° WIEHEIERERE,

NetAppif A1zt T Ansiblef B "BeeGFSEFim". AiEFEAT L EBeeGFSHE X RAFAIEHENITE/GPUIER
-'-I-j’-/|£\\0

Z3EBeeGFS HASEEY
FERAKEFAIEE ZBEBeeGFS HAEEF I RITITHIESS,

1R
KT ENEE S B FENetApp L& E/ EIEBeeGF SHITR/ERER F At

(;';

1%
Bl72Ansible X B& FAA
BRI playbook. yml HIRUI FErR#ITIETE:

1. BREX—HBESBBETA HEK"). HEREEENetApp ERFIRT = LT, BITEREEESEET
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TR ZAHITIR R RRINETTREEFM). AES AN nar_santricity management s, LLAE
RN APEXERIEMAALICE group vars/eseries storage systems.yml DA
host_vars/<BLOCK NODE>.yml Xf{f.

- hosts: eseries storage systems
gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Configure NetApp E-Series block nodes.
import role:

name: nar santricity management

2. TE XA XAFIRT RIETTRURE

- hosts: all
any errors fatal: true
gather facts: false
collections:

- netapp eseries.beegfs

S fEltAed. WITATLUAREX —H"TES". XEESHEBBHAERF ZANIET, XN FRIE/%R
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EPythonFEMFIHERHIEBE R, HITEALUENEM $ITRINE. HIUNKIERE ZHRHRHEIANsibletR
ic:

pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version

register: python version

- name: Check if python3 is installed.
raw: python3 --version
failed when: false



changed when: false

register: python3 version

when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) is not version("3.0", ">=")'

- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] !=
become: true

- name: Create a symbolic link to python from python3.
raw: 1In -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0
when: inventory hostname not in

groups [beegfs ha ansible storage group]

- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun

your playbook command with --list-tags to see all valid playbook tags."

when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'

loop: "{{ ansible run tags }}"

4. BE. Play=NEELERBeeGFShRZAAS N\BeeGFS HARE

tasks:
- name: Verify the BeeGFS HA cluster is properly deployed.
import role:

name: beegfs ha 7 4 # Alternatively specify: beegfs ha 7 3.

0
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BNEHHEMBeeGFSTEMAHARE— 1 BeeGFS HAR R, X, AP A LUERENFH
@ BEBIRERA, Bri(oeegfs 7 3(beegfs_7_2 %$FBeeGFS 7.3.x3BeeGFS 7.2.x, 2k

INBERT. XR PN ABBELATINEERHBeeGFSEAMERRA. (BRI LUAREEIL

2R, HIRERENBRMNEHMER. "HEE BXFMER. BEURMRA.

S. Aik: MREBEXHMAES. BIRAEXEAESEENEME all FH(EIRBERTITFHERLR)FNXHET o
MRFE. AIEAEX —NENHNX G T RAIHFPlay - hosts: ha clustero

B "IbAh" B RFTEBBEF A SRR G

Z#ENetApp Ansible Collections

AnsibleF1Fr B ki< Z2AIBee GFSUREEIG 1E L i#1T4ER "Ansible Galaxial", 7EAnsibleiThl T m . BT T
LURERNhRZS:

ansible-galaxy collection install netapp eseries.beegfs

BRBENENXFMY. BRI RIEESHRERE:

ansible-galaxy collection install netapp eseries.beegfs:
==<MAJOR>.<MINOR>.<PATCH>

IETTBERF
A FEEMAnsbleiZHT R EMBE R inventory. yml l playbook. yml X, 1BE W TR THREEF
fiit:

ansible-playbook -i inventory.yml playbook.yml
RIBERBRI A/, IAEEB IR E 20 Fh L LAVBYE], WIRIBEBEBREMAERERRAKXK. RFEEEEMAEZR(FIE0H
HAH. MEKRBDE). AEEFERAnsbleIXEEFARENE],

E’T‘EET'EJEHS(T¢%,§EE§"; ﬂﬂ%ﬁ%gﬁkﬁlﬁtAnsoundEﬁb%iigﬂli%}%ﬂ’g%ﬁgﬁiﬁ, [)]U connAuthFile’
AITE “<playbook dir>/files/beegfs/<sysMgmtdHost> connAuthFile(RRINER F)FIEIBERE

ZEAM, FAEEHXERANE P BHREEFERANEZERE, MREEARERT i, WEBLE
k" BeeGFSE Fim A &" A&,

3 EBeeGFSE i
WA LAfEBAnsible it EBeeGFSE F ik HEH RS,
R

Eifja)BeeGFSXH RS, BEEEFEEHNHRFANE N T A LLZEMNE BEBeeGFSE iR, AT N B UNMEE
R BHITXLEES "Ansible E",
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3
SRR IRERX S

1. (IRFE. BEMAnsibletzhl T R M EAECE IBeeGFSEF inHNE N ENIRETEIBSSH:

ssh-copy-id <user>@<HOSTNAME OR IP>

2. R host_vars/ T NBANE P BeecFsBEFMHEIE—IXMH <HOSTNAME>. yml ERAMUTRE. E&
URNAHIESERFEFRNERER:

# BeeGFS Client
ansible host: <MANAGEMENT IP>

3. MREBFANetApp ERFIEHEASNABERE INfiniBandZ LUARMIZEO. LER P iHiEiETIBeeGFSXHT
=, WA UEEUTERZ—:

a. MEEZEAN "InfiniBand (f£/HIPolB)":

eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. MLEARE N "BEF RS LUKMAIRDMA (RoCE)":

eseries roce interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

C. MEHKE N "LIKW(XFERTCP. IERDMA)":

eseries ip interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

4. BIEHIX M client inventory.yml HiEEAnsibleMFHFEZEISNEFIHNAF. AnsibleRZ TR
HRHEIS(XFEE ansible ssh_user ArootFFP HE B sudoilfR):
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# BeeGFS client inventory.
all:
vars:
ansible ssh user: <USER>
ansible become password: <PASSWORD>

@ BN AR TEERE. ECXHAnsible Vault (52 M) "Ansibles4" fEHAnsible Vault
FHARHITINE)SH(EH --ask-become-pass BT FARETAYEIT,

S. fEH client inventory.yml XA, FIHNE TEE HBeeGFSEFIHRIFIE XN beegfs clients
. AESELIRE. BUEIRERS L19iEBeeGFSE F i NIZIZIRFIHE N AR H AR

children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
<CLTENT HOSTNAME>:
# Additional clients as needed.

vars:

# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:

#eseries ib skip: True # Skip installing inbox drivers when
using the IPoIB role.

#beegfs client ofed enable: True

#beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"

# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
#eseries ib skip: True # Skip installing inbox drivers when

using the IPoIB role.

# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
#eseries ib skip: False # Default value.

#beegfs client ofed enable: False # Default value.

fEFANVIDIA OFEDIR=HFZFRY. iEHfafRbeegfs_client OFED _include_pathigAi&FH &
(D BLinuxEBMER header include path’. BXFMER, B2 NHBeeGFSIH "ROMAZ
'

6. £ client inventory.yml X, FIHEELRIENXMEA THEHIBeeGFSX MRS vars:
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beegfs client mounts:
- sysMgmtdHost: <IP ADDRESS> # Primary IP of the BeeGFS

management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

# Specify additional file system mounts for this or other file

systems.

7. BBeeGFS 7.2.7f17 3" EEFHWIE". KAEENERNEM. RECEEENEFREERTEENSH
WIEERAXHTREENAR, EURFEABREPIKICE:

a. FUABRT. HAEBSER B EEZE S M IIEHEM connauthfile ZAUBEHE/EIPEMLT
HIAnsiblet=H T = £ <INVENTORY>/files/beegfs/<sysMgmtdHost> connAuthFile, ZAIAIE
ST, BeeGFSEFIHABIZE NIEBULXHIEE D L 2P EXHNEF iR
client inventory.yml. AREHRITEHMIZE

I BXRBRED. BSAMENRERINMETETIR "BeeGFSEFIRAE",

b. NRITIFFEAIEEBENEH beegfs ha conn_auth secret FEHFIERE client inventory.yml
X

beegfs ha conn auth secret: <SECRET>

C MR EFETLBARETEEMNBNIEIE beegfs ha conn auth enabled. FEHIEE
client_inventory.yml}iﬁ?

beegfs ha conn auth enabled: false
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BXZFPHSHHTEYIRNEMIFAEE . BN "TEHBeeGFSEFInXiE"s AXEF g RNTETR
5l EEE "L

fIiEBeeGFSHE M IS F A #

1. BUEF A client playbook.yml

# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:

2. A]ik: INREBEANetApp ERFIENESHABRER FiRiEETIBeeCFSXHRANIZEO. HSNSER
BEEORENVNAE:

a. YNREEABEFEAInfiniBand (IPolB):

- name: Ensure IPoIB is configured
import role:

name: ipoib
b. MNREFANZETRE UKMAIRDMA (RoCE):

- name: Ensure IPoIB is configured
import role:

name: roce

C. MNREFERIIEUKXMINPRTCP. FERDMA):

- name: Ensure IPoIB is configured
import role:

name: ip

3. &fa. S \BeeGFSEFHABURER PR HIREX MRS HER:
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# REQUIRED: Install the BeeGFS client and mount the BeeGFS file
system.
- name: Verify the BeeGFS clients are configured.
import role:

name: beegfs client

BEXEPIREEFRHTERA. B8RS b,
iZ1TBeeGFSZ - i B BE F1if

ERE/MERPImHEHBeeGFS. BT TS

ansible-playbook -i client inventory.yml client playbook.yml

151 FBeeGFSEfE
ERBARGNEFZHI. BRIEXGHRFAIE,

L7RUN
E15BeeGFSX M RFRNE 2Rl IEHIT—ERIHOE,

p
1. EREEARTFIHFSITUTH L. UHRFMETET [IEE/AAE. HERRSEAR RS E MR

beegfs-fsck --checkfs

2. XABNEE. AREHMBEHE. MEAXETREBITU TSRS

pcs cluster stop --all # Stop the cluster on all file nodes.

pcs cluster start --all # Start the cluster on all file nodes.

pcs status # Verify all nodes and services are started and no failures
are reported (the command may need to be reran a few times to allow time
for all services to start).

:.F%ﬁﬁik,w FHIEBeeGF SRS B MAESHIERZEI LT R, BERIEAXHTRHIE
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pcs status # Verify the cluster is healthy at the start.

pcs node standby <FILE NODE HOSTNAME> # Place the node under test in
standby.

pcs status # Verify services are started on a secondary node and no
failures are reported.

pcs node unstandby <FILE NODE HOSTNAME> # Take the node under test out
of standby.

pcs status # Verify the file node is back online and no failures are
reported.

pcs resource relocate run # Move all services back to their preferred
nodes.

pcs status # Verify services have moved back to the preferred node.

4. {FERIORFMMDTestEF 4 aEEE NI TAMIEXHRA MR T HETNEA, B XBeeGFSHE MBS LR
F. BB RIIEAINetAppZEti) _EHIBeeGFS—T5,

R ARYE AR RE Uk 2/ T3 T X VIR WA /B AT EL At
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