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ENXBeeGFSY 4R S
Ansible/& B iR
Ansible/B R 2—AHEEEXH. BT ENXFTERBeeGFS HAKEE,

3%
BIGEEITERAnsibleSLERALR EE". BIEER "TFER/XMH" MABKBNBREMEE—IXMHH.

B/ BeeGFS HAEEHJAnsibleiE B A0

Ibeegfs_cluster_1/

Jhost_vars/

Jgroup_vars/ —

p— \ Contained on the

— Ansible Control Node
i Usually, the Ansible inventory i
finventory.yml | O e gy

repository to ensure it is not lost
and changes can be reverted.

playbook.yml
——

@ BT —1BeeGFSXHARARAILIEHZ MHASE., EItABELZEAIEEREBEZ MnsibleiFR, &
B, FRNERRB S MHAERE X I—Ansiblei’ 8 LU S HI Rl

T

1. ZAnsiblefZH TR . SIR—MZER. ZERRKEEEEERBeeGFSERHIAsible/EE,

a. MREHXMHRARERKES/FIREE S THARE. BNEAXGRANE—BER. ARNETE
THAEBRBREEIBFER. fl:
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beegfs file system 1/
beegfs cluster 1/
beegfs cluster 2/
beegfs cluster N/

2. TOEERBNHALEFREMNERP. SIBBNER group vars Ml host_vars FMAENXH
inventory.yml ] playbook.ymlo

P ETFZT T AINAE XS XHFHIAR,

MR GE

EEAnsible B R Z BRI R GTEE

RN

EREXHRF A BNEXEBHPBETHFAEXHT R, RTI R MBeeGFSIRSFEMLIPHIE, IHOAME
fEcE. RARKEEZREHEMMR. BEATENXT —ERNRERMMNMERNTE.

T
1. NREERETIPHFEMHE MY BEIGNISER. iSCSI. NVMe/IBE{NVMe/RoCE )X 4T miEiZE R T A, B
ENMAMES U TIER. — MTHMERPNESNEIZEEZEIFVAEE— 1 ME—NFN. FEFNSBATFERFiE-
RE SR IEENFNEE,
XHEH R IBi® IP ik > S e = IBi [ YIIRIP BEHAIP (5&
BFEEHDR
IBHIEF600)
<HOSTNAME <PORT> <IP/SUBNET <HOSTNAME <PORT> <IP/SUBNET <IP/SUBNET
> > > > >

@ MRS MBRPIXERT R EREE. SEE UM S MRIRES ERERIP/A

e

2. TitlEREFMEMLRERInfiniBandif2E FH1 S LIAMAIRDMA (RoCE). HES U T LIERUBERRA
FHAEE#ARSS. BeeGFSXHARSME FimE 1T BE8IIPSERE:

B8
BeeGFSEEfIP
BeeGFSEIE
BeeGFStkizE
BeeGFSTZfi#
BeeGFSE F i

InfiniBandiz
<INTERFACE(s)>
<INTERFACE(s)>

)

(s)
<INTERFACE(s)
(s)

(s)

\

<INTERFACE(s)>
<INTERFACE(s)>

P3G
<RANGE>
<IP(s)>
<RANGE>
<RANGE>
<RANGE>



a. IREEANZE—NIPFN. NRAFE—NILEXR. SNEFTEESTE - FHIIIER.

3. IRIELIRNE. AEFPNEMMHES UTIER. UWEXBIEITHIBeeGFSIRS . W FE MRS, 1Bt
EER/ZEXMHTHR. MERO. F3IP. NUMAD KD EGIREFE)UARERTHBRRRT R, HET
fERES. IBSILITEN:

a. BeeGFSARSZIEE /) mgmt . yml, meta <ID>.yml B ‘storage <ID>.yml HAIDRRLXHEHR
iR I 2T P B Bee GFSIR S M — B S, LA SR BT RES M RSN AN RS
TS| AL TERIEIE,

b. FiFBeeGFSIRSMIHARFEREAMHPEM—H,. HREBHERIKOSHRSFEER—XETR
Ez17. LOB G bin S,

C. NRFE. IRSFAIUERSZS TR R/ SFENRNEGHIFFrE R R AT —=HIEFE). STk
SR UHAZEE— TR R/ SR LR E(F M SR EEENETHFHITEX ).

BeeGFSHR XTim  Port ZThIP NUMAX R¥Tm Ffigth Frigiz 23
F(XHR)
<SERVICE <PREFER <PORT> <INTERFA <NUMA  <BLOCK <STORAG <AOR B>
TYPE>  REDFILE CE> NODE/ZO NODE> E
<ID> NODE> : <IP/SUB NE> POOL/NOL
<SECOND NET> UME
ARY FILE <INTERFA GROUP>
NODE(s)> CE>
: <IP/SUB
NET>

BXRIFENTE. RELKRNESHRATERMZEAEE. BERA" SELE"E X BeeGFSLH A "NetAppRLIaiE
BYZEH _FBeeGFSHIFNEE

EXSFHIRTI R

IRERE N XHT R
ERFENZ = (host_varsiEEZS M XU RS,

RUN

BTREZELNBIAT host _vars/<FILE NODE HOSTNAME>.yml SEBFPENXHT B, XEXHZEE
BEREX TN RIMENEE, XBEEE:

* EXAnsibleiEZ T m YN ERANIPE R0

* ECE A THASE#ARSS (PacemakerflCorosync) W E iR M EFIP. MIESHEMX AT R#t TS, AIAE
TR XRERSSEREOGRERNNG. ENREESZOUSEIRTR. BENBUER. EFEMNSE L
EXHAMIP, Mt FEFIMISEEF T EEW S,

© AT ERBENERAMSHERENTXARAMEATER, ERMASHEEN. BFEE1 G/l
ML RIS EHR (R (FIINE D T3 RS A B RIS E )R R BRIIERE, 18R/ FEITMLLFAIRER
ERERR ZFRSREZN. FAERELTEERK. ERIEERLT. IRTRLETSENRESEE
REENES . FIRERSET REORHER,

s EEER T B AR MEE I A BEOf5I90: iSCSISER. NVMe/IB. NVMe/RoCE. FCP%)
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ps

BEEMIUHZA ETHREXNIPFUFR. REBPHNESIXHTREE—XH
‘host_vars/<FILE_NODE_HOSTNAME>/yml' Hi&N TR TiE T |

1. 7ETRER. $ETEAnsibleiid SSHIEREEITI m M X H# T E IR R EARIPTEMNZ .

ansible host: "<MANAGEMENT IP>"

2. BB AT ERENHEHMIP:
a. LA "InfiniBand (fEF1PolB)":

eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. LIRS "BTF RS LUKMAIRDMA (RoCE)":

eseries roce interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

C. MEHKEN "LIAW(XFETCP. FERDMA)":

eseries ip interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

3. fEMBLEIPR A FEEHRE. LSTIPYIELE:

beegfs ha cluster node ips:

- <MANAGEMENT IP> # Including the management IP is typically but not
required.

- <IP_ADDRESS> # Ex: 100.127.100.1

- <IP ADDRESS> # Additional IPs as needed.
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@ FE2PRENIPASBIEREIP. FRIFE(IEEEF beegfs ha cluster node ips 5l
RIXFE, ERETLUERAnsbleERB EMIP 420, MREE. XLIP AZOTAFEMEN.

4 MRXHTEEEELSETIPHNYSIRT S TEE. WEEEEANEO LREIP. HRE/MEIZINY
FE%E’\JEHE”#@O
a. yNERfEA "isCsI":

eseries iscsi interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

b. YNERfEMA "iISER":

eseries ib iser interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

C. SNRER "NVMe/IB":

eseries nvme ib interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

d. g0R{EA "NVMe/RoCE":

eseries nvme roce interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

e. Hfththiy:

I NRFEA "NVMe/FC'. FREMREZ MEN., BeeGFSEHEBRIRIERE BN L &=/E
BEK, tlﬂ%uﬁﬁﬁﬂ% B AR R B RIZIRNetApp A AT NN B AV SR AE SERR IE
HaRS SN HT Ko

ii. EFAFCPESASAFEREHEH MR, MREAFCP. IFHRXINNEEHD K. W TFAR
"NetApp" AR SR N B Y SR (E SE B

iii. i AEINERIB SRP, RIBERTIRTIAZIFMNAR. FHENVMe/IBHISER,


https://github.com/netappeseries/host/blob/master/roles/iscsi/README.md
https://github.com/netappeseries/host/blob/master/roles/ib_iser/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_ib/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_roce/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_fc/README.md
https://docs.netapp.com/us-en/e-series/config-linux/fc-configure-switches-task.html

B I BRFRBEN XTI R RIE B IRA,

=k EUKMIEXFInfiniBandiZz{ 2 [E/J#ENVIDIA ConnectX VPIiEHC2S

NVIDIA ConnectX-Virtual Protocol Interconnect & reg; (VPI)iEAC28EEZ#FInfiniBand. 25 LAKMIEA &
B. F=BmiihEER z B, KIERFEENTE#ITERSE nstconfig, ZIE mstflint EHN—
MBRABREE w2 TR (veT) "o REEN—RIEECEAVETEIR], XA LAFEhFER. HaTL
ERERBRISBHEENEMZEON—OESEANdsE BRE/NBAKEES "eseries-

[ib|ib_iser|ipoib|nvme ib|nvme roce]|roce] interfaces:o
Blan. EiiInfiniBandiR{ FTHZEOBERER A UKXM. LUEHEFRCE:

1. WFBEENSMEO. 1518E nstconfig MERIEENBRET(SKIFE) LINK TYPE P<N> HA: <N> HiE
AMHCAIRAS AT, o <N> AILUBITIE{TRMAE(E grep PCI_SLOT NAME
/sys/class/net/<INTERFACE NAME>/device/uevent HMPCHEIERBRFR1AMEIRE—1T
F. REEBATHENE,

a. fJIEN4A%E PCI_SLOT NAME=0000:2£:00.2 (2 + 1 — HCAI%[3)— LINK _TYPE P3: eth!:

eseries roce interfaces:
— name: <INTERFACE>
address: <IP/SUBNET>
mstconfig:
LINK TYPE P3: eth

BXEZFAER. FEM "NetApp ERFIENES RIS FRfE AR OLRE /I

FEREMATI R
BRFENLEE (host_vars)iEE S TMRT SANEE,

5%

BTREZESNBIET host vars/<BLOCK NODE_HOSTNAME>.yml SEEHFESMRT R4, XLEXHFREE
BERERTAFENEE, XEFEEE:

* RHZFR(ENSystem ManagerfFiR)o

* Eh—MEHIZSHIHTTPS URL (B TR EREST APIEEZRS),
© SRR IR T ST BN T

* BEFVIEORMHIC)IKO. FlaNIPHIIEIREE),

TR

BEE NG REA" A THREXNIPIUF R, AEFHTIESMRT REIE—I XS
“host_vars/<BLOCK_NODE_HOSTNAME>/yml' F#&0 FFrR#TIESR:

1. EIEM e EH P — MEHIZS N R AR FRAHTTPS URL:
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eseries system name: <SYSTEM NAME>
eseries system api url:
https://<MANAGEMENT HOSTNAME OR IP>:8443/devmgr/v2/

2. BRI XET R TEERIR T R
a

- ZFFY: auto, iscsi, fc, sas, ib srp, ib iser, nvme ib, nvme fc,
nvme roceo

eseries initiator protocol: <PROTOCOL>

3. IRIEFFEEABIMNY. HICIKRORREREMINCE, MRFE. NEXHICIHOEE. UESMEFIREEHR
BInERSR B S &M ERlSE LRAMBYIER OB, KEmONN&EEMIED. PiEROEEEENE
B. BMEelSmREERFhE0tt,

@ YN EEHDR (200 GB) InfiniBand3{200 GB RoCESEF6001 % S5 &fEm. BIEBMIUTF
o

a. X FiSCsSl:
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eseries controller iscsi port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
Choices: enabled, disabled
config method: # Port configuration method Choices: static,
dhcp
address: # Port IPv4 address
gateway: # Port IPv4 gateway
subnet mask: # Port IPv4 subnet mask
mtu: # Port IPv4 mtu
= (co00) # Additional ports as needed.
controller Db: # Ordered list of controller B channel

definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller iscsi port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller iscsi port config method: dhcp # General port
configuration method definition for both controllers. Choices:
static, dhcp

eseries controller iscsi port gateway: # General port
IPv4 gateway for both controllers.

eseries controller iscsi port subnet mask: # General port
IPv4 subnet mask for both controllers.

eseries controller iscsi port mtu: 9000 # General port
maximum transfer units (MTU) for both controllers. Any value greater
than 1500 (bytes).

b. XFiSER:

eseries controller ib iser port:
controller a: # Ordered list of controller A channel address
definition.
= # Port IPv4 address for channel 1
- (...) # So on and so forth
controller b: # Ordered list of controller B channel address

definition.

. X FNVMe/IB:



eseries controller nvme ib port:
controller a: # Ordered list of controller A channel address
definition.
- # Port IPv4 address for channel 1
= (coo) # So on and so forth
controller b: # Ordered list of controller B channel address

definition.

d. 3FNVMe/RoCE:

eseries controller nvme roce port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.

=

config method: Port configuration method Choices: static,

dhcp

address: # Port IPv4 address
subnet mask: # Port IPv4 subnet mask
gateway: # Port IPv4 gateway
mtu: # Port IPv4 mtu
speed: # Port IPv4 speed

#

controller b: Ordered list of controller B channel
definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller nvme roce port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller nvme roce port config method: dhcp # General
port configuration method definition for both controllers. Choices:
static, dhcp

eseries controller nvme roce port gateway: # General
port IPv4 gateway for both controllers.

eseries controller nvme roce port subnet mask: # General
port IPv4 subnet mask for both controllers.

eseries controller nvme roce port mtu: 4200 # General
port maximum transfer units (MTU). Any value greater than 1500
(bytes) .

eseries controller nvme roce port speed: auto # General
interface speed. Value must be a supported speed or auto for
automatically negotiating the speed with the port.



e. FCHISASIMYAZELIMCE ., FERZEINEASRP,
BXEEHICIHEOMENMYBEMIED., SIEAEISCSI CHAPHIIOEE. 1BEEI "%, " B &7ESANTtricity £
&, EEEEEBeeGFSH. i, SREBUNREFHNEMASEEEEMAUEHFHITRE. FRELXH
HTE Mo
B A RRBENMRT R ERIE R X HF G,
J$HDR (200 GB) InfiniBand{200 GB RoCE5NetApp EF6003R TS 45 &1 8
ZHDR (200 GB) InfiniBand 5EF60045 & 1A M MAE MIBIHORESE ZMEM" IP. THEEEREWN
% OInfiniBand HDR HICHIEF600RY IE A 75 7 &l :

eseries controller nvme ib port:

controller a:

- 192.168.1.101 # Port 2a (virtual)
- 192.168.2.101 # Port 2b (virtual)
- 192.168.1.100 # Port 2a (physical)
- 192.168.2.100 # Port 2b (physical)
controller Db:
- 192.168.3.101 # Port 2a (virtual)
- 192.168.4.101 # Port 2b (virtual)
- 192.168.3.100 # Port 2a (physical)
- 192.168.4.100 # Port 2b (physical)

EEBEAXHTAIE

fEF4AT = (group_vars)isEBRAXH T RElE,

¥R

NEZEIFIE X T REETEFHITENX group vars/ha cluster.yml, BHEEE:

* BXRUMAEENERIS I XEHT R BFHEER.
* BANMKRE.
BB EohERB.
* W A{ATEC & BA AE A SELInUXAR .
* EHACE. SEERNEE.
* MREIEE,
1 BeeGFSARSZACE.

@ EESh, ERUEES N XA R EEX X AFIRERIETL Flil. WREANZESHEAES.
FEB T TRNEBRAE, 8GN R ENEERNATI—XHPHEE,
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iz
BIEX Y group vars/ha_cluster.yml FHIZMNFFAIRHITIER:

1. #87RAnsible ControlTs = RZ40fe] i AL 1T F I

ansible ssh user: root
ansible become password: <PASSWORD>

LHREEFFER. FRUAXAEEFER. 1B HAnsible Vault (BB "&
(D) FAnsible VaultENZ")E ~-ask-become-pass ETREFHIINER, 1R
ansible ssh user B/rootAF. MAILLUAEEER ansible become passwords

2. NRBELIKXM K InfiniBandiz O LECEESIP (FINEEEEIP). HEZ MEOMUTFRE—IPFMF(FIE0. ib0fF
F9192.168.1.10/24. ib1fEFA192.168.1.11/24). BFEZENITIFEFTITIE. HIULEHMIPERHBRFFN,
QERINTEIREBIRHEANEIEOREEN:

eseries ip default hook templates:
- 99-multihoming.j2

3. EREBEHN. RIEFMEMYNARE. FTREEEENRTA. WEFAIMITIERIEE(ERYIE) SN BREN
HihrmE. RINERT. TRBEERBRZEN#TIRT. B LUETIEEU TABRRATF T S BEEH
Boh:

eseries common allow host reboot: true

a. RIABERT. EFEME. MRERRIIEMNEMIRSESME. AnsibleREFRFRGTTTM
default.target FEMRSIMEZ AR, ARLEEANVMe/IBRVER T, IWERAIGERBERK. Tk
Mgtk KMMERRITIREE. XARISTENHEIRREHRK, NEREEANVMe/IBIfH
MXMER. ENEX U TARS!

eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep

eseries nvme ib.service"

4. 2{FBeeGFSHIHASE R RS HITIBIE. FECRAS M HAER. RIFEEFHREEMF(FRIN). BNE
EE LT AB LCIZFFRP A XIEH Behf T RO

beegfs ha firewall configure: True

5. BRIAEZIFSELinux. BICKIRZIZE Hdisabled LUB R PR (TLHEEFEHERDMARY), 8B LU TRE L
{RSELinuxB2 8
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eseries beegfs ha disable selinux: True
eseries selinux state: disabled

6. EEESHIIEMEX AT R HITEE. HREARRBRRIEZTEIRERIANE:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: hacluster # BeeGFS HA cluster
username.

beegfs ha cluster password: hapassword # BeeGFS HA cluster

username's password.
beegfs ha cluster password shab5l2 salt: randomSalt # BeeGFS HA cluster
username's password salt.

7. 1RIE AN S R R I X 4 RSt IBeeGFSEIRIPEL )

beegfs ha mgmtd floating ip: <IP ADDRESS>

B TR, BYHEEBeeGFSXH ALY BRIENHAEE Z b
(D BY. ‘beegfs_ha_mgmtd_floating_ipdEREE., HEGELSHALRII EHTINIBeeGFSEIR
RS, HismE I EHRHNEERS

8. RIEFERFABFHHFER:

beegfs ha enable alerts: True

# E-mail recipient list for notifications when BeeGFS HA resources
change or fail.

beegfs ha alert email list: ["<EMAIL>"]

# This dictionary is used to configure postfix service
(/etc/postfix/main.cf) which is required to set email alerts.
beegfs ha alert conf ha group options:

# This parameter specifies the local internet domain name. This is
optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com)

mydomain: <MY DOMAIN>
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
#

5) high-level node activity + fencing action information + resources

. IR BEARE. BN, EENRREREN. FTRSMEIERSTEZRT R LB,
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a. BIEEU TREERERARE:

beegfs ha cluster crm config options:
stonith-enabled: True

L ERMMRFER. WA LUEMEEEAR NN SR T . BETTERBXEE,
71BeeGFS HAR BT T IFZEE 7w MAR "FHAE"

b. TR, EERHEERSNE:
L %1 EEAAPCEC B R T(PDU)BAMRE. BT TRME:

beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: <PDU USERNAME>
passwd: <PDU PASSWORD>
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>, <PDU PORT>

i E2: EREABAEXCC (REMBMC)IR{EMRedffish APIES FIFE:

redfish: &redfish
username: <BMC USERNAME>
password: <BMC PASSWORD>

ssl insecure: 1 # If a valid SSL certificate is not available
specify “1”.

beegfs ha fencing agents:
fence redfish:

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

il XEEEARBRENEAES, BB Red Hat L'

10. BeeGFS HAR B H] LIN A ZMARRIBESHRE#H—D MR, HPEERURZATER HEER
REIOFSH, RIEXINetApp E-SeriesIRTI BV, IkABIMF—ASIER "FOAME" . BROAER
T BREEREEUTAR. SUASNAXLEINEE:
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beegfs ha enable performance tuning: True

a. IRFE. EAILEIMEENBFIAERERBPIHNERNENR. BEXEZIFMAER. BSNTE "H6EE
ESW" X

M. AT HRATBeeGFSARSE B E PN (BN FFAIZIEIZED) A IEX AT 2 2 B # T8 ERE. FREMLEg
BEOMNBIFEDAN—H. FRINBERT. MEEOBMMBARZER. BMEERE T HEREPClelEfEH ML Ehiss
FMEREARS2RE S £, W ARBERIEER—RBIRT, EHBIREZZAICIRBERHNBEEMNZORIRET. X
—RtRER. URARKEZM—H. BERBURTFARS2ZHASIEE 1shw -class network -businfo
WP, RO TARIEEEIPCletthit 2B iE 1 C1MRET

B4

a. ¥FInfiniBand (IPolB)M4&#% 0

eseries ipoib udev rules:
"<PCIe ADDRESS>": <NAME> # Ex: 0000:01:00.0: ila

b. 33 FLAKMIMLEED

eseries ip udev rules:
"<PCIe ADDRESS>": <NAME> # Ex: 0000:01:00.0: ela

MR EGZEONKEARFHLEEHGRIZED). FRFERETAAENINGARIR. Fl

@ Uleth0. ens9f0. ib0Zibsdf0, —FHE WHTRRBLIER. T LAKMELInfiniBandfER"e"
"', FERPClefffERESM— 1 FBLUSRImH, Fla0. EEIFZEMINfiniBandiEEcas
B NwOA: i3b,

(D) REERNREWTNXET RIS, B8E 1" PClei i EIBIEE ORI

12. (A EE N N B F &R PP EBeeGFSIRSMECE . FILFRBIZABEE "It4h", HEHEMMEIEESM
REECE:

a. BeeGFSEIERSS :

beegfs ha beegfs mgmtd conf ha group options:
<OPTION>: <VALUE>

b. BeeGFSTTHURERSS:

beegfs ha beegfs meta conf ha group options:
<OPTION>: <VALUE>

C. BeeGFSTEEARSS :
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beegfs ha beegfs storage conf ha group options:
<OPTION>: <VALUE>

13. B EBeeGFS 7.2.7M7.3.1 "EiZ 5 MW" A NEEERERZH. FHAETAnsibleAIZRER] LHEE AT 1L+
HIHTEE

a. FINBERT. BENEEEEZRSPRIEHEM connauthfile ZXHEDAFMEXHT R, H
5BeeGFSIRZESFER. LWXHIEERE/EIFEAITRIAnsblet=F T = Lk
<INVENTORY>/files/beegfs/<sysMgmtdHost> connAuthFile N(RE)HIFIIE. UEES
EP R X RENEFiRPESFER.

I BEMIMETA. 1HIETE -e "beegfs ha conn auth force new=True iEZ{TAnsibleIZE&Ffif
B, EER. MRBI. WESRBELLR beegfs ha conn_auth secret BREXo

i. HXBEHED, FESHAMHERITERIMETIR "'BeeGFS HAFE',
b. AJLUBIEREX U TABRERBEXE ha_cluster.yml:

beegfs ha conn auth secret: <SECRET>

C. A2 ERAEESHIIE(RRINER):

beegfs ha conn auth enabled: false

B A HRFTBANAT REENTERBXXHRRE.

#$HDR (200 GB) InfiniBand 5NetApp EF6003R T 45 &M

ZIEHDR (200 GB) InfiniBand SEF60045 &£/ FMEIESRIMMZIFEIA. MR BN IERE TR
Ta. WEEEFMEESEIES E AN MKELENEBILLINEE.

NRRT R AT R ERInfiniBandB#EEEZ. “opensm MATES N XH TR EABEREZEIIRT NS
BEORE—1LFl. #@BIHEE configure: true BYBIRTTAULL " FR & S 45 iz i (1" (Fo

Bri. FXFMLInuxD RIRMIFBIBEFERRZS opensm A IFEMMK. TREEZEMNVIDIA OpenFabFabricidl
7 ZHR(OFED)ZEHMECERRAS opensm » RENZIFEAAnsible#HTHE. BEXREZERIT LTINS E:

1. {EFACURLEFFET A, BENVIDIARLE EE 525 HEIOpenSMARASHI R H B THEIB R A A ZE K"
<INVENTORY>/packages/ o f5/40:
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curl -o packages/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_64.rpm

curl -o packages/opensm-1libs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-1ibs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86_64.rpm

2. M group vars/ha cluster.yml EXUTEE:
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### OpenSM package and configuration information
eseries ib opensm allow upgrades: true
eseries ib opensm skip package validation: true
eseries ib opensm rhel packages: []
eseries ib opensm custom packages:
install:
- files:
add:
"packages/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_64.rpm": "/tmp/"
"packages/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm": "/tmp/"
- packages:
add:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
- /tmp/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
uninstall:
- packages:
remove:
- opensm
- opensm-libs
files:
remove:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998~-
0.1.2310322.x86 64.rpm
- /tmp/opensm-1libs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86 64.rpm

eseries ib opensm options:

virt enabled: "2"

BRART AR

(AT & (group_vars)iEEBRART SECE.

EXERTFFRBERTREE group vars/eseries storage systems.ymlo

* BXAnsiblef= T R M INAERZZIBIERT R ERTIEFHERKRIFAE S

TEMNETHEHE. NVSRAMAIREH2E E 4 hRZS,

* £REkE. BEEFRE. FNEEURNNAEESIIRE.

BEEE:
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@ EESh R LRSS MR R EE I g ERET. Fli. NRERNZRGEARES. =
EEMNRNEEARR, B MRN R ENEERNT T GPREEE,

e
Sl group vars/eseries storage systems.yml IR AR E TS

1. Ansible MEFASSHIEZRFIRTI =, MEMEMARESTAPI, Alt. HITHIKE:

ansible connection: local

2. EEATEES M TRNAFRRMENE, AFRBFLUEEEEGHRINIadmin). ZUETUEEERERE
SNRBVERIKF . kSN ENIEERIIESSLIEHiE R ZBrESSLIES:

eseries system username: admin
eseries system password: <PASSWORD>

eseries validate certs: false

@ REWAA S ARSI HERZZRD, EAAnsble?ZETIEM eseries system password
5 F-extra varsiz{TAnsibleRY,

3. WATLUEENET = FLEEMIEFISRE . NVSRAMINIRGIRE 4, EEEXLE G THE packages/ B
. ARiETTAnsible, AL TFHERFITHIZZEHFFNVSRAM "4k FIXEh3 4 "It

eseries firmware firmware: "packages/<FILENAME>.dlp" # Ex.
"packages/RCB _11.80GA 6000 64ccOee3.dlp"
eseries firmware nvsram: "packages/<FILENAME>.dlp" # Ex.
"packages/N6000-880834-D08.d1lp"
eseries drive firmware firmware list:

- "packages/<FILENAME>.dlp"

# Additional firmware versions as needed.
eseries drive firmware upgrade drives online: true # Recommended unless
BeeGFS hasn't been deployed yet, as it will disrupt host access if set
to "false".

@ NRIETE T IECE. AnsibleXf BEhEHMFABEEIH. SEEMBMERRUIELE). MA=
HIME MR, X3BeeGFS/EA/OTMIAR ISRl ERERE 1EREPTRERE RS ThE,

4. AREBAAREIINE, T HEYERAEREEEINA T NetApp EHIBeeGFS. BRI LURIEZEH#HTTH
.
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eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp

eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled

eseries system controller shelf id: 99 # Required by default.

o. LB /B EMIAME, AT HAETHESEEIA T NetApp_ LHIBeeGFS. BRI LURIBFRZHITIHE

eseries volume size unit: pct # Required by default. This allows volume
capacities to be specified as a percentage, simplifying putting together
the inventory.

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

6. NMRFE. BRIBUTRELRERIFAEAnsible N FME A B LR IEIZ IR 2R AT :
a. JIHVEATEEN/RTHES. KR TEESHNER (AR )KL,

b. HRIRIEILEEZS/ IR Ehes Va8 S 12 o] HIRnhES@IE 2 B F AT IR shes B INF. B0, NREREFG00R
TFTH B, MIREHER0-11 I FIREhEe@iE1 £, IRGHEE12-23 (U FIRGhEe@iE L, Hith. ByEF—FHF
BIRTNER IEIFAITRAR disk shelf:drive 99: 0. 99: 23, 99: 1. 99: 22FWMREFIEZ . N
B FRTIREDEZZRID,

# Optimal/recommended order for the EF600 (no expansion) :

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18, 99
:6,99:17,99:7,99:16,99:8,99:15,99:9,99:14,99:10,99:13,99:11,99:12"

B I BXRFTREBART REENTE R RN,

ENXBeeGFSHRE

EXBeeGFSEIEIRSE
BeeGFSARZFERLA T =(group_vars)# 1T &,

1
TN EBINAE N BeeGFSEERS . MWTFREXHRS. HASBRRINEFE— MRS, BEELAR

(;';
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https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml
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https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml

SEFBEX:
* RS EB(EE).
* EXMNAGER T ItBeeGF SRS RIEATACE,
* ERERIARILEARS N — M E SN ERIP (ZiEREO).
* EESFMEILARSEUEN IR/ 5 (BeeGFSEIEZBT),

I
BIE— NS “group_vars/mgmt.yml H 5| BiZ LI 425885 BRI TR RERIZX

1.

20

BRI R "BeeGFSEERSZHAE :

beegfs service: management

E XN T tkBeeGFSARSHMEMIALE, BIERSBEATENITILIRE. RIEEFEBHARH. it
B ASZIFNEE S UM beegfs-mgmtd. conf AIABIEIERN, EIE. UTESHEBEEML
ERREMN. FNELLAIETE: storeMgmtdDirectory, connAuthFile,
connDisableAuthentication, connInterfacesFile, #l connNetFilterFileo

beegfs ha beegfs mgmtd conf resource group options:

<beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>

EE— RS MFEIP. HEMIRSME A IREZEITARSS I ER (LR 1FR B 5k EBeeGFS

connInterfacesFile J%&EIN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
11b:100.127.101.0/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

- BE. BE—TREMARITATELBENIPFR(IR(ERE B5h%EBeeGFS connNetFilterFile 1EIN)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

RHIE LA T ENEE AR S KRR P ZEHERBeeGFSEIZBT!

a. F—1F it BA LT AT 21 BeeGFSIRE/BT. REMRERMBENET nare, raid level
, criteria *, fll common_* SMRSMERE(NEMRSTIHIELTR).

b. HEX/NNIEEAFEMEHANB DL, HEERBEFMEN/SANFIERS/EHNSHANEBET 100, F
EfEFASSDH. EWNESAPRE—LERATE. URAZEMIRSSSDIEEMERFmER IR A"
THREZFAER).
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c. B "Ibah LEREXAI B F AL EIEAITTEEY R eseries storage pool configuration. 1&EF
B—L%D. U0 state, host, host type, workload name, #l workload metadata &

BRI BEEMR. FNIELERE,

beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 m6
raid level: <LEVEL> # One of: raidl, raid5, raid6, raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

B "bah BXFRTBeeGFSEIEARS MRS B2 X HRITRH,
TE X BeeGFSTTEIERSS
BeeGFSHRSZ{ERLHAT £ (group_vars)#{TECE.
5%

AIRFMAUWAE X BeeGFSTTIERSS . MTRHEXH RS, HARBFNEDEE—LRENRS. BE
ItEARSS BIFETE X -

* ARS5 R (TTEURE).

* EXMNAGER T ItBeeGF SRS RIETACE,

* ECERIRLEARS B — 1SN ERIP (ZEEO).

* FEE LRSS SR E/ 5 T\ (BeeGFSTTE#IE B 7)o
TR

SE NN Z 585, “group_vars/meta_<ID>.yml' AEEFHNE M HIERS QIZ—MITFHXHE. AF
BIITFrRETREN]:

1. $8RIE X 4R "BeeGFSTTHIRIR S HIECE

beegfs service: metadata

2. EXMNARN AT ItBeeGFSARSZSMEMELE, EBHNE/MEEFIEMNTCPFHIUDPIRO. Toit XL is O3k Bl
MREZHNELE S beegfs-meta.conf WAILEEER, H5IE. UTSHEEN/EEMUERE
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. RZELAMERE sysMgmtdHost, storeMetaDirectory, connAuthFile,
connDisableAuthentication, connInterfacesFile, #l connNetFilterFileo

beegfs ha beegfs meta conf resource group options:

connMetaPortTCP: <TCP PORT>

connMetaPortUDP: <UDP PORT>

tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

3. RRE—MEZ NP, HEAMMARSMZ F imEE 2 AR S5 B e A (LR 1R B Bhik BBeeGFS

connInterfacesFile J%&EIN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
11b:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

4. FE. BE— TS MATATELBENIPFR(IEIER Bk EBeeGFS connNetFilterFile M)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

O. IRIELLT AENFEE LIRS KR H P ELUENIBeeGFSTTE B IR (LLIR(Fth S B RIECE)

storeMetaDirectory J%EIN):

a. E—1FEMEHIZITTBT %1 BeeGFSARSS/Bin. REMRRERMERIMEIR name, raid level
, criteria_*, Ml common * & MRZHEE(NE MRS TIHNENAE).

b. BR/NNIEEAFEM/EENBE DL, HECERBEFEYEANFIERS /SN SHAMEZ100, F
EfEASSDEY. EWEEHPRE—LAATE. URARIEEMIRSSSDEREMERS R (LRI
THREZEFAER).

C. B "ItAb" LURENFT A FRECEIRTNAYSTETIR eseries storage pool configuration. &E&E
B—L%m. HIU0 state, host, host type, workload name, #l workload metadata &

BB EDEM. FNIEMERE,
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beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 m6
raid level: <LEVEL> # One of: raidl, raid5, raid6, raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

B "I XK T BeeGFSTTHIERS HITTRIBE R AR A,

E X BeeGFSTE{iEARS
BeeGFSHRSZ{ERHAT = (group_vars)#{TECE.

1Bk

TR BINAE X BeeGFSTFIEMRSS . MTFREX MRS HASB PN EDMFE—MILRENARS. BBl
RS EEEX:

* RS RB(TFfE)o

* EXRER Tt BeeGFSARS NAERIACE,

* ECE RISt ARS B — N E SN EhIP (B4 O).

* EESFMHELLARS RN E/ 77T (BeeGF SEEBT)o

TR

SE NN FZ5 8. “group_vars/stor_<ID>.yml" AEEFHRSNMFHERSIE—NXHE. AR TR
TEFE(]:

1. 58RI X 4R T "BeeGFSTRERS ML E |

beegfs service: storage

2. EX R AT ttBeeGFSIRSHEMIELE, EMME/IMEEFAFNTCPHIUDPIRO. FitiX LR MR B3
MR IFNAEE S beegfs-storage. conf WRIMBIEERN, HEE. UTESHEEMEEMUERE
B9, RNTELRIERE: sysMgmtdHost, storeStorageDirectory, connAuthFile,
connDisableAuthentication, connInterfacesFile, # connNetFilterFileo
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beegfs ha beegfs storage conf resource group options:

connStoragePortTCP: <TCP PORT>

connStoragePortUDP: <UDP PORT>

tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

RE— RS NFP. HEMARSNE A imERR ARSI R (R FR B5hikEBeeGFS

connInterfacesFile ¥%&IN):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
11b:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

- HE BE— T HES AR T A LBERNIPFR(RIER B5hik EBeeGFS connNetFilterFile M)

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

- ARIELASENEE AR SS BF (E2AERYBeeGF STFiE B AR (IR FH X BRIECE) storeStorageDirectory

WEIN):

a. [Al—FEtEEHBIRRI AT %" BeeGFSARSS/Bn. REMIRFEMAMEFRIEIF name, raid level
, criteria_*, M common_* HMIRZHECE (NSRS FIHEIENAR).

b. EX/NVIEEAFEMEHNB DL, HEERBEFMEN/SANFIERS/ENSHANEBIE100, F
EfEFASSDHY. EWEEHPRE—LEAATE. URAIEEMIRSSSDIEREMERTFm (L&A "IhAL"
THREZFAER).

C. B "Ithak" DAY AT A FHIECEIETAYSCEE YR eseries _storage pool configuration. iF&
B—L%D. fIU0 state, host, host type, workload name, #l workload metadata f&

2R EEM. FRIELFEE,
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beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs sl s2
raid level: <LEVEL> # One of: raidl, raidb5, raidé,
raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B
# Multiple storage targets are supported / typical:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

B "Itk B XFR T BeeGF STHiEIRSHITTR B R X BT A

}5BeeGFSIRSZMET IR =
FRIEER LU TE 1" BeeGFSIRZMX 4T = inventory. yml X4

1R
TN AWNALIZ inventory. yml XHEEPEFETIHFABRT RHEE A LUE1TE 1 BeeGFSIRSSAIN

REf=1

FIE
B inventory.yml FIEW FARIFITIESS:
1. MXXHFTRER. BIEEMTEANsible;BBLE:

# BeeGFS HA (High Availability) cluster inventory.
all:
children:

2. QIE— M EESSIHARERFIEIRT R AVA
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# Ansible group representing all block nodes:
eseries storage systems:
hosts:
<BLOCK NODE HOSTNAME>:
<BLOCK NODE HOSTNAME>:
# Additional block nodes as needed.

3. plE—A. HPEEEHTIFTEBeeGFSIRS UK BB TIXLERSHIS AT =

# Ansible group representing all file nodes:
ha cluster:
children:

4. WFEHPHE 1 BeeGFSIRS . EXNIBITRRSVEEX AT RMEMZEXHTR:

<SERVICE>: # Ex. "mgmt", "meta 01", or "stor 01".
hosts:
<FILE NODE HOSTNAME>:
<FILE NODE HOSTNAME>:
# Additional file nodes as needed.

B b BRFTEB BRI,
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