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the state of nodes and resources in the cluster.
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[root@beegfs 01 ~]1# pcs status
Cluster name: hacluster
Cluster Summary:

* Stack: corosync

* Current DC: beegfs 01 (version 2.0.5-9.el8 4.3-ba5%e7122) - partition
with quorum

* Last updated: Fri Jul 1 13:37:18 2022

* Last change: Fri Jul 1 13:23:34 2022 by root via cibadmin on
beegfs 01

* 6 nodes configured

* 235 resource instances configured

IFER D FIE T B PRT A

Node List:
* Node beegfs 06: standby
* Online: [ beegfs 01 beegfs 02 beegfs 04 beegfs 05 ]
* OFFLINE: [ beegfs 03 ]
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Full List of Resources:

* mgmt-monitor (ocf::eseries:beegfs-monitor) : Started beegfs 01

* Resource Group: mgmt-group:

* mgmt-FS1 (ocf::eseries:beegfs-target) : Started beegfs 01
* mgmt-IP1 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01
* mgmt-IP2 (ocf::eseries:beegfs-ipaddr?2) : Started beegfs 01
* mgmt-service (systemd:beegfs-mgmtd) : Started beegfs 01

[...]
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1. {iFAnsible;/EE8H groups vars/ha_cluster.yml I TECE:

beegfs ha cluster crm config options:
stonith-enabled: False
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3. BEEHRS. #iafT: pcs property set stonith-enabled=true
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ansible-galaxy collection install netapp eseries.beegfs --upgrade

ERHITRRNUNET K. IBEM TEULLUREE "Ansible Galax;A]" BBEHEFFERM Install Version® #AJG Download
tarballo, FtarballfZiiE|AnsibleiThl T = HBITU T,

ansible-galaxy collection install netapp eseries-beegfs-<VERSION>.tar.gz
--upgrade
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MRBAETBRARERAZETHR. FERTHBEMLIP LR playbook. yml BHABEN,
beegfs_ha <VERSION> LARBRFRFREAVARZAS. B, MRIEEIEBeeGFS 7.4, MEXHH
beegfs ha 7 4:

- hosts: all
gather facts: false
any errors fatal: true
collections:
- netapp eseries.beegfs
tasks:
- name: Ensure BeeGFS HA cluster is setup.
ansible.builtin.import role: # import role is required for tag
availability.
name: beegfs ha 7 4

BEXERERFMXERBTNESFAER. BB E1EBeeGFS HAS R —
%844 &1TBeeGFSHH

B FiBeeGFSEHT. BHITLAT#2(E:

ansible-playbook -i inventory.yml beegfs ha playbook.yml -e
"beegfs ha force upgrade=true" --tags beegfs ha
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BeeGFS V8 SINT —LEBEATN, XLEREEEM BeeGFS v7 AR Z i THMIGE, AXIESER
BeeGFS v8 UM ERERERF, REFKEI BeeGFS v8,

@ EF4Rk%E| BeeGFS v8 ZHil, BHRRENARFZZEETIT BeeGFS 7.4.6, 1EEi5{T BeeGFS 7.4.6
ZHIRR A BEEE LB S FHREIERZS 7.4.6", SRSB4 4 BeeGFS v8 AL&TIZ,

BeeGFS v8 T ET 1},

BeeGFS v8 5INT A TFEEEX:

* YFaliEsES): BeeGFS v8 BEFANEA BEFERSRINGE, WEFEMFEM. miZFMEER. BeeOND &, EFHLR
ZHEiREH BeeGFS SEERENE MAVIFAIIE, WREE, LM "BeeGFS FaIE 17" FREUIGAT
BeeGFS v8 i{&iFalik,

* BIERSEHIERET S . E7E BeeGFS v8 RIS AET TOML RUFIENECE, BN FEhIE BeeGFS v7 EIE
AR 55 $iE T A% EIE TR BeeGFS v8 H8To

* TLS iI%: BeeGFS v8 5|\ TLS LUKIRSB 2 EINEL 2B, EFEEN BeeGFS EIEARSH "beegfs dn
SITEARFEERMD K TLS IEH, EAAEN—65,

BX BeeGFS 8 RHFE B EHMELL, EEM "BeeGFS v8.0.0 FLLIER"

@ FH4RZE| BeeGFS v8 EEEEHFNIATE, IL5h, BeeGFS v7 B inf:AiEHE] BeeGFS v8 &
B (FAMIBSHNZ P IRZEIRFARE, URERDIHEERIRIM,

NARES BeeGFS £5
EFWBRARZET, BFAERENFE, UHRERFREEHRARE R ST EL,

1. RERLN T RN, FiE BeeGFS IREHEHBFIET R LiE1T. MIETT BeeGFS IREMIXHT AT,
ISIEFRE Pacemaker REEEHEIET A EIBTT!

pcs status

2. ERHEMEHRE.
a. BXEMEFELRENAE, EE N "BeeGFS Backup 34"
b. HHMBEEEHIEER:

cp -r /mnt/mgmt tgt mgmt0l/data
/mnt/mgmt tgt mgmtO0l/data beegfs v7 backup $(date +%Y%m%d)

C. M beegfs P IREITIU FanLHFRERBLUMSE:

beegfs-ctl --getentryinfo --verbose /path/to/beegfs/mountpoint
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d NREARE, BREFANKRTES:

beegfs-ctl --listtargets --longnodes --state --spaceinfo
—--mirrorgroups --nodetype=meta

beegfs-ctl --listtargets --longnodes —--state --spaceinfo
--mirrorgroups --nodetype=storage

3. iLIEHE P RENHELE beegfs-client RS MF &S WFENEF I, BT

systemctl stop beegfs-client

4. 3 FE1 Pacemaker ££8F, £ STONITH, XFAFEEARBIIEEHNTEYE, MASBEFUEN
TREMBM.

pcs property set stonith-enabled=false

5. 3¢F BeeGFS #iZ =8l HIFRE Pacemaker 2%, {EF PCS {S1E&E:

pcs cluster stop --all

4% BeeGFS £

FEEBHPHMEXHT AL, REM Linux Z1ThRAIN BeeGFS v8 B7F#E, BXEMAES BeeGFS 7Z{EER
WEA, 1ESIH "BeeGFS THIIE" SN, EHANMECEZM beegfs $5REFERE.

LTS EERINEITE RHEL 9 XHH S HEAE BeeGFS 8.2 17i#E, TEMEPNAEXHSB S EHITUT
WIE.
1. )\ BeeGFS GPG Z4A:

rpm --import https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs

2. 2 )\ BeeGFS T&fi&]E:

curl -L -o /etc/yum.repos.d/beegfs-rhel9.repo
https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-rhel9.repo

() BIMEMSEAIEER BeeGFS i, LIRSS BeeGFS v8 FIEER £,

3. BFEENEBEIERER:


https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/

dnf clean all

4. EFRBEXHT S L, % BeeGFS B1FE# 5 BeeGFS 8.2,

dnf update beegfs-mgmtd beegfs-storage beegfs-meta libbeegfs-ib

()  EREERT, beegfs-momtd BRREHFE AT A LEH,

FHREIREIERE
£i51T BeeGFS BEERSJSHIEP—IXMAT R L, PITU T ERFGERHRIEZEM BeeGFS v7 T E v8,

1. 5IHFFE NVMe I8 HHIEEIERR:

nvime netapp smdevices | grep mgmt tgt

a. IEER R FRIRERR.
b. REEBMREEHIMAEEEMEH R (F /dev/nvmexny BN ENIRERRE)

mount /dev/nvmeXnY /mnt/mgmt tgt mgmt01/

2. BEBEITUTHS, BER BeeGFS 7 EIRHUBES N\ FIFNEUREST:

/opt/beegfs/sbin/beegfs-mgmtd --import-from
-v7=/mnt/mgmt tgt mgmt0l/data/

PRt -

Created new database version 3 at "/var/lib/beegfs/mgmtd.sglite™.
Successfully imported v7 management data from
"/mnt/mgmt tgt mgmtOl/data/".

T BeeGFS v8 FRE/™EVIIEENR, BihSAHIFEFRERR FEBEERII. fIa0, dRE

@ D ECLARFERTFE, MSNERW. WREIBKY, BNREALR, EEXR NetApp X
AR LGRS REIRE TS PR ER. (NIRRT SR, ERILIEL BeeGFS v8 €,
HIE AR AR FEIR 4 40E1T BeeGFS v7,

3. AR SQLite XH5EhEI EIRARS T
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mv /var/lib/beegfs/mgmtd.sglite /mnt/mgmt tgt mgmt0l/data/

4. BHERM beegfs-mgmtd. toml HohEEIRARSSEES

mv /etc/beegfs/beegfs-mgmtd.toml /mnt/mgmt tgt mgmtOl/mgmt config/

R beegfs-mgmtd. toml FEEXHEETK T—THIIFRIHN TLS ELET BETMo.

BeEiFA]
1. 155517 beegfs BIEAREZMFAE T 5 %3 beegfs IFAIEE, XBESEFHMBIRINTS:

dnf install libbeegfs-license

2. J31&8) BeeGFS v8 IR IEX A FHEIEET S B EHKIE:

/etc/beegfs/license.pem

FCE TLS miZ

BeeGFS v8 FFE TLS IIERLINEERSMEP inZBINRERIE. EEERSHEF KRS ZEINMNEEE
LEE TLS MEBEA=TET, #HFARTENAEAZEABREEMNERMANEERES. E, &AL
B2 B 2RIZH CA 5E73 BeeGFS B &E R, WTFAFTEMEBSA FHREHFNIFER, AIUTEFEA TLS
, ERENXEH, RANEFHREERELWS.

IR 7R, 1B1RR" 7 BeeGFS 8 BLE TLS INZE"{smH AR RN EAIFIRIZE TLS N

EMEERSEE

BT E M BeeGFS v7 LB XHFapfEiaz] /mnt/mgmt_tgt_ mgmt01/mgmt_config/beegfs-mgmtd.toml* 34
R4 BeeGFS v8 BIBRSEIE X

1. FEENEEEFNEED R L, 5|B /mnt/mgnt_tgt mgmt0l/mgmt config/beegfs-mgmtd.conf

BeeGFS 7 WEIBARS X, AERAMEIZEEZWEl /mnt/mgmt_tgt mgmt0l/mgmt config/beegfs-
mgmtd.toml X, WFEXIZGE, &Y beegfs-mgmtd. toml BJEEYN FFAR:
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beemsg-port = 8008

grpc-port = 8010

log-level = "info"

node-offline-timeout = "900s"

quota-enable = false

auth-disable = false

auth-file = "/etc/beegfs/<mgmt service ip> connAuthFile"
db-file = "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite"
license-disable = false

license-cert-file = "/etc/beegfs/license.pem"
tls-disable = false

tls-cert-file = "/etc/beegfs/mgmtd tls cert.pem"
tls-key-file = "/etc/beegfs/mgmtd tls key.pem"
interfaces = ['ilb:mgmt 1', 'iZb:mgmt 2']

RIEFZREAERE, ULRERIFEN TLS iRE.

2. {EEAT

a.

sudo sed -i 's|ExecStart=.*|ExecStart=nice -n -3
/opt/beegfs/sbin/beegfs-mgmtd --config-file
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml]| '
/etc/systemd/system/beegfs-mgmtd.service

BEHINE systemd:

systemctl daemon-reload

3. MFBITEERSHEINXET =, NEEIRSH gRPC EBEFTHi%O 8010,

b.

a. im0 8010/tcp ANNE] beegfs X1 :

BRSNS N XHT R L, 18K systemd RS X LIEMFMNELBE X HIE.

sudo firewall-cmd --zone=beegfs --permanent --add-port=8010/tcp

BN AE AN AEL:

sudo firewall-cmd --reload

37 BeeGFS iR

Pacemaker beegfs-monitor OCF BIZAEEFE#H AT TOML BEBEM L systemd AR

P TR EREE, ARRKERGHNHASEHZIFMEEMT R

12
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1. S HEIHIAB&E D

cp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
/usr/lib/ocf/resource.d/eseries/beegfs-monitor.bak.S (date +%F)

2. REEMEXHBEM .cont BEHA . toml:

sed -i 's|mgmt config/beegfs-mgmtd\.conf|mgmt config/beegfs-mgmtd.toml]|"
/usr/lib/ocf/resource.d/eseries/beegfs-monitor

E, ERIARFoIIRELITIR:

case S$type in
management)
conf path="${configuration mount}/mgmt config/beegfs-mgmtd.conf"

rrs

FRHBIRA:

case Stype in
management)

conf path="${configuration mount}/mgmt config/beegfs-mgmtd.toml"

. .
rrs

3. B#f get_interfaces () MM get subnet ips () RELLZIF TOMLEEE:
a. EXAERYRIEISPIT RIS

vi /usr/lib/ocf/resource.d/eseries/beegfs-monitor

b. $HENFm KL get interfaces () 0 get subnet ips()o
C. MIPRMNTEEEREL, M get interfaces () FFIAE] get subnet ips () &R
d. EHIFHFIEL T EMBRBCEBRTEN]:

13



14

# Return network communication interface name (s) from the BeeGFS
resource's connlInterfaceFile
get interfaces() {
# Determine BeeGFS service network IP interfaces.
if [ "S$type" = "management" ]; then
interfaces line=$ (grep "“interfaces =" "Sconf path")
interfaces list=$(echo "Sinterfaces line" | sed "s/.*= \[\(.*
) \1/\1/™)
interfaces=$ (echo "S$interfaces list" | tr -d "'" | tr -d "

l,l l\nl)

for entry in $interfaces; do
echo "Sentry" | cut -4 ':' -f£ 1
done
else
connInterfacesFile path=S$(grep "“connInterfacesFile" "Sconf pat
| tr -d "[:space:]" | cut -£ 2 -d "=")

if [ -f "SconnlInterfacesFile path" ]; then
while read -r entry; do
echo "S$entry" | cut -£ 1 -d ':'
done < "SconnInterfacesFile path"
fi
fi

# Return list containing all the BeeGFS resource's usable IP
addresses. *Note that these are filtered by the connNetFilterFile
entries.
get subnet ips () {

# Determine all possible BeeGFS service network IP addresses.

if [ "Stype" != "management" ]; then

connNetFilterFile path=$ (grep "“connNetFilterFile" "Sconf path"

tr -d "[:space:]" | cut -£ 2 -4 "=")

filter ips=""
if [ -n "SconnNetFilterFile path" ] && [ -e
SconnNetFilterFile path ]; then
while read -r filter; do

tr

h"

filter ips="S$filter ips $(get ipv4 subnet addresses Sfilter)"

done < SconnNetFilterFile path
fi

echo "S$filter ips"
fi



e. REFHRHNAIRIERS.
L BITUTHSRCEM AR BEFEIEEEIR, RAEBEHE. TRHRREZAEEER,

bash -n /usr/lib/ocf/resource.d/eseries/beegfs-monitor

4. BFEHH beegfs-monitor OCF HIAEHIFIEEFHFAEEMT R, MHR—%E:

scp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
user@node: /usr/lib/ocf/resource.d/eseries/beegfs-monitor

fEsEF IR E BXAN
FTRFMEZANALS B, BSERETI = LE5) BeeGFS IRS3, EEEFEMBKL

pcs cluster start --all

2. I03F beegfs-mgmtd REB BB EHINELN:

journalctl -xeu beegfs-mgmtd

FiiHR%E H EE LT T

Started Cluster Controlled beegfs-mgmtd.

Loaded config file from "/mnt/mgmt tgt mgmtO0l/mgmt config/beegfs-
mgmtd.toml"

Successfully initialized certificate verification library.
Successfully loaded license certificate: TMP-113489268

Opened database at "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite”
Listening for BeeGFS connections on [::]:8008

Serving gRPC requests on [::]:8010

(D MRBTFHIER, BFREEEEEXHRRER, HRRFIEEEHEM BeeGFS 7 EEEXH
IEMaE .

3. iB1T ‘pes status HFRIFEBHRTIERIE!T, REEREEHEET R LB,
4. WITEBEERIERE, EFEA STONITH:

pcs property set stonith-enabled=true



O. LT —TILIFHEREFETHY BeeGFS i, H10E BeeGFS BEMIZI TN,

4% BeeGFS B i
BINEEEEFRE BeeGFS v8 [5, M THAKFFE BeeGFS BF i,
T EHART EET Ubuntu FIRSE_EFAER BeeGFS EF IRANITTE,

1. MNRERTER, 1EFLE BeeGFS B iHARSS
systemctl stop beegfs-client

2. AR Linux RIThRANIN BeeGFS v8 B7F (. BXEFAEY BeeGFS FEERIIREA, 151" BeeGFS
TEHIIE" s BN, FHENMECE DM BeeGFS RIGFERE.

UTSEEET Ubuntu RS EERET BeeGFS 8.2 77!

3. B\ BeeGFS GPG Z4A:

wget https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs -0
/etc/apt/trusted.gpg.d/beegfs.asc

4. FEITFMEEXH:

wget https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-noble.list -0
/etc/apt/sources.list.d/beegfs.list

() BIMEMSEATRER BeeGFS i, LUB%SHHI BeeGFS v8 FFiEEL £,
5. F14% BeeGFS EF I

apt—-get update
apt-get install --only-upgrade beegfs-client

6. NEFPIRECE TLS, ff/H BeeGFS CLI EE TLS, & #"/ BeeGFS 8 & TLS MN&E" " IIEEZ ik LD
Z TLS,

7. B5h BeeGFS B IHARSS :

systemctl start beegfs-client

16
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IIEFHR
SER R El BeeGFS v8 [5, BT T &< LUIIEAREE o
1. IR inode R A5 ZaERIMNTHIET =B, MREFER T EERSZ PR import-from-v7 IhEE, M
I B ohi AT I IR 1E

beegfs entry info /mnt/beegfs

2. ngIEFﬁﬁ_’ﬁ '5*[] =] *Tﬂk?ﬂ**ﬂ’lklu\ﬁ)lk/u\ Ey.jl' .

beegfs health check

@ R "Available Capacity"tEZE S BRI HTEIRE, ErILUIAZE beegfs-mgmtd. toml X
HHRE X B "capacity pool"ElfE, FEFEESENIFE,

HZEHAE B P AIPacMakerflCorosyncii {4l
TR LT BHHKHALERFRRIPacMakerfl1CorosyncER 4 &,

A
FékPacMakerflCorosyncRI AR EBFZ T #ThEE. REEHMEFIERECUH,

FHRTT %

BIVERMR G EARER. RALSTEXFAEE . SMALZHERCHNIE R, ASIEATERE
BIPacMakerkR A&, iEE MW ClusterLabs"F4kPacMakerE 2 AL LA BE AWM 575, BRITHERSEZ
HU\ 1ﬁq_LIJ-.E

* NetApp BeeGF SRR A Rz #FHHYPacMakerflCorosynci 4 €2,
* EBIBeeGFSXH A FifIPacMakerE B ic E AB B MHIE 1,
* ERLTFIETIRARFIRES,

REPFHR

W AEEMERFRRE T TR, WEHTAHER. ARRKEENRIINEE. BEIFMETREETHREA L,
?<$'1J7‘5/£TLM§$E¥1%%IE%JT_H\ HXRABHAREBIERRE, EFERELIEREITREESRAHINL,
R R ER R NB R ERI 7555,

1 BINERLATRENRS. 817 BeeGFSIRBHEHBET R LIETT. AXFAEER. FEN "OEEEIR

A n
IEN o

2. WFEALNTR. BREETERRAUFER (355 EBeeGFSARS
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pcs node standby <HOSTNAME>
3. BITUT®H<. RIETANRSEEEHRER:
pcs status

RRRFERT R ERRSIREN starteds

@ RIBERIEEA) IRSAUEFE/LNHI LW AR ERRKR T R MRBeeGFSIRSTIA
TR T R EBE, R SERRERE"

4. KA R ERIERES

pcs cluster stop <HOSTNAME>

5. A& 5 FHIPacMaker. CorosyncHlpcsiiftel:

() #eoEBssSRRERATR. U THSERTETRHEL SR EBRANRL,

dnf update pacemaker-<version>
dnf update corosync-<version>

dnf update pcs-<version>

6. T 5 _LEshPacMakerfEE#ARSS

pcs cluster start <HOSTNAME>

7. MR pes MG BEEH. BRKHERN T RHTEHRIE:

pcs host auth <HOSTNAME>

8. fEA T ALiIPacMakerfic B BT HAB M crm_verifyo

()  mEEmAgsmE. RBEWE—RE,
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crm verify -L -V

9. T RIBHFHIRE:

pcs node unstandby <HOSTNAME>

10. }EFEBeeGF SRS EMEMBIHEETI R

pcs resource relocate run

N WEBHPHNEINTREE RSP E. BRIFFET aEE1TArERPacMaker. CorosyncHlpeshids /gL,
12. &[5, 1817 "pcs status HIIEEE R TIBITIEE . H Current DC R 5FrEHIPacMakerhiz 4,

YR “Current DC #R & "mxy-version". NIFRREEFHIENT RNHTEETITHFIEIPacemkerhik
@ &, FEHITHER. NRFAARENT R EEMIMANEERZFEL LG, BEEEEH
HE. HSiflPacMakerZ1TitBAs A P15 LA T f2E MBIFH K0 &,

TEXMIISEE

EXMBEER. MEEHETRNRRBXA. TRaAR. RAEEEFSEMBE. RPacMakerflCorosync
RARZFREHRARE. WASAERLLS .

1 WINERLA TRENRS. 81 BeeGFSIRBHEHEET R LIETT. BXFAER. FEN "MEEEIRK

X o

2. XAIFRE T = EAVEEEE 4 (PacMakerFlCorosync)o

() mEmB). BOERTERE SIS WA S L.
pcs cluster stop --all

3. XAFMET R ELMNEERSE. RIBEMNERARS T 2 EAPacMaker. CorosyncilpesE L,

() weozEss RRERATIR. U THLERTIETRHEL SREBIRANRS,

dnf update pacemaker-<version>

dnf update corosync-<version>
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dnf update pcs-<version>

4 ARFRETRE. EFET R LEEEENG:

pcs cluster start --all

S. MR pes' MG B EEH. BEMNEHTHNE NN RHAITEHIIE:

pcs host auth <HOSTNAME>

6. &5, BT pes status HIITERERGITIER. HIREIEMAY Current DC’ PacMakerhZs,

@ YNER “Current DC #R & "mxy-version". MIFRREEFHIENT 2 {HTEIETITHAFIEIPacemkerkik
w, BEHITHE

EHX AT SiEA s E
BB TP BEXET 2 ConnectX-7i& 8088 B NI E .

LR

ESRETBIMLNX_OFEDIRZNIZERF. BRAMINEERIEEHIR. FIREREFH ConnectX-71EAL3E 4, ASIERRE
fEFANVIDIARY “mixfwmanager EARZF#HITIERREN. ANEZ TERERES,

FRERE

AERI T A EHTConnectX-7EECERE (FBIMM T /A IREIEFMMMNT REB B, RSB/ NERELNE
W5, ERITEMHERHZA. 1BIIE:

* RERTSITEHAOMLNR_OFEDIRTNIER, BB HAZER",
* &IBeeGFSX A M PacMaker LB B BE A B BMBIE DS
s ERATIETRE RIS,

B EHM S

EINEANVIDIAB “mixfwmanager S BIEF B#H T R AEACEs Bl ZEF SNVIDIABIMLNR_OFEDIREHFE
i?@éﬂﬂf—ﬂo FaEH 2z a1, EM TEIEECEMEHME NVIDIAN LS. HSEHEEESIXET S

3 FELABConnectX-7i&Ed28. 1EEA "mixfwmanager LES NVIDIATIE iR TE"OEM
%",
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RENEHM A

MNFEERMULT R EAHASR. BIERLILS R, ARSI N—RER— I XET R ERSERE .
IAEHASE B RES AR SR AMRIR K (BRI R LLERE IO,

1. E&}kﬁﬁﬂ\?%ﬁ%?&& 51 BeeGFSIRSHEHBEET R LIETT. BXIFHAER. FEN "OEEHIVK
2. ;\;_\?%()EE%EE’Jﬁ(#%’ﬁ#ﬁﬁ%?%ﬁﬁiﬁ\ RS M R HEFE (BT )G BeeGFSARSS

pcs node standby <HOSTNAME>
3. BITUT®<. RIETSMRSEEEHRER:

pcs status

HINSBRSEEAT R EREN starteds

@ IRIESEBE A/ BeeGFSIRSAJRERE/ LM HHE/ LD #9A BER EWIATI o S1RBeeGFSARSS
ARG TI R LR, BB WEHRER"

4. [FREMEAcaEE M mlxfwmanagero

mlxfwmanager -i <path/to/firmware.bin> -u

I FIZWEEFEHRY "PCI Device Name & MEHC2EH,
S. FRLAIEFEEREEMEACSS mixfwreset LUN FAETEH.

@ REEMGENH T FTEEMBMA RNAEH. BXES. BS W, "NVIDIAFmxfwreset[R
HIMNRBEEMER. BFRITERE). MAREESER.

a. {Z1kopensmfRss:
systemctl stop opensm

b. METEIREIMNE MATTLA TS PCI Device Names
mlxfwreset -d <pci device name> reset -y

C. BnfiopensmpRss:
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systemctl start opensm

d. EFi/Z5l eseries nvme ib.serviceo

systemctl restart eseries nvme ib.service

e. I E RINFERTINEREF .

multipath -11

1. 3517 “ibstat HIGIEPREERC R B T UM R HIE FhR 4517

ibstat

2. T = L BrhPacMaker&B¥ARSS |

pcs cluster start <HOSTNAME>

3. ETNRBHFNIRS

pcs node unstandby <HOSTNAME>

4. 5FTEBeeGFSIRSEMEMBIHEET A

pPCsS resource relocate run

MNEBRTFHNEITXHTNREE LRTE. BEFFEERSYIEENR NI,

M REBHEMGE

MNFRESM I T RIHASER. BIERILSE. WA RENUTRHER. BEEF - LHINITE. UL
F—M1RREERS FIEN R IR E.

1 WINERATRENRS. 817 BeeGFSIRBHEHBET R LIETT. AXFAEER. FEN "MEEEIR
"o

2. EREEMIXEDTRARZNTRETEREN. RIEEMIZT " EFE(355h) i BeeGFSARSS

pcs node standby <HOSTNAME>
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3. BITUT&H<. BIENRNRREESEHMR:

pcs status

HINSBRSEEAT R EREN starteds

IRIEEEF A\ BeeGFSIRS AJREREHMM IR D T A BEIRE /9 “Started FEIAIKTI = Lo W0

RBeeGFSHRS TEBED, BS N HIEHIFERE"

4. BERE THIFER,

pcs property set maintenance-mode=true

S. EFAFE MG EH m1xfwmanagero

mlxfwmanager -i <path/to/firmware.bin> -u

D FEWRESERHM PCl Device Name & MEEZESHY.
6. FRASHAEFEEST MEHCEE mixfwreset LN FFTEH

@ REEMENR DR EEMBA ENAEHR. BXES. HEL.
HIMNRFBEEFBR. BHRITERRBS). MAREESER.

a. {F1kopensmfRss:
systemctl stop opensm

b. METEIREIMNE MAITLA TS PCI Device Names
mlxfwreset -d <pci device name> reset -y

C. [BEflopensmpRss:

systemctl start opensm
7. 1&17 “ibstat HIIEFEEECERE S UM R E IR AT

ibstat

"NVIDIABImxfwreset[R
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8. T = _FBEPacMakerEBEARSS :

pcs cluster start <HOSTNAME>

9. T BN

pcs node unstandby <HOSTNAME>

10. EERHRHAHFRT,

pcs property set maintenance-mode=false

. SFEBeeGFSIRSEMEMEIHERTI R

pCsS resource relocate run

WNEHFNE I XM TREE FARSE. HIEFEERIBEH AL,
FRE-SeriesTZ &5

BERRBUT S EARHASRENERYITZERES LR 4

L7RU

IfafRHASEEE M INetApp E-SeriesTZEMET ISR FERRMEN. URRREMENESHNEZ SN, FHEETINEH
EHAEI SANtricityi2fER 4. NVSRAIDAIRENER B4 SR o

()  EATLEHAEEBHNOER FAREELT. BRI THATH RN EENE TP ER.,

RN RARTE

LIRS BHAR T a0{aE A "Netapp_Eseries.Santricity’ Ands12 LA UEER B ERT20EFE T I E S, TEHRSHR(EZ A1,
BEE" AR FEEN" U EME-SeriesRHi,

@ S EEM11.70.5P1 4K EISANTtricity OS 11.80 Bk, TENH#H—TFRZ . DMNAIEEME
FEBIFH£RZEI11.70.5P 1,

1. IOIEEAISANtricityiTHI T R 2 T EEFERRMBIAntsER HRES,
o AFFAEEHRMNES "Ansible GalaxiAl"F, &7 &<

ansible-galaxy collection install netapp eseries.santricity --upgrade
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o WFBRAMAL, IFM TEH W Etarball"Ansible Galaxia]", FEERIEHT S, AEHIT:

ansible-galaxy collection install netapp eseries-santricity-
<VERSION>.tar.gz --upgrade

BB ERERERE BXFARGEE ..

2. REFEEDIFI IR RN 2R R BN S T E
a. FEEMF Mo

* * SANtricity OSFINVSRAM:*SMnEl"NetApp sZ3Fih = "H T HIE A FIERF#EES 2 S BISANtricity
OSFINVSRAM: B HThR 2o

* IXTEhERElH . ~FME"E-SeriesHAE E b 2 "H T EE NMFAERT R EhE S RIS E o

b. & SANtricityi2ER LS. NVSRAIDFIIREN2EE 4 XA FETEERIANs AT 1261 =AY
‘<inventory_directory>/packages’ H &/,

3. MBEMNE, 1ﬁE¥ﬁ$E¥E’J"Andsess" BEXMH. UEIEMEREEEMNEMEEIIGATR). BXIES. 5SS
"Ansible;& B ELA"—

4. BREFLTRERS. HESBeeGFSIRSHNUTHEE TR L. BXFMER. BEBN "MEERH

RE" -
S. IERAMBIN BRI SR B F AP IR0 G S B B TP IE U

6. BIB— 1B AFBIANDSE FIF A update block node playbook.yml. fERUUTABIETIREF
fit. YESANtricitylRIERZ. NVSANH KIRshasEFAR A B PR BAIFHRER IR

- hosts: eseries storage systems
gather facts: false
any errors fatal: true
collections:
- netapp eseries.santricity
vars:
eseries firmware firmware: "packages/<SantricityOS>.dlp"
eseries firmware nvsram: "packages/<NVSRAM>.dlp"
eseries drive firmware firmware list:
- "packages/<drive firmware>.dlp"

eseries drive firmware upgrade drives online: true
tasks:
- name: Configure NetApp E-Series block nodes.

import role:
name: nar santricity management

7. BEmEH. BEMNERAndsuteiZf T ERTUTHS
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ansible-playbook -i inventory.yml update block node playbook.yml

8. TEMZIREFME. WIES M FEMETIRELFRERS.

0. REMBHAFRN. HRIIEHEDXLTRERS, HES M BeeGFSIRSHMUTFHEET = Lo
SR AN

SRR BNHERE RS

ST R 285 EIBeeGFSRSS-

LR

BeeGFSHRSZ BT LITESEBF RV R Z B THFESS TS, LUIBRE FiRseBE T R R EME BT ERITIT IR 4
IPRREIFRIX A RS, AN BEEREMNRERMEREEERRHET R ZBIFHEHRSHEMGE.

TB
BB EIRE

BEER B (T XIA)

BE. QEFEERRN AT RBENHTERN. BREENMNZT RE(S0EFE)FEBeeGFSARS . ELIMILE
B, AR T RETERRS:

pcs node standby <HOSTNAME>

WIE/EER pcs status BEREEAXH TR LEMBIIFIERIR. ErIUIREFEXALT /s HiTHt
B

HEEIRE (H R NHEE 2 fF)
HERIT S BeeGFSIRSEREIEIET mBY. 1BSIETT pes status HENRIIR"PERIPRSEEAER. A
KTREBEENBH. ERETHN. BEREERERSEHKANALE:

pcs cluster start <HOSTNAME>

TRENE. ERAUTHLREETERNRS:

pcs node unstandby <HOSTNAME>

Ria. EAUTHSEFEBeeGFSIRSEMEMEIEE ET A
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pcs resource relocate run

BEME (T RIINRERRTE 2 /T)

MRV RARERASEMSIE. HARR N BEpE N AR ERSEMEIETEENT R, UEEEREIE
REVEIE1RF, EMSHRIEZAN. BSE WEHR —T UMER RS HIREH R EMRER R, £
REWBHHEBITERR. ERIUSASHRITHERE.

MRTRAETRINSIT R EREREEE. WEBHRSAIKENEIEE. AEEAFRERUTHS
fET BN

pcs cluster start <HOSTNAME>

ETR. BFEEMRREEAEET RIREHLIER:

pcs resource cleanup node=<HOSTNAME>
pcs stonith history cleanup <HOSTNAME>

EHIIE pcs status TREBVBEBITIVERIF. BIAERT. BeeGFSIRSAZBERI#HITHEME . LU
BOMRHRFBLRBETRAFERNT R, A&FE. ERAUTHSEERTNFERFRREFEEETR:

pcs resource relocate run

%21 BeeGFSERSZZohEIEAXH TR

FiBeeGFSARSS KA MEIF XTI R

MREBXKAERNE M BeeGFSIREME AT =, HEEAnsibleBE. UEEHLIHERT R, REEHE
1TAnsible B Fifto

Flan. TELRBIXHER inventory.yml « beegfs 01°2i51TBeeGFSEIEIRSME AT =

mgmt :
hosts:
beegfs 01:
beegfs 02:

[REEIfF R fEbeegfs_02 EREIRARS AN EIRRERA :
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clusters-troubleshoot.html

mgmt:
hosts:
beegfs 02:
beegfs 01:

ImAT i BeeGFSARSZE TN EIE A X AT R

BE. MRENTRUEEHTHP. BREERBERBNSRERE D B #SIEREMSERE EFRERS M
ZTRBH.

MRETFEMERRFEZRE RS BB EMXET R 1BIE1T:

pcs resource move <SERVICE>-monitor <HOSTNAME>

BMIEE RN RRHEIRE, BRENESHE(IHIBeeGFSIRSZIEE IniTasR R, Flwl, &

@ %BeeGFSEIEARFE#% Ebeegfs_02, 1BIEIT: pcs resource move mgmt-monitor
beegfs 02, AILUEERITIHIRE. BF—IHZMRSMEEET RHEE, FARSKIE pcs
status BESEMTH R LEEHEM/BE.

EfiBeeGFSHRSBRIEEET R 15X BRIGIHNRFRRHEI(IRIEFEN S TMRSESLTE):

pcs resource clear <SERVICE>-monitor

Ale. HESIFBRSEMBERERET RE. BT

pcs resource relocate run

AR IS REMEREAS RN AR EMRS . MXLRSTUTHEET AL,
REEE T 4RI
B LEHASR B RSN SRR A A TREA B B LE B R

R

BERETHIPERSEZAMEERATE. HELEPacemakerfS sl I H A X EIBERTHNE IR, FiEXIRER
BEERET S EREETRES. THREREENIGRSIES R, NEETEAN. BiVE RIS aE:

* MBLEP. AIRE R E IR 4TI 5BeeGF SARSS Z BRYERS
* R R AR
* XTI REBERYS. ARSEMREEER,

BE. FIRERETHIPMRIIIE—RRER. LEERENIFMRERINEESSRLmN, MREHFNEITR
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FEVERE. BNEREPEN. RERB ERMEMEPE BRETRETERRSHE, FE8. &z
1TAnsible= BEPRERE T AR, UETHITRSHR 4R, SEARMEEEN.

TE
BOEEHEEATHMRI. 15i51T:

pcs property config

It maintenance-mode WIREFEITIER. WASEREM. NREEHLUFATEIMER, NZBMERE
A Ctrue. BEEA%HIFEN. BIE1T:

pcs property set maintenance-mode=true

ERI LB B TpesASHBRAME RRER"(AFRE)"RH#THRIE. BEEEFREEIFRI. BE1T!
pcs property set maintenance-mode=false
(FLEFH B
IERFIEMEIHASEES
1R
AN BUEIE R XA ENS5IBeeGFSER. RIREREFITIIR(FRIR AR BIFRSHEFNEHIEF O
MERZiEE S,

TR
MRETFEARREEELE 1 BeeGFSERBH XA, NKIZTTARERS:

pcs cluster stop --all

WA LERENM R LFELEEREZEHRRSEEERZIS— I TR). EENEREZTRETERNRS(E
DR —T):

pcs cluster stop <HOSTNAME>

BEMET R EESIEBERSMIR. 51517

pcs cluster start --all
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HERAU T ERETN R BRSS!

pcs cluster start <HOSTNAME>

B, IEEBIT pes status FHHIEEE#HIBeeGFSIRSBRREAFMBE TR LBE. UKRSZESEETHAT R
+£iE17,

RIBEEF AN, BIEHTRERE/LNHR/LHA BEELEHETRAIPERD pcs status, W
RECBIED . BESTCU+CEUEM S Z RIS RIIEHMNES I TR, AGER pes status’

EEHZT R EHIEEEIRSS (Corosync/PacMaker)@ B{H7EIE1To  “pes cluster <COMMAND> & 1]
PUMEB DA T E RSN EAT R EOEBEIEEREHNER, FoiaARRER ik, ARH<S
R SER el A A EFTE T UE L EARIRARS

BRXHTR
INRIRIGARS 2L IMBLE. BERXAFTRo

pu

TR T BIERTIXATRAIENTE. UTTBREXGT RERAREmE MR, HERHE
R4 R0

TR

1. YIEERAT R FHIERIRT S NFERNENFRE k.
2. EXH TR EEMTRRERA. SERNRed HatiTid,
3. EXHT R LR EEIEMBMCRL,

4. MRFEHNA. IP. PCleEZHEIEOMAEA XA T AR ERMEMEN. BEMAnsblei5R, BE. WM
RN RAEERNEERIRS SFEMS. MEERNRRIIENEEE. NWAFERITIHR(E,

a. N, WRENBREENR. FLIB(EHESRZ)TRIBBEXMH (host_vars/<NEW_NODE>.yml ). A
[ETEAnsibleEBEXHH (inventory.yml). T RHNBMERAHT LB

all:

children:
ha cluster:
children:
mgmt :
hosts:
node hl new: # Replaced "node hl" with "node hl new"
node h2:

3. MEEPHNEM—I T =, BRIETS: pcs cluster node remove <HOSTNAME>,
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ORR =G =ar T
6. EAnsiblefZHlTim L

a. EARMIFRIASSHESA:

"ssh-keygen -R <HOSTNAME OR IP>"

b. FERAUTHLABIRT RECETEIESSH:

ssh-copy-id <USER>@<HOSTNAME OR IP>

7. EFEITAnsibleBEFA LIBCE T RIS ELR N &85 -

ansible-playbook -i <inventory>.yml <playbook>.yml

8. ItAY. 1HIETT pcs status HRIEEEMRMT RIERS EFIHHETEEITRS.

i R dE R R
TES BN BRE o

7pu

TR T JHEBeeGFS HAS B A/ B S FIMIAT, B, A ORI RINSMIERA 4RI ERF K
N XEAFBERRR N XATNRIRENHANBAMNS. MRFE. T LURNEMIBRE NS T R (EE S
BIRVEEETIR)o

QIES:= YIRS
AREIM

B ARINE ZAMRY BEHE—NEBENEE, FRZE. BFIEEMMHAEREPEHT AR/ IRAHE
B, HBEESENAIMAHAERRNIT SstIEMMHAER, B8, SMUHPHe SR I XETS. 8810
EENRNTRBAZITRETFEILGH). BNHRKESTNEMR). FFERIEFR. aIUEBENT
BEMRIN— N REITEAIBeeGFSARS M "Tiebreaker "1 m. WNREEEHITULIEZE. B RNetAppZiF
glzl\jo

EREWM Y RER ., BICEXLEMRG AN EMTERRARREEHE K, fliN. MREE—"TR&EE. HE
FEBMEN TR, NENERBo—MBIHAS R,

BigE. —'BeeGFSXHRAAILUIRZ MRIIAIHAREFHM. XiF. XA RFLE] LAREY
. I R EHAS B A RV I/BR RS,
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p

EEEANMAME. EFE “host_vars AT M RAIRTI R (E-Series[F5!) I . FERXLEENA
BMURZQZRFHRRAMEFEFR, “group_vars FEAS MR REVEBBNIX 4. ERAEENENE
KFMER. BER—T,

SIRIEMIIXMHE. RFEERALENSITELANA:

ansible-playbook -i <inventory>.yml <playbook>.yml

MEBFRMIFRA
EFEERAMHN. FEFIC—LEEFH. fla:

* R HIEETITHEBeeGFSARSS?
* RERRXATNRER. R ARMINEFRIX AT R?

* MREFEABNANG. BENBERNANG. SREISEEPHNIET AR, EREMEIFHBeeGFSX RS
B HEhFERS?

* BEAULEFEEREAEXMER. HERSNELFEIRER F#HT?
* ZAHRSEEERF. HECEETEBEFBATEDIRSHESIE?

FF R RERVECIR RAIFRRRVGRALINSE TER. FEILIBEXRNetAppZ 58RI ). LUERATREBRIBERIIFRME
KH8RE H & B SE M AR (£ 5RBK

B FEHEPR

XfBeeGFS HASE A1 THIZEHR.

HBEIR

T BT & S LR ADE (TBeeGFS HASERIBY AT AL IO ELAD ST 1 ELHHT AR i

BEHIERER

IEEAERINAERS

HTRBINMEBHBERSEES I TR F—FPNREEEHELERIIETEMRZRMEE pcs
status. MRHMNTHARBEERFEAEST—TNRLEHRSEH. WEEFZETERNRS,

BE. T—F2FEREEE P systemdAE journalcetl HERER—IXHT S L FrET 5 LBPacemaker
HEMHRED), MREEREMFEARE. WA UEAEKRIEZ i BIEREERINEVIRRI+25):

journalctl --since "<YYYY-MM-DD HH:MM:SS>"

UTFENERTEAUERSHEENELXAE. UH—T 5 NAEEE.
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BEMRRTE
F1F . 10EBeeGFS KT R IMEIFIE:

INREEIL 5 2 HBeeGFSmERM AN, NNEIHIRUWRAR. BREHITF—).

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -1 unexpected

[...]

Jul 01 15:51:03 beegfs 01 pacemaker-schedulerd[9246]: warning: Unexpected
result (error: BeeGFS service is not active!) was recorded for monitor of

meta O08-monitor on beegfs 02 at Jul 1 15:51:03 2022

EARRGIF. BeeGFSHRFZ meta 08EEMERELIL, BUHEHITHIERPR, FKIIN/Eohbeegls 02HER(T
MRS BE /var/log/beegfs-meta-meta 08 tgt 0801.loge. U1, BeeGFSARSS AIREH T INERIR S
R 5T RIREME R N AEFEIR.

5Pacemakerf B HERE. BeeGFSIRSHIASEAZ R AEEBHFTHMET R. BFEXER
BHpEiE. SERIETRPRXEHENES.

R A REIR S RIIR R ELFE
* TR EAR!
° AR . JRTAMIEIRE
° PR
" MRS EEERAXA TR LB BRIARTRIEITRARE.

* NERSHEEEMAAREELE MG RIFERT R fRRE. FI40. InfiniBandiEECe8 a4tk th
S (o

* TIEIE]LE !
° )RR ¢ B UG TIEED Ik BeeGFSARS AIIEACER IR X
° ERFEHERR:
* MRZSNFBEXATRRERM., BRERTEEBeeGFSEF RN X RALGNMER IR

F&o
* NEREFAEMA AR ML X AT RIGRE A iRV, fllinfiniBandi&Aces si4s 4 HIl
I,

* BeeGFSARSZ R TFIENRE!
° [AEEIR . BeeGFSIRSBIM=ZLE,
° ERFEHERR:

* EREEIRNIXA TR E. RERENMNBeeGFSIRSMHAEUEEEREIRGHE . MRREXM
1558, 18MINetAppZHFERI JEIE—1EMGI. LUMER] LUAER B 5.

* 1R BeeGFSHERXRIREEMEIR. BRNEHERAEUESsystemd2H IR T RS ELENEREA,
ERLBERT. BeeGFSIRESTREEENSEHEER L ZHIERERERBIW. EAEBITE) ki1l
-9 <PID>) o
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F2d RETRESRINSHER

MR EAE T —LEREGEGHRIEGIN. RATREBRIF) A ERNIZEE R EMBEREFEERR . BeeGFS
BEREFSIREREIR. METHIENR. WENEE|Pacemakerk HEVER. BHETTREIESK:

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -i <HOSTNAME>

[...]

Jul 01 16:18:01 beegfs 01 pacemaker-attrd[9245]: notice: Node beegfs 02
state is now lost

Jul 01 16:18:01 beegfs 01 pacemaker-controld[9247]: warning:

Stonith/shutdown of node beegfs 02 was not expected

#5345 WifPacemakerEHAEBREET =

EFRERBERAT. B#NERIPacemakerSidfEBE T a. URITERE LR (FBYEEEERBENLAERR
8):

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd([9246]: warning: Cluster
node beegfs 02 will be fenced: peer is no longer part of the cluster

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Node
beegfs 02 is unclean

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Scheduling

Node beegfs 02 for STONITH

NRIEEIREMIIERN. EREINMTER:

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
[2214070] (call 27 from pacemaker-controld.9247) for host 'beegfs 02' with
device 'fence redfish 2' returned: 0 (OK)

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
targeting beegfs 02 on beegfs 01 for pacemaker-

controld.9247@beegfs 01.786df3al: OK

Jul 01 16:18:14 beegfs 01 pacemaker-controld[9247]: notice: Peer
beegfs 02 was terminated (off) by beegfs 01 on behalf of pacemaker-
controld.9247: OK

NRIFHIREEEMRREKXK. NBeeGFSARSZFTLATES— ,.“J:E%?F'Eb\ LU G H BREUER R BY XUB
YNRFFEIRE(PDUSBMC)REIARIEECE A S MiZin) @t 7f< RRmETREE,

iR R BRI (L T pesIRSHIEER)

INRIZ1TBeeGFSIRS IR A RA EMIE. BeeGFSIITeRFARRIKIEIZE, WRAEXMIBENR, KA
RYIH KRB FRIRIE pcs status, BNEFHEXIMARIEND B 1HHIIMNIERZ EHHETRE",

BN, BEREERMER TR ZRIEERK .
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BEMBRTE
=1 WNEERARSAENIENECK ARSI . FEEEMBIREEBHEIEMT R0

REFEAEILEMEEAEEIRE. 80 REAEEELEE CHEED A MHARESREEEENE, 15
AlZ. FAIRIRedffishfREAEKREMNRFIRERK. BEEHETAERE:

* fence redfish 2 monitor 60000 on beegfs 01 'not running' (7):
call=2248, status='complete', exitreason='"', last-rc-change='2022-07-26
08:12:59 -05:00"', queued=0ms, exec=0ms

MRFEEAERSEMET R LR RIBERK. WAL 1ZT R LiT1THBeeGFSIRZIEIEREZ. RE
FEE—TREARET R EBEERBEIRIE,

FRRT IR
1. NREBRIBBAEATE SN HAB LT R LEIET. BREXET SRR EZIRENRIE. HIOIERS
EAnsible BB IFRILERE I,

a. a0, WRRedsfish (BMC)FRBEMRIESEARBENTRETER—I TR L. MEERREENBMC
IPAIFE—MIEEZEO . NFELEREIRVEE R R A FXMMEO ZEH#H1TE(S (LB LE KRR ).
FINBERT. HARBSEZHRBREEARRKRENTR ELRERERE. BEEREB/EEFIESAE
XFE S,

2. fRRFRAIREG(SE MR AR P2 IGETHY). 3EIB1T pcs resource cleanup EBEKMAIZEIRIE

o

17=2. BeeGFSmizastuNElaJdimid HAtLHERL%. EHTREMER. HRELEZE_LT R LB

NREEAREBKRELERFERIET R LFLEGEE & A ME) S ERERE D). WRATEHNREREETE "R
TR EBFIRISHIER, .

* ZRTRER.

* YREE P ERCE PR KA RASIEIPA{FBeeGFSEIRRIRE,

ARG

1. W FRMHFRIREROE N FE!
a. IRV R IRIRIF N B ThiRFo
b. 1RIEHIHIER IR EPIE R RN EN T R

I ERHBIERSEIETNABREERRIEMIMEE, 190, 0RBeeGFS IPHIE(FHNIP)TTE
Bzh. BEWINEDE — R EOBER/BAH EEE R EMRIMEZIH. NRBeeGFSHR(IR
IRBERTIE)LERE. BRIES BIRRAT REWIEERRTIRIEEE. HRBRTRERIETT
IE&,

C. WIFRKBEPAERINRIRIE. HBEHREFEREAPERARLERRE . BIERSNetAppH5Ei 1 —ie!
BEFIHITIAE. ARBHRSUEE. RAUTTRAIRRZERAERE 217(Root Analysis. RCA)ZEF
R APk %/ AR RE,

2. FRRAEISMNEBIE) NS -
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a. MAnsible inventory.ymIX 4 ERIEFrE AL E TENT R, AREFIEITEMNANsble KBS FAf .
LBRE AT = EIFRISEFE BB E,

LR EPRETRARFAEESIFHITHRENRER. BSIEBENXET REERHAENE
THBEF o

b. &, EHAIUEAFohREEE:

I FERAUTHSBRAERN T RERHRBEN: pces cluster start <HOSTNAME>

i. ERALL T2 BRFIERMIEIRIZIE:. pcs resource cleanup

iii. JBZ1Tpcs IREFHIVIEFRE RS B S IRTnEAE 5.

v. INRFEE, J5IB1T pcs resource relocate run BRBEBEEHEEDR(EIRE).
= il
BeeGFSIRSZEIE RN AR B TH RSB EMRE
AIREAYIRIEHEIR ¢ pcs resource relocate B{THRLEMIT. EBMKEINTERK.

*PMAIHRE : *IB1T pcs constraint --full FREIDAKEMMELIR pcs-relocate-<RESOURCE>,

*YNEIfER: *IE1T pcs resource relocate clear AIREINIEIT pcs constraint --full URIEES

EMIFRESMNILIER,

PRREERE. LTpecskEH—1T S 2" "standby (on-fail)"

BIRERVIRJRHEIA ¢ PacemakerFo AR IHHIAMIE T R AR E R IR EFLE,

SN{AIRRIR :

1. 817 pcs status FHEERHKBEEFER"BH"HETHIRNERMZR. HERREMF,
2. BEFETHAMERN. 15517 pcs resource cleanup --node=<HOSTNAME>,
TERERINGERSE. NMRBATRE. WFEFRRFUpcsikE 2R "started (on-fail)"

*AIRERYIEEUEIR | *RET DR, AR THERTS. EPacemakerBARIETT REG EMRB. AEXME
RNREF EREEEEF HHFTAEREAIERNRERER (f30: PDUBSMSEIFIERE).

SN{ATREIR :

1 BT RER B R,

@ MREIEEN T REFFERXHA. BIEESTEERSUFR. WL EBIRRIT/ERR

%o
2. FEhtfiAbRE: pcs stonith confirm <NODE>

LB BRSNS FEREHES — M BEITEENT R LEHBE,
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® R HBRESS

BEHELHE 1 BeeGFSARS

BHE. MREFEEEME5IBeeGFSIRS(HIEN. AT EFEREE). MBI EHAnsibleid BH BT TRERF M
KIEMUILIRE, ARLEBRT. JRFEENS B TRS LIIREFEAFFRE. FINELBSIEREIMESR
FRHENHBRFMET.

@ Eiﬂﬂﬂﬂiﬂ%ﬁﬁ??'sbﬁﬂi%ﬁbﬂ§|JAnsibIe5%$EP\ BNRBE T RIEITAnsibleIBE AR BT IR RIX LE T

I HARGAIERINE RS
YNR171EBeeGFSERS T AERMECE IEMEMBIRINIL. BAIFEBFETHIFIRIN. LUBI1EBeeGFSIaizas
WNZIARS EFLEHRA T EERIERS !

pcs property set maintenance-mode=true

MNRFE, B MRSEBEHITEMER /nnt/<SERVICE _TD>/_config/beegfs-.conf (fl30:
/mnt/meta 01 tgt 0101/metadata config/beegfs-meta.conf). AGEMsystemdEMBIHE:

systemctl restart beegfs-*@<SERVICE ID>.service

Tffl systemctl restart beegfs-meta@meta 01 tgt 010l.service

W2 R R E RS 5D
MREARROHEERS IR ERRE ERSEIMFLEEIWN. BEAAZERES). HEBELTFLPEOMA
BEN. NRABANBEEHRBRIRS EN/S5BeeGF ST ZzAA

pcs resource restart <SERVICE>-monitor

Flen. EEHSoIBeeGFSEIEARS. BMITUATIRIE. pcs resource restart mgmt-monitor
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