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EEILUEAUEF IR B (LARTFRAIBIOS) S ¥ ZBMCiE (RYRedfish APIECE RGTIRE. RAIRERBIEXHT
REARSHRE SR

BT HRINAEEBEIER Lenovo SR665 V3 XM T RHARIRE, BSH"HEASIEERE"

3. %%t Red Hat Enterprise Linux (RHEL) 9.4 HECER T ERBIEERAANENBINEZ RO, SIEFKE
Ansible #£H75 =AY SSH &%,

tEY. BT EAInfiniBandig O _EEEIP,

@ REFRERTE. BREETRETNBRIAFRS (FIMNH1-HN). FHRRNEFHREN L
SERBVES . MAZ BB EN _LTTREIES

4. {#F Red Hat Subscription Manager JFMHITIHRL, UAIFME S Red Hat IFEEZERENIEE,
HIEEFRHIEZZ1FH Red Hat fiids E: subscription-manager release --set=9.4, BXt
B3, SR " EMFITTHIRHELA S 1 "SNAIFRHIEHR"S

°. BRBaEYRMEMBERHERIRed HatfF i,

subscription-manager repo-override --repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1

6. A" BT RiEEC R E e RIS FTE HCAR 4 EH Bl P B INAURR A AR Z K,
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curl --request PATCH \
--url https://<BMC_IP ADDRESS>/redfish/v1/Systems/1/Bios/Pending \
--user <BMC USER>:<BMC- PASSWORD> \
--header 'Content-Type: application/json' \
-—-data '/{
"Attributes": {
"OperatingModes ChooseOperatingMode": "CustomMode",
"Processors cTDP": "Manual",
"Processors PackagePowerLimit": "Manual",
"Power EfficiencyMode": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors SOCP states": "PO",
"Processors DFC States": "Disable",
"Processors P State": "Disable",
"Memory MemoryPowerDownEnable": "Disable",
"DevicesandIOPorts IOMMU": "Disable",
"Power PCIePowerBrake": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors DFC States": "Disable",
"Processors SMTMode": "Disable",
"Processors CPPC": "Disable",
"Memory NUMANodesperSocket":"NPS1"
}
}

v

BXRedfishiIZHIFAER. BEZI "DMTFRILE"

R EAnsibleiZF| T =

BIREAY BITHI TR, BUIEE —8 I EHWEN. LUERRISEE WK ihn hE
FNetAppHIBeeG FSﬁ@H&E%‘&B%E’\JFEE SAHFIIRTI o

EEE=N "}S‘Z*EX"Tﬁ?LlME’JEMfF@H&ZISE'J%EO UTFHBEEUbuntu 22.04 E#1T 7R, BXEZELInUXRIT
REVSFEL T, BB "AnsibleS 14",

1. MERAnSIER 26T = RELITPythonHIPython EEHAIF R ER 4 B

sudo apt-get install python3 python3-pip python3-setuptools python3.10-

venv

2. Bl Python FEMIFIE,
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python3 -m venv ~/pyenv
3. BUEEINIFIE,
source ~/pyenv/bin/activate

4. TERUEREIF IR R REFAFEBIPython R B,

pip install ansible netaddr cryptography passlib

5. f£fAnsient GalaxyZ#BeeGFS&E S

ansible-galaxy collection install netapp eseries.beegfs

6. WIFER#EMAnsient. PythonhrZ4sHIBeeGFSEBRESILAT HAREZ K",

ansible --version

ansible-galaxy collection list netapp eseries.beegfs

7. IGBETLZBSSH. LA iFAnsientMAnsientiEHl T =157 i2BeeGF ST =,
a. MRFE. FAnsH THIT R EER—AHEH,

ssh-keygen
b. HENXHTRIGELEESSH,

ssh-copy-id <ip or hostname>

@ Do * not* set up passworwless SSH to the block nodes. X AZ . WAREHEMN.

tll7ZAnsibled

EEXS{#%DH%%ME’JEE%\ FEIE—Ansible’ER2. BTFRTEEFENBeeGFSXHR
JI..o /ﬁﬁ"@}%}ﬁ\*ﬁﬁ BeeGFSS'Z{fF%»LE’JIm\ H*ﬂzio
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1. ZAnsibleiZH T = b, WEERFFMEAnsible’F BB FMXHE R

FRIEZEEA. SNELD BPRIFAIAEXAENERURESES BISEN T I E R,
2. QIBLUTFER:
host vars

group vars

LRI

3 NEBERURTEAR, FETEBANST FHI X TNERRAXEFER R Asble Vault il
AE"):

a. BIEFEBR group vars/alle
b. FERH group vars/all, BIE—MRIZANERXH passwords. ymle
c. FARUTARBIESR passwords.yml file. RIEENEEEIRFrE AR JIMNBRESE:
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# Credentials for storage system's admin password
eseries password: <PASSWORD>

# Credentials for BeeGFS file nodes
ssh ha user: <USERNAME>
ssh _ha become pass: <PASSWORD>

# Credentials for HA cluster

ha cluster username: <USERNAME>

ha cluster password: <PASSWORD>

ha cluster password shabl2Z2 salt: randomSalt

# Credentials for fencing agents

# OPTION 1: If using APC Power Distribution Units (PDUs) for fencing:
# Credentials for APC PDUs.

apc_username: <USERNAME>

apc_password: <PASSWORD>

# OPTION 2: If using the Redfish APIs provided by the Lenovo XCC (and
other BMCs) for fencing:

# Credentials for XCC/BMC of BeeGFS file nodes

bmc username: <USERNAME>

bmc password: <PASSWORD>

d. #R#B127RIE1T "ansible-vault encrypt passwords.yml 1% B 125255,
F24 . NENMXHFMRTREXE
EXEATS BNXHTH RMEMEGT RIERE.

1. T host_vars/ F. B A<HOSTNAME>.yml E M BeeGFSX 4T REIE—IMXHF. HFEEUTAR.
BRI R B XBeeGFSEHIPHI T NS BHRLERENEN B BIERNABTHFRE,

B X1 REOR RS ALY HAaYE FRILEC (51 40ib0EKibs 110), XL B E X RFFEFHITRE (545
EXNNRATFHREXHT RREE]



ansible host: “<MANAGEMENT IP>"
eseries ipoib interfaces: # Used to configure BeeGFS cluster IP
addresses.
- name: ilb
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
- name: 1i4b
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
beegfs ha cluster node ips:
- <MANAGEMENT IP>
- <ilb BEEGFS_ CLUSTER IP>
- <i4b BEEGFS CLUSTER IP>
# NVMe over InfiniBand storage communication protocol information
# For odd numbered file nodes (i.e., h01l, h03, ..):
eseries nvme ib interfaces:
- name: ila
address: 192.168.1.10/24
configure: true
- name: iZ2a
address: 192.168.3.10/24
configure: true
- name: i3a
address: 192.168.5.10/24
configure: true
- name: i4da
address: 192.168.7.10/24
configure: true
# For even numbered file nodes (i.e., h02, h04, ..):
# NVMe over InfiniBand storage communication protocol information
eseries nvme ib interfaces:
- name: ila
address: 192.168.2.10/24
configure: true
- name: iZ2a
address: 192.168.4.10/24
configure: true
- name: i3a
address: 192.168.6.10/24
configure: true
- name: i4da
address: 192.168.8.10/24

configure: true

RO EBeeCFSER, MUTUEEILILER, WEA RTINS SEEIPHELE,
() eEAFNMe/BRERIPAIP, XEXTN. UEXLEEREBEREN. FEFRHUE
BHBIE,



2. 1£ host_vars/ F. AR A<HOSTNAME>.yml' BE " BeeGFSIRT RBIE— X4, HERAUTABIETTZ
X%,

BRAEEE X UT RS BRERNFEMET R MEETNATAER,
MFEMRT R SIE—IXAH AR NMEH B EENA)Z—EE <management_IP>",

eseries system name: <STORAGE ARRAY NAME>
eseries_system api url: https://<MANAGEMENT_ IP>:8443/devmgr/v2/
eseries initiator protocol: nvme ib
# For odd numbered block nodes (i.e., a0l1l, a03, ..):
eseries controller nvme ib port:

controller a:

- 192.168.1.101
- 192.168.2.101
- 192.168.1.100
- 192.168.2.100
controller Db:
- 192.168.3.101
- 192.168.4.101
- 192.168.3.100

- 192.168.4.100
# For even numbered block nodes (i.e., a02, a04, ..):
eseries controller nvme ib port:
controller a:

- 192.168.5.101
- 192.168.6.101
- 192.168.5.100
- 192.168.6.100

controller Db:
- 192.168.7.101
- 192.168.8.101
- 192.168.7.100
- 192.168.8.100

B3P EXNNAFHREXHNRT RNECE

TR AR S AN NI R 7E group_vars' FEX —HENMBAEE, XFFAUMLEES MIBESFERAH
?@E%o

KXFIAES

ENMAILMIFZNAEP. BITH. Ansible R E ENBAI EM ARV EEBLETEEHTZEN. (BX
XEAMAFAER. S RBAnsibleX s "EHTE")

FNEIEDECELPRAIAnsible’FEX 4R FHITEN . EXHFEZIRET R HERENEIE,
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4 group_vars/all.yml*:

ansible python interpreter: /usr/bin/python3
beegfs ha ntp server pools: # Modify the NTP server addressess if
desired.

- "pool 0O.pool.ntp.org iburst maxsources 3"

- "pool 1l.pool.ntp.org iburst maxsources 3"

B4 EXNNATFHREXHTRIVEE

XHTRNEZEEER 9 ha_cluster IAARE N, ATHIT BRWERN B E7E group_vars/ha_cluster.yml®
XHFHHEEE,

g
1. FEXHTRER. EXFIME. BFEREXHET R LR sUdo AR,

### ha cluster Ansible group inventory file.

# Place all default/common variables for BeeGFS HA cluster resources
below.

### Cluster node defaults

ansible ssh user: {{ ssh ha user }}

ansible become password: {{ ssh ha become pass }}

eseries ipoib default hook templates:

- 99-multihoming.j2 # This is required for single subnet
deployments, where static IPs containing multiple IB ports are in the
same IPoIB subnet. i.e: cluster IPs, multirail, single subnet, etc.
# If the following options are specified, then Ansible will
automatically reboot nodes when necessary for changes to take effect:
eseries common allow host reboot: true
eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep
eseries nvme ib.service"
eseries ib opensm options:

virt enabled: "2"

virt max ports in process: "QO"

@ R ansible ssh user B&RE root, MBILUEFEER,
“ansible_become_password HIEEITIZERFMITIETE --ask-become-pass’ &I,

2. (AR)ECES AN (HASEERBM. HAEBERNBERERF,

MRERAEBIPIFUFR. MELNEFERIAE beegfs_ha_mgmtd_float_IP', X5 G
71BeeGFSEIEZR RARERNANB LA,
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£/ beegfs_ha_alert_email_list {6 — M2 RAZWE B B EIRAVEB FHB1

### Cluster information

beegfs ha firewall configure: True

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

# The following variables should be adjusted depending on the desired

configuration:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: "{{ ha cluster username }}" # Parameter for

BeeGFS HA cluster username in the passwords file.
beegfs ha cluster password: "{{ ha cluster password }}" # Parameter for
BeeGFS HA cluster username's password in the passwords file.
beegfs ha cluster password shab5l2 salt: "{{
ha cluster password sha5l2 salt }}" # Parameter for BeeGFS HA cluster
username's password salt in the passwords file.
beegfs ha mgmtd floating ip: 100.127.101.0 # BeeGFS management
service IP address.
# Email Alerts Configuration
beegfs ha enable alerts: True
beegfs ha alert email list: ["emaillexample.com"] # E-mail recipient
list for notifications when BeeGFS HA resources change or fail. Often a
distribution list for the team responsible for managing the cluster.
beegfs ha alert conf ha group options:

mydomain: “example.com”
# The mydomain parameter specifies the local internet domain name. This
is optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com) .
# Adjusting the following parameters is optional:
beegfs ha alert timestamp format: "%Y-%m-%d %H:%M:%S.3N" #%H:3%M:%S.5%N
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
# 5) high-level node activity + fencing action information + resources

BA TR, BUEH§BeeCFSX I RYY RIS M HARE 2 S
(i)  #%. beegfs_ha_mgmid floating ipIFHEE. HEEEHAEREERELIMIBecCFSER
s, FHERE— T ERERMNEEES.

3. BLBMRBENRIE, (AXFAEER, B3N "7£Red Hat High Availability £ R EIEE", U B ERTE
BENREERENTA, ERUTERZ—,

T ED, FEE:
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https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
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e BINERT. RELATERARS. BERFERERE _agent o
° #£'PCMK_HOST_MAP 8 PCMK_HOST_LIST F$&5EH <HOSTNAME> %415 Ansiblei’ B FREI 4]

AR Lo

° RAHENERRERIIE N Tz17BeeGFSERE. NEREETIFIREF, XERKEE LENTHIER

L BeeGF SRS (BIERIGHFEMARRRIXR) A RFER MAEHEEZN. FEFEZSITRH
EIH RSB RAFIAHEMAFERRIMT AN, NRHNEARE. ESi%BeeGFS HAR®
BN BERm A —A%EBE. F7E ha_cluster_crm_config_options["stonith-enabled"] #

¥ beegfs_ha_cluster.yml 1& & Hfalse,

° AILMERZ I TN RAANEEILE. BeeGFS HAB BRI LIECERed Hat HAX {4 B 17 o] R RYE(T

RN, WRATE. BEAEINEETEIRUPS)SHIZRECE 2T (rPDU) TERREAIE, EAER
LIRS T FLREAEGIEREERTTIZS(BMC)H RS BFRENEMITAETILE) 8T AN
NZPRESIE R,



### Fencing configuration:
# OPTION 1: To enable fencing using APC Power Distribution Units
(PDUS) :
beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: "{{ apc_username }}" # Parameter for APC PDU username 1in
the passwords file.
passwd: "{{ apc password }}" # Parameter for APC PDU password in
the passwords file.
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>"
# OPTION 2: To enable fencing using the Redfish APIs provided by the
Lenovo XCC (and other BMCs) :
redfish: &redfish
username: "{{ bmc username }}" # Parameter for XCC/BMC username in
the passwords file.
password: "{{ bmc password }}" # Parameter for XCC/BMC password in
the passwords file.
ssl _insecure: 1 # If a valid SSL certificate is not available
specify “1”.
beegfs ha fencing agents:
fence redfish:
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
# For details on configuring other fencing agents see
https://access.redhat.com/documentation/en-
us/red hat enterprise linux/9/html/configuring and managing high avai
lability clusters/assembly configuring-fencing-configuring-and-
managing-high-availability-clusters.

4. FZELinuxiRER B AR INAIEREIRZE.

BATZAFRRKMEESHNRNKEBEETRY. BEHLALLEEESISE TEHHENERINZE,
It XEENEET7EBeeGFSARH. BRINBRTAZEBA. UHERAF THRNYATHEXHRSENIEE,

ERAtRERE. BiEE:

### Performance Configuration:
beegfs ha enable performance tuning: True
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5. (AN E A LIRIBEE A Linuxi2ER PRI REIATE S,

BEXAAENREESHNTETIR, 155 0IFBeeGFS HAR BRI 4R IAREIAE IS "ERYBeeGFS
GitHubi5 "o TM%%H:S‘(#F‘JZ%A“55’]3‘(#¢$E¥¢Fﬁﬁﬁ§ﬂ’\]%ﬁkfﬁ host_varso

6. BETERT SMXHT S 2B LIS EM200GB/HDRIERE. & HANVIDIAFBRME L9 %
FR(MLNR_OFED)FHHAKI FMEIE2E (OpenSMYBR B, FFIHAIMLNR_OFEDARZS "X R ER" 5
EINHIOpenSMER G BRI —iC, BAZIFEAAnsimplyIHITEE. BEXAAEFFEXETa LR
H#EMLNR_OFEDIREHIZFE o

a. 7 group_vars/ha_cluster.yml' FiEZ U T2 (IRIBEZRERGE):

### OpenSM package and configuration information
eseries ib opensm options:
virt enabled: "2"

virt max ports in process: "QO"

7. BEE udev M. LUARIZIEInfiniBandif QNIRRT SIKEPClei& & HIBRET —E,
‘udev #MN3 F FH{EBeeGFSX 411 m IV E MR SZ 25 F B HIPClethF b Kid A ME—RY,
FHFERIENXEGTH R, BERUTE:

### Ensure Consistent Logical IB Port Numbering
# OPTION 1: Lenovo SR665 V3 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:01:00.0": ila

"0000:01:00.1": ilb

"0000:41:00.0": iz2a

"0000:41:00.1": i2Db

"0000:81:00.0": i3a

"0000:81:00.1": i3Db

"0000:21:00.0": ida

"0000:a1l:00.1": i4b

# OPTION 2: Lenovo SR665 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:41:00.0": ila

"0000:41:00.1": ilb

"0000:01:00.0": iza

"0000:01:00.1": i2b

"0000:21:00.0": i3a

"0000:a1:00.1": i3Db

"0000:81:00.0": ida

"0000:81:00.1": i4db
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8. (AI%E) B TR BAMEIREE,

beegfs ha beegfs meta conf ha group options:
tuneTargetChooser: randomrobin

EIIEMIRH. @ E A Randomrobin KRR XA 1E 4 REE AR BRIEIIY S D R TEFR
ﬁBeeGFS?’_ﬁ%E*TJ:(E?QE/’E/J”JlTEI’Jﬁ*EHEM\ 155 1BeeGFSih = " BeeGFSA LT

@ EHENR") o EXRMERBERT. XAESSHESRENENAZLZERRE . MMttES
BRElBEIRE AR ERTRE, _LuTéT B randomrobin’ LA XA & A EX A B randomized’
BErIENF S ] B Birs0E R MRt RIFAYIEEE,

$B5Y . EXBARTRHEE

R MR EAEIE LR /U Eseries_storage_systems’ BVARE N, TS EMET N ESTE group_vars/
eseries_storage_systems.ym|' X{FHRIECE,

FTE

1. ¥ AnsibleiEZIRE Mlocal. RERAE. HiIEEBRENIIESSLIEHR, (J_.%\ AnsnbleﬁﬁHSSHJJ%@Jx
EEN. BEXFEERTSBNetApp ERVIFERS. {RIRERAREST APIFHIT@S, ) EXHIRER. 7N
UTRA:

### eseries storage systems Ansible group inventory file.

# Place all default/common variables for NetApp E-Series Storage Systems
here:

ansible connection: local

eseries system password: {{ eseries password }} # Parameter for E-Series
storage array password in the passwords file.

eseries validate certs: false

2. NBRIRGRELRE. BEPRENRT R B "HAZK,

MTEAERZAISH "NetApp 2L =" ERIFoHAREN]. WAl LUIEEBEEAnsbleizHlTim
B9 packages/' BRH. SAFGTE Esery_storage_systems.yml' FIEZE LA TS EAEAAnsible#H TR

# Firmware, NVSRAM, and Drive Firmware (modify the filenames as needed):
eseries firmware firmware: "packages/RCB _11.80GA 6000 64ccOee3.dlp"
eseries firmware nvsram: "packages/N6000-880834-D08.dlp"

3. NTFHHLZEAFRT R RN IR RMIFEhEREH "NetApp ZHFuAR" ERIUFIAELE].
WA LR HE B &EAnsUlfE packages/ IEHITRHBERP. ARETFETRUTESH
eseries storage systems.yml BAERAnsulft FA4k:

15


https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://doc.beegfs.io/latest/advanced_topics/benchmark.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://docs.netapp.com/zh-cn/beegfs/second-gen/beegfs-technology-requirements.html
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware

eseries drive firmware firmware list:
- "packages/<FILENAME>.dlp"
eseries drive firmware upgrade drives online: true

¥ esery_drive_firmware_upgrade_drives_online i& & /3 false Bl LUINRFARIRE .. 1BIES

(D %BeeGFSZEﬁTF’?ﬂﬁEHﬁ'@T’Fo XERANZIGEEREARZAELEIREZZIFABIO. L
RN AREFEIR. RETERES ZAHITRVIEEISSEHARIRIR. BERITEINERE
BILEIRE 7 true’ OB S FE S H IR iR) L,

4. EfiiLitee. EX2RREH#HITUTENR:

# Global Configuration Defaults

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp
eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled
eseries system controller shelf id: 99 # Required.

°. BERRRAESEKEMTA. BEEUTSH

# Storage Provisioning Defaults

eseries volume size unit: pct

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18,99:¢6,
99:117, 99517, 99:16, 99:8,99:15,99:9,99:14,99:10),99:13, 99:11, 9912

(D JEZA%I_storage_pool_usable_drives 18 EVEFE FNetApp EF600RTI &= FHIZHIIRTS
s BRAFEANINRE, INFErRERSMENI/OERIRIKEIZSEE 2 B)39557 .

7BeeGFS4HA4E X Ansible5 &
ENX T E#AnsiblelE B, /IBeeGFSXHARSGHHNZMNHGTENXEE,

XERBHFRTR TINAHREXH RS, ZXHRSGHEEEE. THENEERSEANEMAG. 88
EMEFERS S MM URNEFER S = N HM.

XESEEFRT—RINBABREXH. B UERAXEEE X RECENetApp BeeGFSAMF. LURREE
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"BeeGFSX R LRI EK,

AATREEETR, MEREHTAL, UERTENENBecCFSXI RAMES, 13
(D) 2. BEARRE MR AiAnsble EHE UL ENAFRBNIP ISR, LR
LAY R EIBeeGFSX T R M & P imBIEA &

$1%: tlEAnsiblelZ 2

p

1. BB inventory.yml X, ABREAUTSE. RIEFEEIR Esery_storage_systems FEIFEHN. LI
TEPERMIRT . XL IR S host_vars/<filename>.yml* {E AR Z FRAEFT R,

# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp 01:
netapp 02:
netapp 03:
netapp 04:
netapp 05:
netapp 06:
# Ansible group representing all file nodes:
ha cluster:
children:

FERESETH. BIE7E ha_cluster FRIEHEMANsiblef, XLEARRIEEEERPIEITHIBeeGFSARS,

$27: NEE. THIENFRAGEERSR
SRS BRI R Y — AL I 4B ee GFSEIRARS MR T HIBAZ HEARSS |

g
1. f£'inventory.ymI'®, 7£'ha_cluster FIEEFELU TS FI:

# beegfs 01/beegfs 02 HA Pair (mgmt/meta/storage building block):
mgmt:
hosts:
beegfs 01:
beegfs 02:
meta 01:
hosts:
beegfs 01:
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beegfs 02:
stor 01:
hosts:
beegfs 01:
beegfs 02:
meta 02:
hosts:
beegfs 01:
beegfs 02:
stor 02:
hosts:
beegfs 01:
beegfs 02:
meta 03:
hosts:
beegfs 01:
beegfs 02:
stor 03:
hosts:
beegfs 01:
beegfs 02:
meta 04:
hosts:
beegfs 01:
beegfs 02:
stor 04:
hosts:
beegfs 01:
beegfs 02:
meta 05:
hosts:
beegfs 02:
beegfs 01:
stor 05:
hosts:
beegfs 02:
beegfs 01:
meta 06:
hosts:
beegfs 02:
beegfs 01:
stor 06:
hosts:
beegfs 02:
beegfs 01:
meta 07:



hosts:
beegfs 02:
beegfs 01:
stor 07:
hosts:
beegfs 02:
beegfs 01:
meta 08:
hosts:
beegfs 02:
beegfs 01:
stor 08:
hosts:
beegfs 02:
beegfs 01:

2. Bl group_vars/mgmt.yml HEZUTHRE:

# mgmt - BeeGFS HA Management Resource Group

# OPTIONAL: Override default BeeGFS management configuration:

# beegfs ha beegfs mgmtd conf resource group options:
# <beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>
floating ips:
- ilb: 100.127.101.0/16
- i2b: 100.127.102.0/16
beegfs service: management
beegfs targets:
netapp 01:
eseries storage pool configuration:
- name: beegfs ml mZ m5 mb6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 1

owning controller: A

3. 7£ group_vars/"F. FRAUTERAZEIFREA META_01' FI' mETA_08 BIiEX 4. AESETREEE RS

By S 1UfE:

19
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# meta 0X - BeeGFS HA Metadata Resource Group

beegfs ha beegfs meta conf resource group options:

connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>

floating ips:
- <PREFERRED
- <SECONDARY

beegfs service:
beegfs targets:
<BLOCK NODE>:

PORT:IP/SUBNET> # Example:

PORT:IP/SUBNET>
metadata

eseries storage pool configuration:

— name:

<STORAGE POOL>

raid level: raidl

criteria drive count: 4

common -

volume configuration:

segment size kb: 128

volumes:

- size:

21.25 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

1i10:192.168.120.1/16

ERNUBNEEM(BIRASE) VB R LR RIEE. NetAppaZ BN EES NP RE—
Lo ARE. UEASSDEERBEZHTE(EXIFMES. EBM "NetApp EF600EFE
@ ") o TFfiEM beegfs m1_m2 m3_m3_ me B HBEEMN1 %D ELERRS. Hitb.
Tt TTEEES beegfs_ m1_m2_m5 m6'. SNSRfEHE1.92 TBE3.84 TBIKEHES. EIE
EIRE R 21.25"; 33F7.65 TBIRGIZR. IEFIULEIRE N 22.25"; FF15.3 TBIRGIZS. 1A
BILEIRE N 23.75,

X3 Port
meta_01.yml 8015

meta_02.yml 8025

meta_03.yml 8035

SEEIP NUMAX 35

i1b 0
: 100.127.10
1.1/16 i2b

. 100.127.10
2.1/16

i2b 0
© 100.127.10
2.2116i1b

: 100.127.10
1.2/ 16

i3b 1.
: 100.127.10
1.3/16 i4b

. 100.127.10
2.3/ 16

RIS

netapp_01

netapp_01

netapp_02

FiEt
beegfs m1_
m2 m3 m3_
m6

beegfs m1_
m2_m3_m3_
m6

beegfs m3_
m4_m7_m8

PRIBzHI28
%

B

=


https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17009-tr4800pdf.pdf

XH#&

meta_04.yml

meta_05.yml

meta_06.yml

meta_07.yml

meta_08.yml

B9 S {iIfE:

Port
8045

8055

8065

8075

8085

TP

i4b

. 100.127.10
2.4/16i3b

: 100.127.10
1.4/ 16

i1b

: 100.127.10
1.5/16 i2b

© 100.127.10
2.5/ 16

i2b

. 100.127.10
2.6/16i1b

: 100.127.10
1.6/ 16

i3b

: 100.127.10
1.7/16 i4b

. 100.127.10
2.7/ 16

i4b

. 100.127.10
2.8/16i3b

: 100.127.10
1.8/ 16

NUMAI[X
1.

BRI

netapp_02

netapp_01

netapp_01

netapp_02

netapp_ 02

FfiEth
beegfs m3_
m4_m7_m8

beegfs m1_
m2 m3 m3_
m6

beegfs m1_
m2_m3 m3_
m6

beegfs m3
m4_m7_m8

beegfs m3_
m4_m7_m8

FRigizhl2s
B

4. 75 group_vars/' . AU TERIZEL stor 01 F) stor_ 08 BIEX 4. AEEEUTRIESES MRS

21
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# stor 0X - BeeGFS HA Storage Resource

Groupbeegfs ha beegfs storage conf resource group options:

connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10
common volume configuration:
segment size kb: 512 volumes:
- size: 21.50 # See note below!
<OWNING CONTROLLER>

- size: 21.50 owning controller:

CONTROLLER>

() sxEemmEmcl. B0 EUNEEEEREES .

ST Port SZEIP NUMAXSE  3RT=

STOR_01.yml 8013 i1b 0 netapp_01
: 100.127.10
3.1/16 i2b
: 100.127.10
4.1/ 16

STOR_02.yml 8023 i2b 0 netapp_01
: 100.127.10
4.2/16 i1b
: 100.127.10
3.2/ 16

STOR_03.yml 8033 i3b 1. netapp_02
: 100.127.10
3.3/16 i4b
: 100.127.10
4.3/ 16

STOR_04.yml 8043 i4b 1. netapp_02
: 100.127.10
4.4/16 i3b
: 100.127.10
3.4/ 16

owning controller:

<OWNING

it
beegfs_s1_s2

beegfs_s1_s2

beegfs s3 s4

beegfs s3 s4

FRIBz 28

PSS
[=]
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XH#& Port FThIP NUMAXIE RT= gt FRiBf=Hle

STOR_05.yml 8053 i1b 0 netapp_01 beegfs_s5 s6 &
: 100.127.10
3.5/16 i2b
1 100.127.10
4.5/ 16

STOR_06.yml 8063 i2b 0 netapp_01 beegfs s5 s6
: 100.127.10
4.6/16i1b
: 100.127.10
3.6/ 16

STOR_07.yml 8073. i3b 1. netapp_02 beegfs s7_s8 &%
. 100.127.10 .
3.7/16 i4b
: 100.127.10
4.7/ 16

STOR_08.yml 8083. i4b 1. netapp_02 beegfs s7 s8
1 100.127.10 .
4.8/16i3b
: 100.127.10
3.8/ 16

(o8}

(o8]

3T NTHIE+FENERECER
LTS BRI I Bee GF STLAE+ FF EITEIRIZ B AnsibleiE £,

B
1. #F'inventory.ymI'd, EIAERE FERUTSE:

meta 09:
hosts:
beegfs 03:
beegfs 04:
stor 09:
hosts:
beegfs 03:
beegfs 04:
meta 10:
hosts:
beegfs 03:
beegfs 04:
stor 10:
hosts:
beegfs 03:
beegfs 04:
meta 11:



hosts:
beegfs 03:
beegfs 04:
stor 11:
hosts:
beegfs 03:
beegfs 04:
meta 12:
hosts:
beegfs 03:
beegfs 04:
stor 12:
hosts:
beegfs 03:
beegfs 04:
meta 13:
hosts:
beegfs 04:
beegfs 03:
stor 13:
hosts:
beegfs 04:
beegfs 03:
meta 14:
hosts:
beegfs 04:
beegfs 03:
stor 14:
hosts:
beegfs 04:
beegfs 03:
meta 15:
hosts:
beegfs 04:
beegfs 03:
stor 15:
hosts:
beegfs 04:
beegfs 03:
meta 16:
hosts:
beegfs 04:
beegfs 03:
stor 16:
hosts:
beegfs 04:

24



beegfs 03:

2. f£°group_vars/" . AU TERAZERE META_09 EI'mETA_16 81X 4. REESZUTRFIETEN
AR5 By S IfE:

# meta 0X - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: metadata
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.5 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

() sxEERwEmAl. BE0 RYEEEEEREESL

X4E Port P NUMAXIE  RT= FiEth FRIE1E 28
meta_09.yml 8015 i1b 0 netapp_ 03 Beegfs_M9_ &
. 100.127.10 M10_M13 M
1.9/16 i2b 14
: 100.127.10
2.9/ 16
meta_10.yml 8025 i2b 0 netapp_03 Beegfs M9 B
: 100.127.10 M10_M13_ M
2.10/16 i1b 14
: 100.127.10
1.10/ 16
meta_11.yml 8035 i3b 1. netapp 04 Beegfs_ M11_ &
: 100.127.2.1 M12_M15_16
.1/16 i4b
: 100.127.10
2.11/16
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XH#&

meta_12.yml

meta_13.yml

meta_14.yml

meta_15.yml

meta_16.yml

Port
8045

8055

8065

8075

8085

TP

i4b

. 100.127.10
2.12/16i3b

: 100.127.10
1.12/ 16

i1b

: 100.127.10
7.13/16 i2b

© 100.127.10
2.13/16

i2b

. 100.127.10
2.14/16 i1b

: 100.127.10
1.14/ 16

i3b

: 100.127.10
1.15/16 i4b

. 100.127.10
2.15/ 16

i4b

. 100.127.10
2.16/16 i3b

. 100.127.10
1.16/ 16

NUMAI[X
1.

BRI

netapp_04

netapp_03

netapp_ 03

netapp_04

netapp_ 04

FiEt
Beegfs_ M11_
M12_M15_16

Beegfs M9
M10_M13_M
14

Beegfs M9
M10_M13_M
14

Beegfs_M11_
M12_M15_16

Beegfs M11_
M12_M15 16

FRigizhl2s
B

3. £ group_vars/ . R TERAEIRA stor 09 F'stor_ 16" BIEXH. RAEEEZUTRAIESTS MRS

26

B9 S {iIfE:



# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10
common volume configuration:
segment size kb: 512 volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50 owning controller: <OWNING
CONTROLLER>

() ETmEmORYT, BB ENOEEEEREES L

Xfr& Port FThIP NUMAXIE  3RTIm gt FRigizhl2s

STOR_09.yml 8013 i1b 0 netapp_03 beegfs s9 s1 %
. 100.127.10 0
3.9/16 i2b
: 100.127.10
4.9/ 16

STOR_10.yml 8023 i2b 0 netapp_03 beegfs s9 s1
: 100.127.10 0
4.10/16i1b
:100.127.10
3.10/ 16

STOR_11.yml 8033 i3b 1. netapp_04 beegfs_s11_s &
: 100.127.10 12
3.11/16 i4b
1 100.127.10
4.11/ 16

STOR_12.yml 8043 i4b 1. netapp_04 beegfs s11_s
: 100.127.10 12
4.12/16i3b
: 100.127.10
3.12/ 16

o8}

w
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B4 NAFMATEER
MU TS B BN NIBeeGF SAITFIELA S BAnsibleE &, R B THIR+EFHESNEHAHNEEZBNEEX

X Port
STOR_13.yml 8053

STOR_14.yml 8063

STOR_15.yml 8073.

STOR_16.yml 8083.

Z P

i1b

. 100.127.10
3.13/16 i2b

: 100.127.10
4.13/ 16

i2b

: 100.127.10
4.14/16 i1b

. 100.127.10
3.14/ 16

i3b

. 100.127.10
3.15/16 i4b

: 100.127.10
4.15/ 16

i4b

: 100.127.10
4.16/16 i3b

© 100.127.10
3.16/ 16

NUMAI[X
0

BRI

netapp_03

netapp_03

netapp_04

netapp_04

FiEt FRIE Y=l 28
beegfs_s13_s &
14

beegfs s13 s B
14

beegfs_s15_s %
16

beegfs s15 s B
16

AR, B TRETEIERRA. HREE M FEBRY Criteria_drive_count M10E X412,

p

1. fEinventory.yml' /1, EIEEE FEFZUTSEH:

28



# beegfs 05/beegfs 06 HA Pair (storage only building block):
stor 17:
hosts:
beegfs 05:
beegfs 06:
stor 18:
hosts:
beegfs 05:
beegfs 06:
stor 19:
hosts:
beegfs 05:
beegfs 06:
stor 20:
hosts:
beegfs 05:
beegfs 06:
stor 21:
hosts:
beegfs 06:
beegfs 05:
stor 22:
hosts:
beegfs 06:
beegfs 05:
stor 23:
hosts:
beegfs 06:
beegfs 05:
stor 24:
hosts:
beegfs 06:
beegfs 05:

2. 7£'group_vars/ . ERUTRERNEIRA stor_17 F|'stor 24 8B, RESEZUTRIESE MRS
B S ME:

29



# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
— <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 12
common volume configuration:
segment size kb: 512
volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50
owning controller: <OWNING CONTROLLER>

() ETRERHORY, BSREUNEELIEREESL .

X4E Port ZIP NUMAXIE R FiEt FRrIE1E 28
STOR_17.yml 8013 i1b 0 netapp_05 beegfs s17_s &
: 100.127.10 18
3.17/16 i2b
: 100.127.10
417/ 16
STOR_18.yml 8023 i2b 0 netapp_05 beegfs s17_s B
: 100.127.10 18
4.18/16 i1b
: 100.127.10
3.18/ 16
STOR_19.yml 8033 i3b 1. netapp_ 06 beegfs s19 s &
: 100.127.10 20
3.19/16 i4b
: 100.127.10

4.19/ 16
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XH3 Port ZIP NUMAXIE RT= gt FRiBf=Hle

STOR_20.yml 8043 i4b 1. netapp_06 beegfs s19 s B
: 100.127.10 20
4.20/16 i3b
1 100.127.10
3.20/ 16

STOR_21.yml 8053 i1b 0 netapp_05 Beegfs_S21_ &
: 100.127.10 S22
3.21/16 i2b
: 100.127.10
4.21/ 16

STOR_22.yml 8063 i2b 0 netapp_05 Beegfs S21_ B
:100.127.10 S22
4.22/16 i1b
: 100.127.10
3.22/ 16

STOR_23.yml 8073. i3b 1. netapp_06 beegfs s23 s &
1 100.127.10 24
3.23/16 i4b
: 100.127.10
4.23/ 16

STOR_24.yml 8083. i4b 1. netapp_06 beegfs s23 s B
. 100.127.10 24
4.24/16 i3b
. 100.127.10
3.24/ 16

TiZEBeeGFS

MEMEERE T NET— T HZ I REFM. EFESAnsbleEERITHES. HIEEE
PMERRETERS.

BRFFEESEIUESE—FKEFMP. EXNFEXNRS. XBRRMSTEHLUEE, AnsibleA] AT 6!
EBNMaRfAe. UEHTETEEFERANKEFMMEXRREGIWN: RATE. ESMLIEER), EXiF4AE
B, EZAnsibleX "BEE",

AEREFNESEXABHNIERNANsbleESHN—HDHITHH, Eit. XEXBFREENSADHES
FNetApp ERFIAnsible ZRIEHFZ A,

@ B, #EBeeGFSELFEMMAM(EIMXHTR). FIFGRENMPRISEREN
Tiebreaker. LUEREFEXNTI REERF R ILfPEAT H BRI E AR,

p
1. B playbook.yml XHHEIELUTREA:

# BeeGFS HA (High Availability) cluster playbook.
- hosts: eseries storage systems
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gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Configure NetApp E-Series block nodes.
import role:
name: nar santricity management

- hosts: all

any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs
pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version
register: python version
- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) 1is not version("3.0", ">=")'
- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] != 0
become: true
- name: Create a symbolic link to python from python3.
raw: 1ln -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0

when: inventory hostname not in



groups [beegfs ha ansible storage group]
- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun
your playbook command with --list-tags to see all valid playbook tags."
when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'
loop: "{{ ansible run tags }}"
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Verify the BeeGFS HA cluster is properly deployed.
ansible.builtin.import role:
name: netapp eseries.beegfs.beegfs ha 7 4

@ RIBEFANGIZIT/ L pre_tasks'. FITFIIEPython 3R BELREEX G TS L. HIOEFR
IRHAYANsibletFiE BB = X o

2. BRI EFEBeeGFSH., 15 AnsibleIXERF A 65 S F015 BB FAA ST
L EBERHEITFRE pre_tasks'. AERTAFPHIA. AEBHEIPRAYBeeGFSEE,
BITUTHS. BIEEERAREXHMEESLUTIER):

ansible-playbook -i inventory.yml playbook.yml --forks 20

LHBXMNFAREEE. forks’ Ll){ﬁﬁ% HWESHIANDXE(5). UIEIIAnsT] HTEEER

@ FHEHE, BEXFAER, BN EHHEFRAIT . RAERENRTAIZIEF TR E
ATARMEINE, L ERFI20@TEA B4 CPU (Intel ® Xeon ® Gold 6146 CPU @
3.20GHz)BYE M Ansibledz T 52 _EinfTHY,

RIEANsibletTHI T = 5BeeGFSX IR TI R Z BRI ERBAURMME 1t aE. BPEREAIRERBFIAE

At EBeeGFSE i

B MEEE SN BeeGFSX 4 RFAMEM EN L ZEFELEBeeGFSE Fim. Fli0itE
HGPUT R, TEUESH. Er]LIfERAnsiblef1BeeGFSUEE,

p
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1. INREFEE, FMAnsibletTH T m A EEE HBeeGFSE FIRIE N TNIKE TLZFISSH:

ssh-copy-id <user>@<HOSTNAME OR IP>

2. #£’host_vars/ T« FAEHA<HOSTNAME>.ymI'HiE " BeeGFSEFiftIZ—MEEUTHREINXH. HEH
ERTERRNERERIES MG

# BeeGFS Client
ansible host: <MANAGEMENT IP>
# OPTIONAL: If you want to use the NetApp E-Series Host Collection’s
IPoIB role to configure InfiniBand interfaces for clients to connect to
BeeGFS file systems:
eseries ipoib interfaces:
- name: <INTERFACE>
address: <IP>/<SUBNET MASK> # Example: 100.127.1.1/16
- name: <INTERFACE>
address: <IP>/<SUBNET MASK>

NREAMFMFUSFHTEE. NBFESNERIE LEER M InfiniBandiZO. MWMNMF
@ fEIPoIBF M E—MREE— 1 SIRAIATIHEIS > BeeGFSARSS i AR I F M2

BCEE, NEFHENEZSEERNEE — MO, MEISERRRES—MED 100.127.1.0

100.127.99.255100.128.1.0100.128.99.255,

3. BIEE— NI client_inventory.yml'. SAIGIETREREF LU TS

# BeeGFS client inventory.
all:
vars:

ansible ssh user: <USER> # This is the user Ansible should use to
connect to each client.

ansible become password: <PASSWORD> # This is the password Ansible
will use for privilege escalation, and requires the ansible ssh user be
root, or have sudo privileges.
The defaults set by the BeeGFS HA role are based on the testing
performed as part of this NetApp Verified Architecture and differ from
the typical BeeGFS client defaults.

@ BN AR IFEDRT, B AAnsible Vault (52 I AYAnsible 1) "&£ Ansible Vault
NERE"HIEEI TR FABHER -ask-pass-pass &,

4. 1£ client_inventory.yml' X5, FIHR7E beegfs_clients ‘A FECE /IBeeGFSEFIMIFIE M. ABIEE
¥912BeeGFSE F inNIZIERFI R AR E M E.
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children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
beegfs 01:
beegfs 02:
beegfs 03:
beegfs 04:
beegfs 05:
beegfs 06:
beegfs 07:
beegfs 08:
beegfs 09:
beegfs 10:
vars:
# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
beegfs client ofed enable: True
beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"
# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
eseries ib skip: False # Default value.
beegfs client ofed enable: False # Default value.

fEFANVIDIA OFEDIKEHTZFBY. 1EMATR beegfs client ofed include path }E&MIER
() FEOLnXBEMER headerinclude path's BXHAHER , B2 MAIBecGFSIA
"RDMAZ 5",

5. 1£ client_inventory.yml' X8, FIHEHHZMEMLAIE X vars K2fHIBeeGFSX 4 & 55
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beegfs client mounts:
- sysMgmtdHost: 100.127.101.0 # Primary IP of the BeeGFS
management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

beegfs client config RREMARILKE. BXAMBERTNEEMR. TS
@ M netapp eseries.beegfs’ £51 "beegfs client roleffi AN M, HAAEIEEX
HEHZ M BeeGFSXH RSB % /RiEHHHFIBeeGFSX 4 R FRIIFAMIZE S

6. BIFEHFAY client_playbook.ymlI' XX 4. SASIEFLUATEEK:
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# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:
- name: Ensure IPoIB is configured
import role:
name: ipoib
- name: Verify the BeeGFS clients are configured.
import role:

name: beegfs client



@ WMRIEEEEMNMIPoIBIE O ERE T FiFERIB/RODMARSIIZFMECERIP. EEIKS
N NetApp EZ%!.host E£5F1'IPolB A,

7. BERENMREE P inHEEBeeGFS. BBITUTH<:
ansible-playbook -i client inventory.yml client playbook.yml

8. £¥5BeeGFSXHAFIRNEF= ZHI. Bl TR BIVEEREINERE F imHIiEiT beegfs-fsck -checkfs L
WfRFAE T3 g alihin BRI S E A e,
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