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高可用性对

了解 AWS 中的Cloud Volumes ONTAP HA 对

Cloud Volumes ONTAP高可用性 (HA) 配置提供无中断操作和容错功能。在AWS中，数据
在两个节点之间同步镜像。

HA 组件

在 AWS 中， Cloud Volumes ONTAP HA 配置包括以下组件：

• 两个Cloud Volumes ONTAP节点，其数据彼此同步镜像。

• 中介实例在节点之间提供通信通道，以协助存储接管和交还过程。

调解器

以下是有关 AWS 中中介实例的一些关键细节：

实例类型

t3-micro

磁盘

两个 8 GiB 和 4 GiB 的 st1 磁盘

操作系统

Debian 11

对于Cloud Volumes ONTAP 9.10.0 及更早版本，调解器上安装了 Debian 10。

升级

升级Cloud Volumes ONTAP时， NetApp Console还会根据需要更新中介实例。

访问实例

当您从控制台创建Cloud Volumes ONTAP HA 对时，系统会提示您为中介实例提供密钥对。您可以使用该密
钥对进行 SSH 访问 `admin`用户。

第三方代理

中介实例不支持第三方代理或 VM 扩展。

存储接管和交还

如果一个节点发生故障，另一个节点可以为其伙伴提供数据以提供持续的数据服务。客户端可以从伙伴节点访问
相同的数据，因为数据已同步镜像到伙伴节点。

节点重启后，伙伴必须重新同步数据才能返回存储。重新同步数据所需的时间取决于节点关闭时更改的数据量。

默认情况下，存储接管、重新同步和恢复都是自动的。无需用户操作。
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RPO 和 RTO

HA 配置通过以下方式维护数据的高可用性：

• 恢复点目标 (RPO) 为 0 秒。您的数据在事务上是一致的，没有数据丢失。

• 恢复时间目标 (RTO) 为 120 秒。如果发生中断，数据应在 120 秒或更短时间内可用。

HA部署模型

您可以通过跨多个可用区 (AZ) 或在单个可用区 (AZ) 中部署 HA 配置来确保数据的高可用性。您应该查看有关每
种配置的更多详细信息，以选择最适合您需求的配置。

多个可用区域

在多个可用区 (AZ) 中部署 HA 配置可确保在 AZ 或运行Cloud Volumes ONTAP节点的实例发生故障时数据的高
可用性。您应该了解 NAS IP 地址如何影响数据访问和存储故障转移。

NFS 和 CIFS 数据访问

当 HA 配置分布在多个可用区域时，_浮动 IP 地址_可启用 NAS 客户端访问。浮动 IP 地址必须位于区域内所有
VPC 的 CIDR 块之外，当发生故障时，浮动 IP 地址可以在节点之间迁移。 VPC 之外的客户端无法原生访问它
们，除非你"设置 AWS 中转网关"。

如果您无法设置传输网关，则可以为 VPC 外部的 NAS 客户端提供私有 IP 地址。但是，这些 IP 地址是静态
的——它们无法在节点之间进行故障转移。

在跨多个可用区域部署 HA 配置之前，您应该查看浮动 IP 地址和路由表的要求。部署配置时必须指定浮动 IP 地
址。私有 IP 地址是自动创建的。

有关详细信息，请参阅"多个可用区中Cloud Volumes ONTAP HA 的 AWS 网络要求" 。

iSCSI 数据访问

由于 iSCSI 不使用浮动 IP 地址，因此跨 VPC 数据通信不是问题。

iSCSI 的接管和交还

对于 iSCSI， Cloud Volumes ONTAP使用多路径 I/O (MPIO) 和非对称逻辑单元访问 (ALUA) 来管理主动优化路
径和非优化路径之间的路径故障转移。

有关哪些特定主机配置支持 ALUA 的信息，请参阅 "NetApp 互操作性表工具"以及 "SAN 主机和
云客户端指南"适用于您的主机操作系统。

NAS 的接管和交还

当使用浮动 IP 的 NAS 配置中发生接管时，客户端用于访问数据的节点的浮动 IP 地址将移动到另一个节点。下
图描述了使用浮动 IP 的 NAS 配置中的存储接管。如果节点 2 出现故障，则节点 2 的浮动 IP 地址将移动到节点
1。
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用于外部 VPC 访问的 NAS 数据 IP 如果发生故障，则无法在节点之间迁移。如果某个节点离线，您必须使用另
一个节点上的 IP 地址手动将卷重新挂载到 VPC 外部的客户端。

故障节点恢复在线后，使用原始 IP 地址将客户端重新挂载到卷。需要执行此步骤以避免在两个 HA 节点之间传
输不必要的数据，这会对性能和稳定性造成严重影响。

您可以通过选择卷并单击“安装命令”从控制台找到正确的 IP 地址。

单个可用区域

如果运行Cloud Volumes ONTAP节点的实例发生故障，在单个可用区 (AZ) 中部署 HA 配置可以确保数据的高可
用性。所有数据都可以从 VPC 外部本地访问。

控制台创建一个 "AWS 文档：AWS 分散置放群组"并启动该放置组中的两个 HA 节点。放置组通
过将实例分布在不同的底层硬件上来降低同时发生故障的风险。此功能从计算角度而不是从磁盘
故障角度提高了冗余度。

数据访问

由于此配置位于单个 AZ 中，因此不需要浮动 IP 地址。您可以使用相同的 IP 地址从 VPC 内部和 VPC 外部进行
数据访问。

下图显示了单个 AZ 中的 HA 配置。可以从 VPC 内部和 VPC 外部访问数据。
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接管和交还

对于 iSCSI， Cloud Volumes ONTAP使用多路径 I/O (MPIO) 和非对称逻辑单元访问 (ALUA) 来管理主动优化路
径和非优化路径之间的路径故障转移。

有关哪些特定主机配置支持 ALUA 的信息，请参阅 "NetApp 互操作性表工具"以及 "SAN 主机和
云客户端指南"适用于您的主机操作系统。

对于 NAS 配置，如果发生故障，数据 IP 地址可以在 HA 节点之间迁移。这确保了客户端可以访问存储。

AWS 本地区域

AWS 本地区域是一种基础设施部署，其中存储、计算、数据库和其他精选 AWS 服务位于大城市和工业区附
近。借助 AWS 本地区域，您可以让 AWS 服务更接近您，从而改善工作负载的延迟并在本地维护数据库。
在Cloud Volumes ONTAP，

您可以在 AWS 本地区域中部署单个 AZ 或多个 AZ 配置。

4

http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/
https://docs.netapp.com/us-en/ontap-sanhost/


在标准和私有模式下使用控制台时支持 AWS 本地区域。目前，AWS 本地区域不支持受限模式。

AWS 本地区域配置示例

AWS 中的Cloud Volumes ONTAP仅支持单个可用区域中的高可用性 (HA) 模式。不支持单节点部署。

Cloud Volumes ONTAP不支持 AWS 本地区域中的数据分层、云分层和不合格实例。

以下是示例配置：

• 单一可用区域：集群节点和中介器均位于同一本地区域中。

• 多可用区 在多可用区配置中，有三个实例、两个节点和一个中介器。三个实例中必须有一个实例位于单独的
区域中。您可以选择如何设置。

以下是三个示例配置：

◦ 每个集群节点位于不同的本地区域，中介位于公共可用区域。

◦ 一个集群节点位于本地区域中，调解器位于本地区域中，第二个集群节点位于可用区域中。

◦ 每个集群节点和中介器位于单独的本地区域中。

支持的磁盘和实例类型

唯一支持的磁盘类型是 GP2。目前支持以下大小从 xlarge 到 4xlarge 的 EC2 实例类型系列：

• M5

• C5

• C5d

• R5

• R5d

Cloud Volumes ONTAP 仅支持这些配置。在 AWS Local Zone 配置中选择不受支持的磁盘类型
或不合格的实例可能会导致部署失败。如果您的 Cloud Volumes ONTAP 系统位于 AWS Local

Zone 中，则不支持将数据分层到 Amazon Simple Storage Service (Amazon S3)，因为在 Local

Zone 之外访问 Amazon S3 存储桶涉及更高的延迟并影响 Cloud Volumes ONTAP 活动。

"AWS 文档：本地区域中的 EC2 实例类型" 。

HA 对中的存储工作原理

与ONTAP集群不同， Cloud Volumes ONTAP HA 对中的存储不会在节点之间共享。相反，数据在节点之间同步
镜像，以便在发生故障时数据可用。

存储分配

当您创建新卷并且需要额外的磁盘时，控制台会为两个节点分配相同数量的磁盘，创建镜像聚合，然后创建新
卷。例如，如果卷需要两个磁盘，则控制台会为每个节点分配两个磁盘，总共四个磁盘。
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存储配置

您可以将 HA 对用作主动-主动配置，其中两个节点都向客户端提供数据，或者用作主动-被动配置，其中被动节
点仅在接管主动节点的存储后才会响应数据请求。

仅当使用存储系统视图中的控制台时，您才可以设置主动-主动配置。

绩效预期

Cloud Volumes ONTAP HA 配置在节点之间同步复制数据，这会消耗网络带宽。因此，与单节点Cloud Volumes

ONTAP配置相比，您可以获得以下性能：

• 对于仅从一个节点提供数据的 HA 配置，读取性能与单节点配置的读取性能相当，而写入性能较低。

• 对于从两个节点提供数据的 HA 配置，读取性能高于单节点配置的读取性能，写入性能相同或更高。

有关Cloud Volumes ONTAP性能的更多详细信息，请参阅"性能"。

客户端访问存储

客户端应使用卷所在节点的数据 IP 地址访问 NFS 和 CIFS 卷。如果 NAS 客户端使用伙伴节点的 IP 地址访问卷
，则流量会在两个节点之间流动，从而降低性能。

如果在 HA 对中的节点之间移动卷，则应使用另一个节点的 IP 地址重新挂载该卷。否则，您可能
会遇到性能下降的情况。如果客户端支持 NFSv4 引用或 CIFS 文件夹重定向，您可以在Cloud

Volumes ONTAP系统上启用这些功能以避免重新挂载卷。有关详细信息，请参阅ONTAP文档。

您可以通过管理卷面板下的_Mount Command_选项轻松识别正确的IP地址。
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了解 Azure 中的Cloud Volumes ONTAP HA 对

Cloud Volumes ONTAP高可用性 (HA) 对可在您的云环境出现故障时提供企业可靠性和持
续运行。在 Azure 中，存储在两个节点之间共享。

HA 组件
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具有页 Blob 的 HA 单可用区配置

Azure 中的Cloud Volumes ONTAP HA 页面 blob 配置包括以下组件：

请注意有关NetApp Console为您部署的 Azure 组件的以下事项：

Azure 标准负载均衡器

负载均衡器管理传入Cloud Volumes ONTAP HA 对的流量。

单个可用区域中的虚拟机

从Cloud Volumes ONTAP 9.15.1 开始，您可以在单个可用区 (AZ) 中创建和管理异构虚拟机 (VM)。您可以在

8



同一可用区内的不同故障域中部署高可用性 (HA) 节点，以确保最佳可用性。要了解有关实现此功能的灵活
编排模式的更多信息，请参阅 "Microsoft Azure 文档：虚拟机规模集"。

磁盘

客户数据驻留在高级存储页面 blob 上。每个节点都可以访问其他节点的存储。还需要额外的存储空间"引
导、根和核心数据"。

存储帐户

• 托管磁盘需要一个存储帐户。

• 由于已达到每个存储帐户的磁盘容量限制，因此高级存储页面 Blob 需要一个或多个存储帐户。

"Microsoft Azure 文档：Azure 存储可扩展性和存储帐户的性能目标" 。

• 将数据分层到 Azure Blob 存储需要一个存储帐户。

• 从Cloud Volumes ONTAP 9.7 开始，控制台为 HA 对创建的存储帐户是通用 v2 存储帐户。

• 添加Cloud Volumes ONTAP系统时，您可以启用从Cloud Volumes ONTAP 9.7 HA 对到 Azure 存储帐户
的 HTTPS 连接。请注意，启用此选项可能会影响写入性能。创建系统后，您无法更改设置。

从Cloud Volumes ONTAP 9.15.0P1 开始，Azure 页面 blob 不再支持新的高可用性对部署。如果
您当前在现有的高可用性对部署中使用 Azure 页 Blob，则可以迁移到 Edsv4 系列 VM 和 Edsv5

系列 VM 中较新的 VM 实例类型。"详细了解 Azure 中支持的配置" 。

具有共享托管磁盘的 HA 单可用区域配置

在共享托管磁盘上运行的Cloud Volumes ONTAP HA 单可用区配置包括以下组件：
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请注意有关控制台为您部署的 Azure 组件的以下事项：

Azure 标准负载均衡器

负载均衡器管理传入Cloud Volumes ONTAP HA 对的流量。

单个可用区域中的虚拟机

从Cloud Volumes ONTAP 9.15.1 开始，您可以在单个可用区 (AZ) 中创建和管理异构虚拟机 (VM)。您可以在
同一可用区内的不同故障域中部署高可用性 (HA) 节点，以确保最佳可用性。要了解有关实现此功能的灵活编
排模式的更多信息，请参阅 "Microsoft Azure 文档：虚拟机规模集"。
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当满足以下条件时，区域部署将使用高级 SSD v2 托管磁盘：

• Cloud Volumes ONTAP的版本为 9.15.1 或更高版本。

• 所选区域和区域支持高级 SSD v2 托管磁盘。有关受支持区域的信息，请参阅 "Microsoft Azure 网站：按
地区提供的产品"。

• 订阅已注册为 Microsoft"Microsoft.Compute/VMOrchestratorZonalMultiFD 功能" 。

如果您为符合上述条件的环境选择高级 SSD 管理磁盘，控制台将自动部署高级 SSD v2 管理磁
盘。您无法切换到高级 SSD v1 管理磁盘。

磁盘

客户数据驻留在本地冗余存储 (LRS) 管理的磁盘上。每个节点都可以访问其他节点的存储。还需要额外的存
储空间"启动、根、合作伙伴根、核心和NVRAM数据"。

存储帐户

存储帐户用于基于托管磁盘的部署，以处理诊断日志和分层到 Blob 存储。

HA 多可用区配置

Azure 中的Cloud Volumes ONTAP HA 多可用区域配置包括以下组件：
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请注意有关控制台为您部署的 Azure 组件的以下事项：

Azure 标准负载均衡器

负载均衡器管理传入Cloud Volumes ONTAP HA 对的流量。

可用区域

HA 多可用区配置采用一种部署模型，其中两个Cloud Volumes ONTAP节点部署到不同的可用区，确保节点
位于不同的故障域中以提供冗余和可用性。要了解灵活编排模式下的虚拟机规模集如何使用 Azure 中的可用
性区域，请参阅 "Microsoft Azure 文档：创建使用可用性区域的虚拟机规模集"。
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磁盘

客户数据驻留在区域冗余存储 (ZRS) 托管磁盘上。每个节点都可以访问其他节点的存储。还需要额外的存储
空间"启动、根、合作伙伴根和核心数据"。

存储帐户

存储帐户用于基于托管磁盘的部署，以处理诊断日志和分层到 Blob 存储。

RPO 和 RTO

HA 配置可按照以下方式维护数据的高可用性：

• 恢复点目标 (RPO) 为 0 秒。您的数据在事务上是一致的，没有数据丢失。

• 恢复时间目标 (RTO) 为 120 秒。如果发生中断，数据应在 120 秒或更短时间内可用。

存储接管和交还

与物理ONTAP集群类似，Azure HA 对中的存储在节点之间共享。与合作伙伴存储的连接允许每个节点在发生_

接管_时访问其他节点的存储。网络路径故障转移机制确保客户端和主机继续与幸存节点通信。当节点重新上线
时，合作伙伴将归还存储。

对于 NAS 配置，如果发生故障，数据 IP 地址会在 HA 节点之间自动迁移。

对于 iSCSI， Cloud Volumes ONTAP使用多路径 I/O (MPIO) 和非对称逻辑单元访问 (ALUA) 来管理主动优化路
径和非优化路径之间的路径故障转移。

有关哪些特定主机配置支持 ALUA 的信息，请参阅 "NetApp 互操作性表工具"以及 "SAN 主机和
云客户端指南"适用于您的主机操作系统。

默认情况下，存储接管、重新同步和恢复都是自动的。无需用户操作。

存储配置

您可以将 HA 对用作主动-主动配置，其中两个节点都向客户端提供数据，或者用作主动-被动配置，其中被动节
点仅在接管主动节点的存储后才会响应数据请求。

了解 Google Cloud 中的Cloud Volumes ONTAP HA 对

Cloud Volumes ONTAP高可用性 (HA) 配置提供无中断操作和容错功能。在 Google Cloud

中，数据在两个节点之间同步镜像。

HA 组件

Google Cloud 中的Cloud Volumes ONTAP HA 配置包括以下组件：

• 两个Cloud Volumes ONTAP节点，其数据彼此同步镜像。

• 中介实例在节点之间提供通信通道，以协助存储接管和交还过程。

• 一个区域或三个区域（推荐）。
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如果您选择三个区域，则两个节点和中介器位于单独的 Google Cloud 区域。

• 四个虚拟私有云（VPC）。

该配置使用四个 VPC，因为 GCP 要求每个网络接口位于单独的 VPC 网络中。

• 四个 Google Cloud 内部负载均衡器（TCP/UDP），用于管理传入Cloud Volumes ONTAP HA 对的流量。

"了解网络要求"，包括有关负载均衡器、VPC、内部 IP 地址、子网等的更多详细信息。

以下概念图展示了Cloud Volumes ONTAP HA 对及其组件：

调解器

以下是有关 Google Cloud 中中介实例的一些关键细节：

实例类型

e2-micro（之前使用过 f1-micro 实例）
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磁盘

两个标准永久性磁盘，每个磁盘 10 GiB

操作系统

Debian 11

对于Cloud Volumes ONTAP 9.10.0 及更早版本，调解器上安装了 Debian 10。

升级

升级Cloud Volumes ONTAP时， NetApp Console还会根据需要更新中介实例。

访问实例

对于 Debian，默认的云用户是 admin。当通过 Google Cloud Console 或 gcloud 命令行请求 SSH 访问时
，Google Cloud 会为 `admin`用户创建并添加证书。您可以指定 `sudo`以获得 root 权限。

第三方代理

中介实例不支持第三方代理或 VM 扩展。

存储接管和交还

如果一个节点发生故障，另一个节点可以为其伙伴提供数据以提供持续的数据服务。客户端可以从伙伴节点访问
相同的数据，因为数据已同步镜像到伙伴节点。

节点重启后，伙伴必须重新同步数据才能返回存储。重新同步数据所需的时间取决于节点关闭时更改的数据量。

默认情况下，存储接管、重新同步和恢复都是自动的。无需用户操作。

RPO 和 RTO

HA 配置可按照以下方式维护数据的高可用性：

• 恢复点目标 (RPO) 为 0 秒。

您的数据在事务上是一致的，没有数据丢失。

• 恢复时间目标 (RTO) 为 120 秒。

如果发生中断，数据应在 120 秒或更短时间内可用。

HA部署模型

您可以通过在多个区域或单个区域中部署 HA 配置来确保数据的高可用性。

多区域（推荐）

跨三个区域部署 HA 配置可确保当一个区域内发生故障时数据仍然可用。请注意，与使用单个区域相比，写
入性能略低，但差别很小。
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单区

在单个区域中部署时， Cloud Volumes ONTAP HA 配置使用分散放置策略。此策略可确保 HA 配置免受区域
内单点故障的影响，而无需使用单独的区域来实现故障隔离。

这种部署模型确实降低了您的成本，因为区域之间没有数据流出费用。

HA 对中的存储工作原理

与ONTAP集群不同，GCP 中的Cloud Volumes ONTAP HA 对中的存储不会在节点之间共享。相反，数据在节
点之间同步镜像，以便在发生故障时数据可用。

存储分配

当您创建新卷并且需要额外的磁盘时，控制台会为两个节点分配相同数量的磁盘，创建镜像聚合，然后创建新
卷。例如，如果卷需要两个磁盘，则控制台会为每个节点分配两个磁盘，总共四个磁盘。

存储配置

您可以将 HA 对用作主动-主动配置，其中两个节点都向客户端提供数据，或者用作主动-被动配置，其中被动节
点仅在接管主动节点的存储后才会响应数据请求。

HA 配置的性能预期

Cloud Volumes ONTAP HA 配置在节点之间同步复制数据，这会消耗网络带宽。因此，与单节点Cloud Volumes

ONTAP配置相比，您可以获得以下性能：

• 对于仅从一个节点提供数据的 HA 配置，读取性能与单节点配置的读取性能相当，而写入性能较低。

• 对于从两个节点提供数据的 HA 配置，读取性能高于单节点配置的读取性能，写入性能相同或更高。

有关Cloud Volumes ONTAP性能的更多详细信息，请参阅"性能"。

客户端访问存储

客户端应使用卷所在节点的数据 IP 地址访问 NFS 和 CIFS 卷。如果 NAS 客户端使用伙伴节点的 IP 地址访问卷
，则流量会在两个节点之间流动，从而降低性能。

如果在 HA 对中的节点之间移动卷，则应使用另一个节点的 IP 地址重新挂载该卷。否则，您可能
会遇到性能下降的情况。如果客户端支持 NFSv4 引用或 CIFS 文件夹重定向，您可以在Cloud

Volumes ONTAP系统上启用这些功能以避免重新挂载卷。有关详细信息，请参阅ONTAP文档。

您可以通过选择卷并单击“安装命令”从控制台找到正确的 IP 地址。
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相关链接

• "了解网络要求"

• "了解如何开始使用 GCP"

当Cloud Volumes ONTAP HA 对中的节点处于离线状态时，操
作不可用

当 HA 对中的一个节点不可用时，另一个节点将为其伙伴提供数据以提供持续的数据服
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务。这被称为_存储接管_。在存储恢复完成之前，有些操作无法执行。

当 HA 对中的某个节点不可用时， NetApp Console中的系统状态为“Degraded”。

存储接管后无法执行以下操作：

• 支持注册

• 许可证变更

• 实例或虚拟机类型更改

• 写入速度变化

• CIFS 设置

• 更改配置备份的位置

• 设置集群密码

• 管理磁盘和聚合（高级分配）

存储交还完成且系统状态恢复正常后，这些操作将再次可用。
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