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I FFAFLENetApp Kubernetes Operating Monitor B9{{I2, 1£%%E Operator Z i, BIEE
http_proxy/https_proxy IRE 8, W FRLENIBIME, EOIEEEFEIRE no_proxy environment BTE,
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1. AYBTAFIEE httos_proxy /R http_proxy IFIZT &
a. MRIEFIKENRIELEFMIE (AFPR/&ZRE) , EETUTHRS:

export https proxy=<proxy server>:<proxy port>

. IREERENAERLESSMEIE (ARR/ZE) , BIaTU T

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>

FFF B TF Kubernetes &£ 5Data Infrastructure InsightsIfiE@ S8R, BTERIEFIA XEIHBEZEENetApp
Kubernetes MITIR1ER.

7EEBZENetApp Kubernetes Monitoring Operator Z &1, iEECE operator-config.yaml 1 AgentConfiguration BJX
BE .

agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>

password: <password for proxy>

# In the noproxy section, enter a comma-separated list of
# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled
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image: <docker repo of the enterprise/corp docker repo>/kube-rbac-
proxy:<kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

438 operator-config.yaml B9 AgentConfiguration LA BRHTHEY docker repo &, AEMABEMEELIE—
#rBY imagePullSecret, BXEZIFMER, ELSIA hitps./kubernetes.io/docs/tasks/configure-pod-container/
pull-image-private-registry/


https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/
https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation for
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repositoryl[using a custom or private docker repository].

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift 1588

WRIETE OpenShift 4.6 EEARZE LiETT, WHATLREE operator-config.yaml F#Y AgentConfiguration LA/E
runPrivileged 1% &

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes

runPrivileged: true
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1. EREZHI4REE operator-additional-permissions.yaml, SEEREZ RRIIEZR
ClusterRole/<namespace>-additional-permissions

2. fEFAnhiFE ["get", "watch", "list"] JIFATEEY apiGroups FIZEREIERFN, 1ESH \ hitps:/kubernetes.io/docs/
reference/access-authn-authz/rbac/

3. WEM AEIER

Kubernetes %1% Operator ZEHEIE
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23t Kubernetes A1T121ER

kubernetes Deploy NetApp Monitoring Operator

Kubernetes Quickly install and configure 3 Kubemetes Operator to send cluster information to Cloud Insights.

Select existing AP| Access Token or create a new one

KEY2024 (...wEMNdM) A e e ST P S Production Best Practices i@

Installation Instructions Nesd Help?

Flease review the pre-requisites for installing the NetApp Kubernetes Monitoring Operator.
To update an existing operator installation please follow thess steps.

Define Kubernetes cluster name and namespace
Provide the Kubernetes cluster name and specify a namespace for deploying the monitoring compenents.

Cluster Mamespace

clustername netapp-monitoring

o Download the operator YAML files

Execute the following download command in a bash prompt.

This snippet includes o unique access key that is valid for 24 hours.



o Optional: Upload the operator images to your private repository

By default, the operator pulls container images from the Cloud Insights repository. To use a private repository, download the required images
using the Image Pull command. Then upload them to your private repository maintaining the same tags and directory structure,

Finally, update the image paths in operator-deployment.yaml and the docker repository settings in operator-config.yaml.

For more information review the documentation.

This password is valid for 24 hours.

o Optional: Review available configuration options

Configure custom options such as proxy and private repository settings. Review the instructions and available options,

o Deploy the operator (create new or upgrade existing)

Execute the kubect! snippet to apply the following operator YAML files.
* operator-setup.yaml - Create the cperator's dependencies.
* operator-secrets.yaml - Create secrets holding your AP key.
s operator-deploymentyaml, cperator-cryvaml - Deploy the NetApp Kubernetes Monitering Operator.
+ operator-config.yaml - Apply the configuration settings if not already present.

After deploying the operator, delete or securely store operator-secrets.yaml.

7 Kubernetes %% Kubernetes Monitoring Operator {1290 1% :

1.

N o O

WMAM—HEEIMASRTE, NRIMRALS 28189 Kubernetes Operator —#%, fEFEREBIEEER TR

& =Malo
WMAXERNRG, AL TSRS HEREB IR,

BRI RIS bash BOHMNIT. R TE Operator REXH, HFE, ZABREAEW—%, #8B
BRERS 24 /MBS,

MREEBENXNIEFERE, BEEFEH%ER Image Pull (REZEER, SEKENLR] bash shell FHH11T, REX
BgfE, BESFEIENMAAGFERE. REFRERNTEMX KL, FH_operator-
deployment.yaml|_ F#9E&12 LA _operator-config.yaml_ H1#Y docker T EFEIZ &,

NRFE, HFEEUANEEED, GINKEFMEEEEFLE., EIUREESXF LEIE",
HERTERS, BEEH kubectl Apply XFZH E&R. THFFHMITERERZE Operator,

LZRGEMHIT. A, BE T %,

RETRE, BE T %, 5HERBIRHL2F0E operator-secrets.yaml X1

NREEBENXFHEE, BEHREREEX/FAE docker B,
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* SEHEMR

* MEIEREME (A]ik)
* EHAE (A1)

* To (FNE)

B Kubernetes &R E =B A LR AEAN; MREREFEBRRFEWSESAVANR, WATLLE
ﬂrL | Kubernetes > Collectors H MNERAMUNERN =P REPEE_EEE KERE,

NetApp / Observability / Collectors

Data Collectors Acquisition Units Kubernetes Collectors

Kubernetes Collectors (13) View Upgrade/Delete Documentation [ RO [Tl = lter..,

Cluster Name T Status Operator Version Network Performance and Change Analysis
Map
au-pod A Outdated © 1.1540.0 © 13470 © 1.162.0
jks-troublemaker Latest 1.1579.0 N/A 1.201.0 B

oom-test A Outdated © 1.1555.0 N/A o l.@ Rodiviieplovent

BEREETSMAANITRE, HATEREFELRANERZKERNAN

{3 kubernetes .
© Modify Deployment
Kubernetes
Cluster Information
Kubernetes Cluster Network Performance and Map Event Logs Change Analysis
ci-demo-01 Enabled - Online Enabled - Online Enabled - Online

Deployment Options Need Help?

Network Performance and Map
Event Logs

Change Analysis

Cancel

FREI =Y Kubernetes Monitoring Operator

DIl =5 AR

& LLEE DIl Kubernetes Collectors TAEIF4% Kubernetes Monitoring Operator, 2 BHKAIERE =AM



B, ARERFER . BEFRBRIIEGRER, MWHMRRRTREHIITAR. LOWA, EREIUREK
SN AREITR ERE & MRBER, ETMNERBRRSUTRELZFAES, FSETENKRHE
FHREFEHRR

ERLBFEEHTIREAR

NREHIRMERECE NERWEEFERE, FRRBITIRIERFIFHNAEEGREZE R ERTFMEETRIRE.
NREARIIZPERERDEGIEIR, IFRFENTRNEIFEEAZ AR, EREGER HEEEREFERE
, TBfERYT cosign TR, WXL 3 TEENMEERGNERE: KR FREGR LEENANFMEE >
EM&IIE B

cosign copy example.com/src:vl example.com/dest:vl

#Example

cosign copy <DII container registry>/netapp-monitoring:<image version>
<private repository>/netapp-monitoring:<image version>

[EIREZ ANETTHRARE

IR EERRHARINEHTHR, FEEARSCRABE SAThRAEVRIERAEREE, WA LUERALS
P REZREBFEREILIANSITRNRE, RHELRNVERZONXE, AREE TR

FEhFR

IfEIHE Operator BB TEE AgentConfiguration (WIREHIEE R TIEIREINIAB netapp-monitoring, EE RS
EYEmRTE) ¢

kubectl -n netapp-monitoring get agentconfiguration netapp-ci-monitoring-
configuration
WNRFE AgentConfiguration:

* LRI Operator LTI AHH Operators
° MRS HIEN S A 23R G RIEER BE X EMEE,

318 AgentConfiguration RZT1E:

* 32 FData Infrastructure InsightsiRBIRIEEREFZ R (MREMN R T EIRERIAB netapp-monitoring, 1EEHE
REEMmRTE)

kubectl -n netapp-monitoring get agent -o
jsonpath='{.items[0].spec.cluster-name}'

* BIEIME operator BIEWN (MREWHATEIFEIHIAN netapp-
monitoring, HEMNEHMNGRETIE) :



kubectl -n netapp-monitoring get agent -o yaml > agent backup.yaml
* <<to-remove-the-kubernetes-monitoring-operator, HEH>>NENEER.
2 <<installing—the—kubernetes—monitoring—operator,§§>>§-§%ﬁﬁgﬁ%1’ﬁﬁo

° ERERNERRT,

° NE R Operator YAML X4 f5, 7EEFZEZ 514 agent_backup.yaml IR ZIFEMEEX A BHZIER
T#H9 operator-config.yaml 1,

° MRIGHIEVER TR A 25 R G INRIEER B E X7 iERE.

{Z1EMEE) Kubernetes iR ER

E{Z 1k Kubernetes Monitoring Operator:

kubectl -n netapp-monitoring scale deploy monitoring-operator
--replicas=0
EB58) Kubernetes Monitoring Operator:

kubectl -n netapp-monitoring scale deploy monitoring-operator --replicas=1

ENE

ffif% Kubernetes Monitoring Operator

BAE, Kubernetes Monitoring Operator BYZRiA AR = 8] & “netapp-monitoring”s MREIZRE T HOHNHRST
i8l, &7 Y*“'ﬂ%‘%ﬁﬁﬁﬁiﬁéﬁiﬁ@*ﬂi#qﬁé?ﬁiﬁfﬁ% =il

BILAER LA T ap L EN AR iR AN HO e 4 F 53 -

kubectl -n <NAMESPACE> delete agent -1 installed-by=nkmo-<NAMESPACE>
kubectl -n <NAMESPACE> delete
clusterrole,clusterrolebinding, crd, svc,deploy, role, rolebinding, secret, sa
-1 installed-by=nkmo-<NAMESPACE>

MRBERFRAZETHACHNTARRIZTEFR, BhfFxZmR=IE:

kubectl delete ns <NAMESPACE>
AR NRF—anREKRIREIFRIER, BEAUTIRBBEE BRAEITRER,

BIRFHRITUATEN G, RIBEHANSRE, Hh—LadafRA RN RTER, Ea]UlLetZi
XETHR,
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kubectl -n <NAMESPACE> delete agent agent-monitoring-netapp

kubectl delete crd agents.monitoring.netapp.com

kubectl -n <NAMESPACE> delete role agent-leader-election-role

kubectl delete clusterrole agent-manager-role agent-proxy-role agent-
metrics-reader <NAMESPACE>-agent-manager-role <NAMESPACE>-agent-proxy-role
<NAMESPACE>-cluster-role-privileged

kubectl delete clusterrolebinding agent-manager-rolebinding agent-proxy-
rolebinding agent-cluster-admin-rolebinding <NAMESPACE>-agent-manager-
rolebinding <NAMESPACE>-agent-proxy-rolebinding <NAMESPACE>-cluster-role-
binding-privileged

kubectl delete <NAMESPACE>-psp-nkmo

kubectl delete ns <NAMESPACE>

NRFEFICNET R L FXAOR:

kubectl delete scc telegraf-hostaccess

*F Kube-state-metrics
NetApp Kubernetes Monitoring Operator &% H © Y kube-state-metrics LU 6 SR E IR FI & £ HR

B % Kube-State-Metrics IS8, ESIH"ZA01"

BCE/BEMIRIER
XLLHBEEXAEIREREE. FRANE. EABEXNHME docker FZEFEER OpenShift KIfE S,

FiC & LI

REBIERENIZRE T LATE_AgentConfiguration_ BENZFEHEE, SR UESEIRER 2 51EE 418 operator-
config.yaml XHFREFIBULZR. BXHEEEEREIRETH. SBYIRPHILE" LRREHMARARIRIE

Dlo

TR U PR ER R ER U T o S mIB I AR :

kubectl -n netapp-monitoring edit AgentConfiguration

EHERIFEMIRERREEEXF AgentConfiguration, HB{TU TS

kubectl get crd agentconfigurations.monitoring.netapp.com
MREEERSREIR CRIXF) EE, WHMFTHREHIRIER A REER

AgentConfiguratione
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s FUITRERBEFE (EBcurl”) HEBEEZEERIE, URBRITRERENRFAEEDERData Infrastructure
Insights¥F 15

* B1% Kubernetes 85 5{&#Data Infrastructure InsightsIfiE# 1 T @S Fr BRI IR
MBEIFEF—PHENERERRIE, 7T RE Kubernetes 121EMEE, EXHAELHRENARIEEE AT
51&#Data Infrastructure InsightsIfiRi#1T RIFRVIEE. WREFHIEH B LUANEFERE Operator HIARS
28/VM ifia]Data Infrastructure Insights, BB AMEHIARIER]RERRE [E/,

3+ FFF &4 Kubernetes Operating Monitor FY{{IE, TEZR 3 Operator Z 81, IFIKE http_proxy/https_proxy
HETE, WTFREERIEIFE, EngefEEIRE no_proxy environment &,

EGBETE, 5TERE Kubernetes Monitoring Operator* Z BI* 1T 245 EHITU TS B :

1. AYUBTBFIEE httos_proxy /8% http_proxy IFIELT &
a. NREFEKENREBEEEMRIE (BFRR/ZER) , BETUTH<:

export https proxy=<proxy server>:<proxy port>

.. NREFRENRIEHLESSMHIIE (AFRR/EWE) , BIETUTHL:

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>

3+ F FTF Kubernetes 58 5Data Infrastructure InsightsIFIE@SHIRIE, BERIEAIAE X EIRBAERE
Kubernetes ISIT1R1ER.

7£EB& Kubernetes Monitoring Operator Z &j, 1BACE operator-config.yaml i AgentConfiguration FY{CIES]
o
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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

FERBEENXTHFAER Docker BFE

ZRIANER T, Kubernetes Monitoring Operator 3 MData Infrastructure InsightsfZ & ZEHIZEX A28 &, MNRE
B— Kubernetes B ENRITEAR, FHERZEHIEENNMBEXEFAE Docker FFEES A 28 F MR
BNAREE, WHREEX Kubernetes MR EGIFFE A 2BMA R,

MNetApp Monitoring Operator ZZEE3RiE1T“Image Pull Snippet’s Ittan <& FData Infrastructure Insightsz
iR, NIRERIZREXFIEBEIGMA&IIN, FHiRWE Data Infrastructure In&ghts??ﬁ%}'h ., HIRREY, Eﬂu)\kf tRYTZAE
FEEIREYZRE, LS THIR(ERFERANPMEER, SIERNEINEE. FSR X T X LEEGRINAER

¥ty Operator THEEF] Kubernetes 1515

0 22 =

° netapp-m
* ci-kube-rbac-fXI2
* ci-ksm

* IR

* distroless-root F§F

EHAE
« ci-fluent-bit

* ci-kubernetes-HEHSH 28
14 BEF 3t E]
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* ci-net-MEH

RIBEH R BBERERHRER docker SRGHEXEENFAT /Z4s#/1 )k docker FEfiEE. HAREFEEEPXLEEGHE
BAITEH B RER1Z 5Data Infrastructure InsightsTZfi&EEFHI—2o

Y48 operator-deployment.yaml| 518 monitoring-operator 288, FHEXFIEHEE&S|ALUERENFAE Docker
pedic =

image: <docker repo of the enterprise/corp docker repo>/ci-kube-rbac-
proxy:<ci-kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

438 operator-config.yaml B9 AgentConfiguration LA BRHTHY docker repo i E. AEMABEMEELIE—
#BY imagePullSecret, BXEZIEFMEE, ELSIA hitps:/kubernetes.io/docs/tasks/configure-pod-container/
pull-image-private-registry/

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation link here:
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift 1588
WMRIETE OpenShift 4.6 LESRZAS_LIETT, MAT4REE operator-config.yaml B AgentConfiguration LAS A

runPrivileged 1 &

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes
runPrivileged: true

Openshift AIEERLHERIMIR 2R 5, MMBELEITELE Kubernetes LB{4FRYIA IR,

BRREMSR

netapp-ci-telegraf-ds. netapp-ci-fluent-bit-ds ¥ netapp-ci-net-observer-l4-ds DaemonSet A TEEEEFRIE
TR EZH— pod, UEEHBKERET R LR, REREEENRRB—ERFBANNY TR NREE
TR ERETEABEENXSR, MMMBEL Pod E8 1M TR EETT, ML AXLESTREIE *SRE
7£_AgentConfiguration_#" . MIREBERKBEEN SRNEATFEEFHAED R, NEANMEIRIER BB RINL
ENARE, UATFRAEMRITIEER pods
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THRB X Kubernetes WEZER" 52 lBZAE"S

IR[E]" NetApp Kubernetes MITIRER L% TAE"

KT MERTIEA

EffiP* Kubernetes Monitoring Operator EE&EESCENZRINIRE, BELREZHIM operator-setup.yaml S
FRIBR AT R -

ClusterRole/netapp-ci<namespace>-agent—-secret
ClusterRoleBinding/netapp-ci<namespace>-agent-secret

el %LIEH’Q& ’ ;Flﬁ }‘Aﬁﬁq] fifl B%J\/

kubectl delete ClusterRole/netapp-ci-<namespace>-agent-secret-clusterrole
kubectl delete ClusterRoleBinding/netapp-ci-<namespace>-agent-secret-

clusterrolebinding

WMRBATEES, BB AgentConfiguration 5§ operator-config.yaml UECEARTEEEEY, HELE
BIED TEE kindsTolgnoreFromWatch: "secrets™, &Ex = Ut{THES | SHWNE | SHWEENMLE,

change-management:

# # A comma separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

# # Each kind will have to be prefixed by its apigroup

# # Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

kindsToIgnoreFromWatch: '"secrets"'

Vo vy

% Operator $R&% &

RERRIRMEG R EEENFIEEXIEIIHENetAppE R, ERILUIEREFIFER cosign TEFENIIEEER, E
B2E Kubernetes EANZHIZS. BT HEEZI1FIE, 155 "Kubernetes 314",

IGIF Kubernetes 5

AFEIEFREE RN QAR IR LRI PHE, T Ak FRMERIRG LERENAEEFEEE >
REERZ QAT

EFHRIEEGER, BHRITUTIE:

1. SHIFHEITEGRREN A &
2. HIIR R E BIHBNFMEEZD
3. ZEEGER LA (RHIFA di-image-signing.pub)
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4. {FH cosign IIEE&. ESIFLLT cosign AERA!

$ cosign verify --key dii-image-signing.pub
--insecure-ignore-tlog <repository>/<image>
:<tag>
The following checks were performed on each

Verification for <repository>/<image>

- The cosign claims were validated

-—-insecure-ignore-sct
:<tag>

of these signatures:

- The signatures were verified against the specified public key

[{"critical":{"identity":{"docker-

reference":"<repository>/<image>"}, "image":

digest":"sha256:<hash>"}, "type"

signature"}, "optional":null}]

R HEER

{"docker-manifest-

:"cosign container image

WRTEIZE Kubernetes Monitoring Operator BB Z| (8@, EEI U TIRE:

I

R EEEIERM Kubernetes 1HA BHEN G iHE1EE
KB ZERBEEHEEE, B Kubernetes IFA &2fE
BiFERSSENENREEN.

BREASHFEIRMATRAEBES E0901 15: 21
. 39.962145 1 reflector.go: 178] k8s.io/kube-state-
metrics/internal/store/builder.go: 352: F &%
H*v1.MutatingWebhookConfiguration: RRZ528+AZ!
IERMFEIRE0901 15 21: 43.168161 1 reflector.go
: 178] k8s.io/kube-state-
metrics/internal/store/builder.go: 352: ;%%
tH*v1.Lease: ARSZF|/IXAFIEKRIZAEIR Gk

HYleases.coordination.k8s.io) .
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=id—TF:

REBLSBHHINEM Telegraf RIE, AEREMTER
Y Telegraf XI2, EIER Telegraf 2.0 HE SR
7, FHBEH Kubernetes &EE#17(iEX M Data

Infrastructure Insights = &M% 3%,

SNERITITTT kube-state-metrics ArZs 2.0.0 E S hiias
H Kubernetes hgZ<ffF 1.20, NIaJES HINIXLEH
Eo REY Kubernetes k7 kubect! version 3KEX
kube-state-metrics kR4S kubectl get deploy/kube-
state-metrics -0 jsonpath="{..image}' 37 Bh LE HIX
NS, AP A LUERE kube-state-metrics ZBE L2
FLUTHL: mutatingwebhookconfigurations
validatingwebhookconfigurations volumeattachments
resources BRI, MITRILERLLT CLI &%

. resources=certificatesigningrequests. configmaps
« cronjobs. daemonsets. deployments. endpoints
« horizontalpodautoscalers. ingresses. jobs. limitra
nges. namespaces. networkpolicies. nodes. persis
tentvolumeclaims. persistentvolumes. poddisruption
budgets. pods. replicasets. replicationcontrollers. r
esourcequotas,
secrets,services,statefulsets,storageclasses ERIAZ R
HIR A “certificatesigningrequests. configmaps

. cronjobs. daemonsets. deployments. endpoints
. horizontalpodautoscalers. ingresses. jobs. lease
s. limitranges. mutatingwebhookconfigurations. na
mespaces. networkpolicies. nodes. persistentvolu
meclaims. persistentvolumes. poddisruptionbudgets
. pods. replicasets. replicationcontrollers. resource
quotas. secrets. services. statefulsets. storageclas
ses. validatingwebhookconfigurations. volumeattach
ments”



)

HKET Telegraf KHEMUTARABSHEIREL, B
Telegraf L BohFHiz1T: 10 B 11 H 14:23:41 ip-
172-31-39-47 systemd[1]: BRI T EIEIFREE!
InfluxDB BYfEHIKEIRIARSS 28 LIE, 10A11H
14:23:41 ip-172-31-39-47 telegraf[1827]: time="2021-
10-11T14:23:41Z" level=error msg="X %8I E%E=H
. /etc/telegraf/.cache/snowflake, ¥&ix: mkdir
letc/telegraf/.ca che: MPR#FIELE, ignored\n”
func="gosnowflake.(*defaultLogger).Errorf’
file="log.go:120” 108118 14:23:41 ip-172-31-39-47
telegraf[1827]: time="2021-10-11T14:23:41Z2"
level=error msg="T (317, RB&, ¥IFF
/etcltelegraf/.cache/snowflake/ocsp_response cache.
son: RAXEFRHEE R\n“func ="gosnowflake,
(*defaultLogger) .Errorf‘file ="log.go: 120“10811
H14:23:41 ip-172-31-39-47 telegraf [1827]: 2021-10-
11T14: 23: 41Z1! Z5h Telegraf 1.19.3

£ Kubernetes |, XA Telegraf pod 3R& LA FEEIR: “
12 mountstats {5 EBTHEE: FIEFTH mountstats XX
% /nostfs/proc/1/mountstats, f&ix:. FJFF
/hostfs/proc/1/mountstats: X E#EELE”

£ Kubernetes £, FxBY Telegraf ReplicaSet pod R &
LUTFE8IR: [inputs.prometheus] &S 58IR: TT/EMEE
$AT /etc/kubernetes/pki/etcd/server.crt

. letc/kubernetes/pki/etcd/server.key: FTF
letc/kubernetes/pki/etcd/server.crt: EHUXEHHB R

HBE— PSP/IPSA iR, Xa@ NIRRT mITR(ESINT
?

RIESIAEPZE Operator FH&F T RIR, HERIEES
F PSP/PSA.

Zi—F:
XE2— 1 BEMHR#E, &8&"XiE GitHub XE"THRE%

#18. RE Telegraf IERIETT, APMAILZKKXL
BIRHE,

R B RAFIREIHIT SELinux, NBJRESFALE Telegraf
pod 18] Kubernetes i /= _ERY /proc/1/mountstats X
. ErRLLRS, iﬁéﬁﬁﬁﬁﬁﬁﬂﬁ#f—"‘ﬁﬁ
runPrivileged 88, BXBZIFMAER, 5SS
OpenShift 3 EH,

Telegraf ReplicaSet pod STEEIEENET MK etcd
BT = EiEfT. WR ReplicaSet pod &BEEF—
TR LEiETT, ,‘.’jﬁl—rﬂﬂl?ﬁlJiX%%i%o REEHN
master/etcd TTRES o WNRHASLUILL, EMm
Telegraf ReplicaSet. telegraf-rs AMINENBRE,
540, 4m%E ReplicaSet...kubectl edit rs telegraf-rs...3f
BEENARBERNIMEFR, A, EFMEEH
ReplicaSet pod,

INRIEHY Kubernetes SEB¥IETEIETT Pod ZE KR
(PSP) & Pod &£ (PSA), NIARFALREIERFTHY
Kubernetes Wit 1EG, RBUTHTRARTIZHE
PSP/PSA FUMRIEER: 1.6 E—MEIIgER:
kubectl delete agent agent-monitoring-netapp -n
netapp-monitoring kubectl delete ns netapp-
monitoring kubectl delete crd
agents.monitoring.netapp.com kubectl delete
clusterrole agent-manager-role agent-proxy-role
agent-metrics-reader kubectl delete clusterrolebinding
agent-manager-rolebinding agent-proxy-rolebinding
agent-cluster-admin-rolebinding 2.% 25 112 1E R B9

ERATHRZSo

1 EAUTHSREARIE: kubectl -n <name-space>
edit agent 2, ¥ “security-policy-enabled”#xic
“false”s XIGEEF Pod ZE KK Pod REBENH R
VRIEREPE, FRUTHSHIA: kubectl get psp (
[iZ 2~ Pod Z2HREEEMIPR) kubectl get all -n
<namespace>

2
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a)
grep -i psp (RZERFKFZEMEAAR)

NREHE BENXHFAER docker 17EE, FHBKRE
B Kubernetes Monitoring Operator LAIE#IR5IE, M
ARERBIIXLEIR, HEELZXTFREX/FA repo
HERE.

BRI UEM A IERU T o<, HFERARAR
< FHIBAo

kubectl -n netapp-monitoring get
all

kubectl -n netapp-monitoring
describe all

kubectl -n netapp-monitoring logs
<monitoring-operator-pod> --all
—-containers=true

kubectl -n netapp-monitoring logs
<telegraf-pod> --all

-containers=true

XLE pod ¥Rz FRILE BTN B9 T1E 0 i E SRR S
22, ZIHLUTRME: « ©BHP—1 pod HEELIA
RIENIZARDS, F180: -— {“ci-tenant-id”: “your-
tenant-id”, “collector-cluster”: “your-k8s-cluster-
name”, “environment”. “prod”, “level’. “error”

, “msg”: ‘IR, RE: AZARES 3.10.0 KF&
{EM#ZARZs 4.18.0","time":"2022-11-09T08:23:08Z"}
---- « Net-observer pods Z3K Linux RizhkA&ZED A
4.18.0, fEAmMm<S “uname -riUERIZMA, HBRE
1>=4.18.0

HEKSSERF R EMITEIRE, N T MR T
ERE, BIVERINERMSEIEHI (NTP) S E 2K
EEYEI N (SNTP) [EZ IEA 28 _EBYBYIEL,

Net-observer@—{"\DaemonSet, 7Ek8s&EEtIE
MNodeFiETT— 1 pod, * FEATFRFUIEREH pod
, HEEEREEBE CPU INEXRFDM,. HED R
R EEFRENRNTER CPU,

BENELRENZERFR telegraf-rs pod £ ksm pod
Bz e B A 2ERIES. —BFFE pod &8z
TR, XEHEMEFEL,
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=T
H I “ImagePullBackoff $51%

HEEERFREZBLRI T R, SRETERE BT
fiR R Z IR,

Operator &5 8|4 H net-observer (T{EREHE
) pod & F CrashLoopBackOff 1R7

Pod 7£ Operator a5 & =iE] (FAIAE: netapp-
monitoring) HIE1T, B Ul PRETRILIEHHESRE
#HH ) Kubernetes $EATAIERIE

Operator &3 = [B]FHEYERSY net-observer pod & F
Pending X%

ZL %t Kubernetes Monitoring Operator f5, FIZENTEH
THEZUTREA: [inputs.prometheus] fEEFEIR: [
http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metrics
KR HTTP 15K s FREX http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metrics

: 35 tep: &I kube-state-
metrics.<namespace>.svc.cluster.local: && X

EM

BB AR EAER D FEER Kubernetes
CronJobs WEEAI5+T.



)

IEARAEY Kubernetes hie4s (B kubectl version
) o WIRZE v1.20.x HEEhRE, XE—FIHABIFRE
#l, fEF Kubernetes Monitoring Operator ZFE/Y
kube-state-metrics hRZs{¥32#F v1.CronJobs T_
Kubernetes 1.20.x &L TFARZA*, CronJob ZFIE{IF
vibeta.CronJob, HIt, kube-state-metrics To;%#%Z!
CronJob &R,

Ym4E_ AgentConfiguration_Hftelegraf3fisy, F
Jlg’r_dockerMetricCoIIectionEnabled BB Hfalses T
REZIFE, BSREERN IERD" ... %
DL BBk L - Z#R: docker BITIRT,: -
DaemonSet &i: - &

: DOCKER_UNIX_SOCK_PLACEHOLDER &

. unix:///run/docker.sock

“m48_AgentConfiguration_HfStelegrafifsy,
¥ _outputTimeout 1EHNFN10FD, ST RREZ1¥1E, 18
BIAEEEN LB L,

HBRIEERR IR EmrIER .

H 2023 &£ 10 B 12 BHif2, Data Infrastructure
Insights BEEH) Y Operator, LUEEIFHARSFAINA
P, AT REXAXLETENR, EmfbkEEiE/ER
LM

MEREHFHES pod BIRR:

“kubectl -n netapp-monitoring get
pods

Zi—T:

RERIERS, telegraf-ds pod #H A\
CrashLoopBackOff, pod H&EE“su: Authentication
failed”s

HTE Telegraf BEREBIXMUATHABTHNEEHIRHE
B E! [agent] E NI HES, http: &
#a“\nttps://<tenant_url>/rest/v1/lake/ingest/influxdb”:
S*ﬁtHJ:'FS‘(ESthEil‘Eﬂ (ZFHRLESEBY Client. Timeout

i D RELEHHER involvedobject #E,

N AKEBIRD RITRIER pod EEETT, — 18
79 netapp-ci-monitoring-operator-<pod>, F—1& 7
monitoring-operator-<pod>?

B kubernetes HHEEIMELE
InsightsiR 5.

[AData Infrastructure

grep event-exporter
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)

awk {print $1}'

&2 Kubernetes Monitoring Operator Z8ZH) pod
FHRBEREMAR R,

R D E & ELE TR S netapp-ci-kube-state-metrics
pod AR EE L, TITE StatefulSet £1£7,
Ao B B8 B N AZ) netapp-ci-kube-state-metrics
podo

1517 Kubernetes Operator A4kf5, netapp-ci-kube-
state-metrics pod F£EBE, M ErrimagePull (&
FIEVER)

ERAESINT, B Kubernetes EEEFFMEEH4H
#83¢ maxEventAgeSeconds MEEFHEo

Telegraf R RIBiEAEA M & tHE &8 AH 5o

HEZIKE Telegraf BIEMUTHRBHESHE !
[inputs.diskio] Fo7EWEE ‘vdc BINEEE R FR: 152EX
/dev/vde BSHEE: BB HHER

w!
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sed 's/event-exporter./event-exporter/”

© M i% 2 “netapp-ci-event-exporter’di “‘event-
exporter’s & FREFELEIZNIE kubectl -n
netapp-monitoring edit agent, HI&E
LOG_FILE BY{EMURIR E—F PR EIRELNEHSEH
28 pod &#F, BEEMIPL, LOG_FILE FiZi&E
J9“/var/log/containers/netapp-ci-event-exporter.log”

g “/var/log/containers/event-exporter*.log”

fluent-bit:

- name: event-exporter-ci

substitutions:

- key: LOG_FILE

values:

- /var/log/containers/netapp-ci-event-exporter*.log

&, BEESMERZEREA,

2% Kubernetes Monitoring Operator"fit & 17171 "1R 1
10 CPU #/zkATERH,

StatefulSet (U F"IRFH" KRS, BEFMBEER&AG,
[z 5% netapp-ci-kube-state-metrics podo

X FEHEE podo

&2 Operator agentconfiguration, & event-exporter-
maxEventAgeSeconds (BMEN0EI 60s) . event-
exporter-kubeQPS (ENtE1NZEI 100) #0 event-
exporter-kubeBurst (ENIEANE] 500) 1&h0, B FXXLe
EE%LIﬁEﬁEQﬁ%'fn/u\: 1ﬁ m'_]"EE%LIﬁ"J\o

SIIEINRBIRIER ST 2 Telegraf BIRIBIE A7E
Rl WRTEEMES, 1EHEEH NKMO KIBEEH
& unprotected IR E N true, XIFIER Telegraf FEZR
AR B BERIRNEZEDIH, E?ﬁﬁjﬁﬁﬁﬁﬂ%ﬁémﬁﬁ,
R RENNE O RERW IR, BERFETE

%8 ”EP\]T?E’JWEEP#LFIO ﬁ?é unprotected Ao &k
MMNEZFMEE, BSR I E LN T
3FF Kubernetes IEITI2ERFKIH, XLEEHEEER

MR, USRI, JE, %8
AgentConfiguration FH telegraf &893, i
runDsPrivileged iIX& /3 true, AT REZ1¥E, 1B5S
"1 E B3 RO BD BRI
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) ; Zi—T:

Y fluent-bit pod LIMLLFEEIR: [2024/10/16 2N B EEREP R fsnotify 1R E
14:16:23] [£51R] [/src/fluent-
bit/plugins/in_tail/tail_fs_inotify.c:360 errno=24] TH#Y

XK [2024/10/16 14:16:23] [$EiR] FIEALHEIN sudo sysctl
tail.0 2 [2024/10/16 14:16:23] [$&1R] [51Z8] HNA] fs.inotify.max user instances
LY S (take note of setting)

sudo sysctl
fs.inotify.max user instances=<som
ething larger than current
setting>

sudo sysctl
fs.inotify.max user watches (take
note of setting)

sudo sysctl
fs.inotify.max user watches=<somet
hing larger than current setting>

BB Fluent-bit,

AR ATEXEREETSRERENABN, £BF
FE1E letc/sysctl.conf RN TLIT

fs.inotify.max user instances=<so
mething larger than current
setting>

fs.inotify.max user watches=<some
thing larger than current setting>

telegraf DS pods k55 kubernetes FINIEHFE X WNR kubelet FRBEXEZIET, F/EIBEFIEPREIE
8%, ATTEWIE TLS iEBMI2AH HTTPiE  #_Subject Alternative Name_ 5IRFEE

Ko flgN: E! [inputs.kubernetes] #HFEEIR: MLAT <kubelet IP>, MIE&AEXMIER. 77T BRX R
&R EH HTTP iAKET H$5"<a , BRPeILMEEELE", FH&
href="https://&lt;kubelet_IP&gt;:10250/stats/summary": telegraf:insecureK8sSkipVerify iIRE A true. XFEEE
" class="bare">https://&lt:kubelet_IP&gt::10250/stats/ telegraf NG IUBLIINIF, &, AP AIUERSE
summary":</a>5%|"<a kubelet"fR55 25 TLSBootstrap" , &L HK
href="https://&lt;kubelet_IP&gt;:10250/stats/summary": B“certificates.k8s.io”API BYIEHi1EK,

" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/

summary":</a>tls: FoARIEIES: x509: FiALKIE

&lt;kubelet_IP&gt; BYIEH, EAEAEEESM IP SAN
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Kubernetes 55 Operator B &k

X"Kubernetes 14151215 1853 AgentConfiguration XEFIRIMFEEHIE E NER, EEI L
IEERFEREG. WEElR. IBIRE. REUMFETAHGLE, UK Kubernetes

IRIER AT, ERAXEERALBENX telegraf. kube-state-metrics. AEUWE. TEHR
HRgT, TEEEMEMSITA L,

TRHCIEED & S

TER— R AgentConfiguration X, EFREEEMEMAYIRAE,

apiVersion: monitoring.netapp.com/vlalphal
kind: AgentConfiguration
metadata:
name: netapp-ci-monitoring-configuration
namespace: "netapp-monitoring"
labels:
installed-by: nkmo-netapp-monitoring

spec:
#4
## One can modify the following settings to configure and customize the
operator.
## Optional settings are commented out with their default values for
reference.
## To update them, uncomment the line, change the value, and apply the
updated AgentConfiguration.
#4
agent:
#4
## [REQUIRED FIELD]
## A uniquely identifiable user-friendly cluster name
## The cluster name must be unique across all clusters in your Data
Infrastructure Insights (DII) environment.
#4

clusterName: "my cluster"

##

## Proxy settings

## If applicable, specify the proxy through which the operator should
communicate with DIT.

## Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#configuring-proxy-
support
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task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator
task_config_telegraf_agent_k8s.html#configuringcustomizing-the-operator

=

pProxy:
server:
port:
NOProxy:
username:
password:
isTelegrafProxyEnabled:
isFluentbitProxyEnabled:
isCollectorsProxykEnabled:

H H= H= H H= H H H= FH H

##

## [REQUIRED FIELD]

## Repository from which the operator pulls the required images

## By default, the operator pulls from the DII repository. To use a
private repository, set this field to the

## applicable repository name. Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

##

dockerRepo: 'docker.cOl.cloudinsights.netapp.com'

#4

## [REQUIRED FIELD]

## Name of the imagePullSecret required for dockerRepo

## When using a private repository, set this field to the applicable
secret name.

#4

dockerImagePullSecret: 'netapp-ci-docker'

#4

## Automatic expiring API key rotation settings

## Allow the operator to automatically rotate its expiring API key,
generating a new API key and

## using it to replace the expiring one. The expiring API key itself
must support auto rotation.

#4

# tokenRotationEnabled: 'true'

#4

## Threshold (number of days before expiration) at which the operator
should trigger rotation.

## The threshold must be less than the total duration of the API key.

#4

# tokenRotationThresholdDays: '30'

push-button-upgrades:
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#4

## Allow the operator to be upgraded using the Data Infrastructure
Insights (DII) UI

#4

# enabled: 'true'

#4

## Frequency at which the operator polls and checks for upgrade
requests from DIT

#4

# polltimeSeconds: '60'

##

## Allow operator upgrade to proceed even if new images are not
present

##

# ignoreImageNotPresent: 'false'

##

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreImageSignatureFailure: 'false'

#4

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreYAMLSignatureFailure: 'false'

##
## Use dockerImagePullSecret to access the image repository and verify
the existence of the new images

i

# imageValidationUseSecret: 'true'

#4
## Time allowed for the old operator pod to shutdown before reporting
an upgrade failure to DII

#4
# upgradesShutdownTime: '240'

i

## Time allowed for the new operator pod to startup before reporting



an upgrade failure to DII
#4
# upgradesStartupTime: '600"'

telegraf:
##
## Frequency at which telegraf collects data
## The frequency should not exceed 60s.
##

# collectionInterval: '60s'

##

## Maximum number of metrics per batch

## Telegraf sends metrics to outputs in batches. This controls the
size of those writes.

#4

# batchSize: '10000'

#4

## Maximum number of unwritten metrics per output

## Telegraf caches metrics until they are successfully written by the
output. This controls how many metrics

## can be cached. Once the buffer is filled, the oldest metrics will
get dropped.

#4

# bufferLimit: '150000'

##

## Rounds collection interval to collectionInterval

## If collectionInterval is 60s, collection will occur on-the-minute
##

# roundInterval: 'true'

#4

## Jitter between plugins on collection

## Each input plugin sleeps a random amount of time within jitter
before collecting. This can be used to prevent

## multiple input plugins from querying the same resources at the same
time. The maximum collection interval would

## be collectionInterval + collectionJitter.

#4

# collectionJitter: '0Os'

#4
## Precision to which collected metrics are rounded
## When set to "0s", precision will be set by the units specified by
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collectionInterval.
#4#

# precision: '0Os'

#4

## Frequency at which telegraf flushes and writes data
## Frequency should not exceed collectionInterval.

#4

# flushInterval: '60s'

#4

## Jitter between plugins on writes

## Each output plugin sleeps a random amount of time within jitter
before flushing. This can be used to prevent

## multiple output plugins from writing the same resources at the same
time, and causing large spikes. The maximum

## flush interval would be flushInterval + flushJitter.

#4

# flushJitter: '0Os'

#4

## Timeout for HTTP output plugins

## Time allowed for http output plugins to successfully writing before
failing.

#4

# outputTimeout: '5s'

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-ds DaemonSet
#4

# dsCpuLimit: '750m’'

# dsMemLimit: '800Mi'

# dsCpuRequest: '100m’

# dsMemRequest: '500Mi’

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-rs ReplicaSet
#4

# rsCpulLimit: '3

# rsMemLimit: '4Gi'

# rsCpuRequest: '100m’

# rsMemRequest: '500Mi’

#4
## telegraf runs through the processor plugins a second time after the
aggregators plugins, by default. Use this



## option to skip the second run.
##

# skipProcessorsAfterAggregators: 'false'

#4

## Additional tolerations for netapp-ci-telegraf-ds DaemonSet and
netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet and netapp-ci-
telegraf-ds DaemonSet to view the default tolerations.

## If additional tolerations are needed, specify them here using the
following abbreviated single line format:

##

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# dsTolerations: ''

# rsTolerations: "'

#4

## Additional node selector terms for netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet to view the default
node selectors terms. If additional node

## selector terms are needed, specify them here using the following
abbreviated single line format:

#4#

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"™]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

#4#

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

i

# rsNodeSelectorTerms: ''

#4

## telegraf uses lockable memory to protect secrets in memory. If
telegraf issues warnings about insufficient

## lockable memory, try increasing the limit of lockable memory on the
applicable nodes. If increasing this limit

## is not an option for the given environment, set unprotected to true
so telegraf does not attempt to use

## lockable memory.

#4

# unprotected: 'false'

i

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf-mountstats-
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poller container in privileged mode

## The telegraf-mountstats-poller container needs read-only access to
system files such as those in /proc/ (i.e. to

## monitor NFS IO metrics, etc.). Some environments impose restricts
that prevent the container from reading these

## system files. Unless those restrictions are lifted, users may need
to run this container in privileged mode.

#4

# runPrivileged: 'false'

#4

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf container in
privileged mode

## The telegraf container needs read-only access to system files such
as those in /dev/ (i.e. for the telegraf

## diskio input plugin to retrieve disk metrics). Some environments
impose restricts that prevent the container from

## accessing these system files. Unless those restrictions are lifted,
users may need to run this container in

## privileged mode.

#4

# runDsPrivileged: 'false'

#4

## Allow the netapp-ci-telegraf-ds DaemonSet's telegraf-ds, telegraf-
init, and telegraf-mountstats-poller containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## /proc/l/mountstats, etc.). Allowing escalation privilege should
negate the need to run these containers in

## privileged mode.

#4

# allowDsPrivilegeEscalation: 'true'

##

## Allow the netapp-ci-telegraf-rs DaemonSet's telegraf-rs and
telegraf-rs-init containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## etcd credentials when applicable, etc.). Allowing escalation
privilege should negate the need to run these

## containers in privileged mode.

#4

# allowRsPrivilegeEscalation: 'true'

##
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## Enable collection of block IO metrics (kubernetes.pod to storage)

#4#
# dsBlockIOEnabled: 'true'

##

## Enable collection of NFS IO metrics (kubernetes.pod to storage)
i

# dsNfsIOEnabled: 'true'

#4

## Enable collection of system-specific objects/metrics for managed
k8s clusters

## This consists of k8s objects within the kube-system and cattle-
system namespaces for managed k8s clusters

## (i.e. EKS, AKS, GKE, managed Rancher, etc.).

#4

# managedK8sSystemMetricCollectionEnabled: 'false'

#4

## Enable collection of pod ephemeral storage metrics
(kubernetes.pod volume)

#4

# podvVolumeMetricCollectionEnabled: 'false'

#4

## Declare Rancher cluster is managed

## Rancher can be deployed in managed or on-premise environments. The
operator contains logic to try to determine

## which type of environment Rancher is running in (i.e. to factor
into managedK8sSystemMetricCollectionEnabled) .

## If the operator logic misidentifies whether Rancher is running in a
managed environment or not, use this option

## to declare Rancher is managed.

#4

# isManagedRancher: 'false'

#4

## Locations for the etcd certificate and key files

## The operator looks at well-known locations for the etcd certificate
and key files. If this cannot find these

## files, the applicable telegraf input plugin will fail. Use this
option to specify the complete filepath to these

## files on the nodes.

## Note that the well-known locations for these files are typically
root-protected. This is one of the reasons why

## the netapp-ci-telegraf-rs ReplicaSet's telegraf-rs-init container
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needs to run with escalation privileges.
#4
# rsHostEtcdCrt: ''
# rsHostEtcdKey: ''

#4

## Allow operator/telegraf communications with k8s without TLS
verification

## In some environments, TLS verification will not succeed (i.e.
certificates lack IP SANs). To skip the

## verification, use this option.

#4

# insecureK8sSkipVerify: 'false'

kube-state-metrics:
#4
## CPU/Mem limits and requests for netapp-ci-kube-state-metrics
StatefulSet
#4
# cpulLimit: '500m'
# memLimit: '1Gi'
# cpuRequest: '100m'
# memRequest: '500Mi’'

#4

## Comma-separated list of k8s resources for which to collect metrics
## Refer to the kube-state-metrics --resources CLI option

#4

# resources:
'cronjobs, daemonsets,deployments, horizontalpodautoscalers, ingresses, jobs, n
amespaces,nodes, persistentvolumeclaims, persistentvolumes, pods, replicasets,
resourcequotas, services, statefulsets'

##

## Comma-separated list of k8s metrics to collect

## Refer to the kube-state-metrics --metric-allowlist CLI option

##

# metrics:
'kube cronjob created, kube cronjob status active, kube cronjob labels, kube
daemonset created, kube daemonset status current number scheduled, kube daem
onset status desired number scheduled, kube daemonset status number availab
le, kube daemonset status number misscheduled, kube daemonset status number
ready, kube daemonset status number unavailable, kube daemonset status obser
ved generation, kube daemonset status updated number scheduled, kube daemons
et metadata generation, kube daemonset labels,kube deployment status replic
as, kube deployment status replicas_available, kube deployment status replic



as_unavailable, kube deployment status replicas updated, kube deployment sta
tus observed generation, kube deployment spec replicas, kube deployment spec
_paused, kube deployment spec strategy rollingupdate max unavailable, kube d
eployment spec strategy rollingupdate max surge, kube deployment metadata g
eneration, kube deployment labels, kube deployment created, kube job created,
kube job owner, kube job status active, kube job status succeeded, kube job s
tatus failed, kube job labels, kube job status start time, kube job status co
mpletion time, kube namespace created, kube namespace labels, kube namespace
status phase, kube node info, kube node labels, kube node role, kube node spec
_unschedulable, kube node created, kube persistentvolume capacity bytes, kube
_persistentvolume status phase, kube persistentvolume labels, kube persisten
tvolume info, kube persistentvolume claim ref, kube persistentvolumeclaim ac
cess mode, kube persistentvolumeclaim info, kube persistentvolumeclaim label
s, kube persistentvolumeclaim resource requests storage bytes, kube persiste
ntvolumeclaim status phase, kube pod info, kube pod start time, kube pod comp
letion time, kube pod owner, kube pod labels, kube pod status phase, kube pod
status ready, kube pod status scheduled, kube pod container info,kube pod co
ntainer status waiting, kube pod container status waiting reason, kube pod c
ontainer status running, kube pod container state started, kube pod containe
r status terminated, kube pod container status terminated reason, kube pod c
ontainer status last terminated reason, kube pod container status_ ready, kub
e pod container status restarts total, kube pod overhead cpu cores, kube pod
_overhead memory bytes, kube pod created, kube pod deletion timestamp, kube p
od init container info, kube pod init container status waiting, kube pod ini
t container status waiting reason,kube pod init container status running, k
ube pod init container status terminated, kube pod init container status te
rminated reason, kube pod init container status last terminated reason, kube
_pod init container status ready, kube pod init container status restarts t
otal, kube pod status scheduled time, kube pod status unschedulable, kube pod
_spec_volumes persistentvolumeclaims readonly, kube pod container resource
requests cpu cores, kube pod container resource requests memory bytes, kube
pod container resource requests storage bytes, kube pod container resource
requests ephemeral storage bytes, kube pod container resource limits cpu co
res, kube pod container resource limits memory bytes, kube pod container res
ource limits storage bytes, kube pod container resource limits ephemeral st
orage bytes, kube pod init container resource limits cpu cores, kube pod ini
t container resource limits memory bytes, kube pod init container resource
limits storage bytes,kube pod init container resource limits ephemeral sto
rage bytes,kube pod init container resource requests cpu cores, kube pod in
it container resource requests memory bytes,kube pod init container resour
ce requests storage bytes, kube pod init container resource requests epheme
ral storage bytes, kube replicaset status replicas, kube replicaset status r
eady replicas,kube replicaset status observed generation, kube replicaset s
pec replicas, kube replicaset metadata generation, kube replicaset labels, ku
be replicaset created, kube replicaset owner, kube resourcequota, kube resour
cequota created, kube service info, kube service labels, kube service created
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, kube service spec type, kube statefulset status replicas, kube statefulset
status replicas current, kube statefulset status replicas ready, kube statef
ulset status replicas updated, kube statefulset status observed generation,
kube statefulset replicas,kube statefulset metadata generation, kube statef
ulset created, kube statefulset labels, kube statefulset status current revi
sion, kube statefulset status update revision, kube node status capacity, kub
e node status allocatable, kube node status condition, kube pod container re
source requests,kube pod container resource limits,kube pod init container

_resource limits,kube pod init container resource requests, kube horizontal
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podautoscaler spec max replicas, kube horizontalpodautoscaler spec min repl
icas, kube horizontalpodautoscaler status condition, kube horizontalpodautos
caler status current replicas, kube horizontalpodautoscaler status desired
replicas'

#4

## Comma-separated list of k8s label keys that will be used to
determine which labels to export/collect

## Refer to the kube-state-metrics —--metric-labels-allowlist CLI
option

#4

# labels:
'cronjobs=[*],daemonsets=[*],deployments=[*],horizontalpodautoscalers=[*],
ingresses=[*],jobs=[*],namespaces=[*],nodes=[*],persistentvolumeclaims=[*]
,persistentvolumes=[*],pods=[*], replicasets=[*], resourcequotas=[*], service
s=[*],statefulsets=[*]"'

#4

## Additional tolerations for netapp-ci-kube-state-metrics StatefulSet

## Inspect the netapp-ci-kube-state-metrics StatefulSet to view the
default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

##

# tolerations: "'

#4

## Additional node selector terms for netapp-ci-kube-state-metrics
StatefulSet

## Inspect the kube-state-metrics StatefulSet to view the default node
selectors terms. If additional node selector

## terms are needed, specify them here using the following abbreviated
single line format:

i



## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

#4

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

##

# nodeSelectorTerms: ''

#4

## Number of kube-state-metrics shards

## For large clusters, kube-state-metrics may be overwhelmed with
collecting and exporting the amount of metrics

## generated. This can lead to collection timeouts for the netapp-ci-
telegraf-rs pod. If this is observed, use this

## option to increase the number of kube-state-metrics shards to
redistribute the workload.

#4

# shards: '2'

logs:

##

## Allow the netapp-ci-fluent-bit-ds DaemonSet's fluent-bit container
to run with escalation privilege.

## This is needed to access/read root-protected files (event-exporter
pod log, fluent-bit DB file, etc.).

#4

# fluent-bit-allowPrivilegeEscalation: 'true'

##
## Read content from the head of the file, not the tail
##

# readFromHead: "true"

##

## Network protocol for DNS (i.e. UDP, TCP, etc.)
##

# dnsMode: "UDP"

##

## DNS resolver (i.e. LEGACY, ASYNC, etc.)
##

# fluentBitDNSResolver: "LEGACY"

#4
## Additional tolerations for netapp-ci-fluent-bit-ds DaemonSet
## Inspect the netapp-ci-fluent-bit-ds DaemonSet to view the default
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tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

##

# fluent-bit-tolerations: ''

#4

## CPU/Mem limits and requests for netapp-ci-fluent-bit-ds DaemonSet
#4

# fluent-bit-cpulLimit: '500m'

# fluent-bit-memLimit: '1Gi'

# fluent-bit-cpuRequest: '50m'

# fluent-bit-memRequest: '100Mi'

##

## Top-level host path in which the kubernetes container logs reside,
including any symlinks from var/log/containers

## For example, if /var/log/containers/*.log is a symlink to
/kubernetes/log to

## /kubernetes/var/lib/docker/containers/*/*.log, fluent-bit-
containerLogPath should be set to '/kubernetes'.

##

# fluent-bit-containerLogPath: '/var/lib/docker/containers'
## fluent-bit DB file path/location

##

## fluent-bit DB file path/location

## By default, fluent-bit is configured to use /var/log/netapp-
monitoring flb kube.db. This path usually requires

## escalated privileges for read/write. Users who want to avoid
escalation privilege can use this option to specify

## a different DB file path/location. The custom path/location should
allow non-root users to read/write.

## Ideally, the path/location should be persistent.

#4

# fluent-bit-dbFile: '/var/log/netapp-monitoring flb kube.db'

#4

## Additional tolerations for netapp-ci-event-exporter Deployment

## Inspect the netapp-ci-event-exporter Deployment to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single



line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecutel}'

#4

# event-exporter-tolerations:

#4

## CPU/Mem limits and requests for netapp-ci-event-exporter Deployment

#4

# event-exporter-cpulimit: '500m'

# event-exporter-memLimit: '1Gi'

# event-exporter-cpuRequest: '50m'

# event-exporter-memRequest: '100Mi'

#4

## Max age for events to be processed and exported; older events are
discarded

#4

# event-exporter-maxEventAgeSeconds: '10'

#4

## Client-side throttling

## Set event-exporter-kubeBurst to roughly match event rate

## Set event-exporter-kubeQPS to approximately 1/5 of event-exporter-
kubeBurst

#4

# event-exporter-kubeQPS: 20

# event-exporter-kubeBurst: 100

#4

## Additional node selector terms for netapp-ci-event-exporter
Deployment

## Inspect the event-exporter Deployment to view the default node
selectors terms. If additional node selector terms

## are needed, specify them here using the following abbreviated

single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
#4#

# event-exporter-nodeSelectorTerms:



workload-map:

## Run workload-map container with escalation privilege to coordinate
memlocks

#4

## Allow the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container to run with escalation privilege.

## This is needed to coordinate memlocks.

#4

# allowPrivilegeEscalation: 'true'

#4

## CPU/Mem limits and requests for netapp-ci-net-observer-14-ds
DaemonSet

#4

# cpulLimit: '500m'

# memLimit: '500Mi’

# cpuRequest: '100m'

# memRequest: '500Mi'

#4

## Metric aggregation interval (in seconds)

## Set metricAggregationInterval between 30 and 120
#4

# metricAggregationInterval: '60'

##

## Interval for bpf polling

## Set bpfPollInterval between 3 and 15
##

# bpfPollInterval: '8'

##

## Enable reverse DNS lookups on observed IPs
##

# enableDNSLookup: 'true'

#4

## Additional tolerations for netapp-ci-net-observer-14-ds DaemonSet

## Inspect the netapp-ci-net-observer-14-ds DaemonSet to view the
default tolerations. If additional tolerations

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

##
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# l4-tolerations: "'

#4

## Run the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container in privileged mode

## Some environments impose restricts that prevent the net-observer
container from running.

## Unless those restrictions are lifted, users may need to run this
container in privileged mode.

#4

# runPrivileged: 'false'

change-management:
#4
## CPU/Mem limits and requests for netapp-ci-change-observer-watch-rs
ReplicaSet
#4
# cpulLimit: '1'
# memLimit: '1Gi'
# cpuRequest: '500m’'
# memRequest: '500Mi'

#4#

## Interval (in seconds) after which a non-successful deployment of a
workload will be marked as failed

#4#

# workloadFailureDeclarationIntervalSeconds: '30'

#4

## Frequency (in seconds) at which workload deployments are combined
and sent

##

# workloadDeployAggrIntervalSeconds: '300'

#4

## Frequency (in seconds) at which non-workload deployments are
combined and sent

#4

# nonWorkloadDeployAggrIntervalSeconds: '15'

#4

## Set of regular expressions used in env names and data maps whose
value will be redacted

#4

# termsToRedact: '"pwd", "password", "token", "apikey", "api-key",
"api key", "jwt", "accesskey", "access key", "access-key", "ca-file",
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"key-file", "cert", "cafile", "keyfile", "tls", "crt", "salt",

".dockerconfigjson", "auth", "secret"'

##

## Additional node selector terms for netapp-ci-change-observer-watch-
rs ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default node selectors terms. If additional

## node selector terms are needed, specify them here using the
following abbreviated single line format:

#4

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

#4#

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

#4

# nodeSelectorTerms: ''

#4

## Comma-separated list of additional kinds to watch

## Each kind should be prefixed by its API group. This list in
addition to the default set of kinds watched by the

## collector.

#4

## Example: '"authorization.k8s.io.subjectaccessreviews"'

#4

# additionalKindsToWatch: ''

#4

## Comma-separated list of additional field paths whose diff is
ignored as part of change analytics

## This list in addition to the default set of field paths ignored by
the collector.

#4

## Example: '"metadata.specTime", "data.status"'

#4

# additionalFieldsDiffToIgnore: ''

#4

## Comma-separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

## Each kind should be prefixed by its API group.

#4

## Example: '"networking.k8s.io.networkpolicies,batch.jobs",

"authorization.k8s.io.subjectaccessreviews"'



##
# kindsToIgnoreFromWatch: ''

##

## Frequency with which log records are sent to DII from the collector
##

# logRecordAggrIntervalSeconds: '20'

#4

## Additional tolerations for netapp-ci-change-observer-watch-rs
ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# watch-tolerations: ''
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Top 3 Workloads
with Most Alerts

S RER

5 @ catalog

Analyze:

Changes and Alerts
Change Analysis (here]

Infrastructure
Kubermetes Exmilorer

Dependency and Flow
Workload Map

Log Analysis
Event Logs

=i
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FHaMLERE). R EIUNRMBAZRENUE, MMRREXERRNER. CEETRAVNRE. EREXE

HARAE AR R E M
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& Deploy Failed X

Summary
Start Time End Time Duration
10/18/2023 2:40:01 PM 10/18/2023 2:50:02 PM 10 minutes

Triggered On : kind
Deployment

Triggered On

@ ci-demo-01 »

@ netapp-fitness-store-01 >

@ billing-accounts »

Failure Detail

Reason For Failure
ProgressDeadlineExcesded - ReplicaSet "billing-accounts-6ddc7df546" has timed out progressing,

Message
Failed deploy

Changes (2)

Attribute Name

spec.template.spec.containers]

0].image

metadata.annotations.deploy
ment.kubernetes.io/revision

All Changes Diff

Associated Events

EventLogs

EFREREFSREEXERINIFAE
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=

Previous

210811600188.dkr.ecr.us-2ast-
1.amazonaws.com/sm-billing-
accounts-apisi1.0.0

2064

MNew

210811600188.dkr.ecr.us-2ast-
1.amazonaws.com/sm-billing-
accounts-apisi1.0.09

2965
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