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#
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(ExtendedStatus
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Ho RIEXE: NEEBRIRERS | TEMNBBRES[SHITHAEN, A ERAEMAELRENR,

4. RREEES B BRI . XEHARATWESIBNIRIERAR T SHEE MR,
[Elasticsearch BCE]
BE

BEXER, i8N Elasticsearch 14",

IR ITEES
BUWEU TR E 1T 448s:
PUE W PRIRFRT Bl
Elasticsearch &8 R TeER Ta IP TR REEERES
Elasticsearch T 5 MRATEEHESTHRIDESTE 9KXID
IPES &
U PEHERR

BXHEMER. BSRSZH TH.

Flink 3z 528
Data Infrastructure Insightf{sf F Itk $E U E2 28 MFlink UK EE$E 4R

oS
1. M*Observability > Collectors*H#1, B E*+Data Collector*s e "HE",
WERRAET Telegraf RIZMIRIFRART A,

2. MRHRLREATRENNE, AEENEMIRERARTERENE, B2 E_Show Instructions _BFF 5
B, "HIEZRR"

3. RERTIHHERERNRIZHRER, EeJLOEIRE * + BB ER  ZERANHORIE R R E
Ho REKE: RELCERIRERY / FANEIREWRESRHTHAN, A ERAEMRIESIER.
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concept_requesting_support.html
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4. ZREES B EHERER, XEHBEATFWRESRENRERANTARNERMR.
[Flink BCE&]

o
FEER Flink BpEEFELIT AN
JobManager : Flink £&45, MiE—%%! TaskManager . = AMIREF, RFEEEEZ 1 JobManager

o TaskManager : $1T Flink ZERHIIE, Flink iHEEETIHLEBIRAY JOLokia fhfh. B30, FEEMFRAE Flink
HHEWEEER, RItFEEFREAHN @I Jallokia EEEFH AT JMX 6

PN
IHECE 2 RHE Flink 1.0.0 ARFAF & H,

®E

JOLokia Agent Jar

MFEREREMNMAH, BN TEH—HRZASH jarokia LIE JAR X, MiRXAIARZA A9 "JOLokia X2 1.6.0"
I FiBBEREE THM JAR X1 (jolokia-jvm-1.6.0-agentjar ) fIF{IE "fopt/Flink/lib/" o

JobManager

E3 JobManager L& AT Jobokia APl , EAIUET R LIREUTHIETE, REEHB5N JobManager

export FLINK ENV_JAVA OPTS="-javaagent:/opt/flink/lib/jolokia-jvm-1.6.0-
agent.jar=port=8778,host=0.0.0.0"

eI AR ERETEFEREMEO ( 8778 ) o MIREE—IRE 1p EKBIE Jallokia

» WBILARE "catch all™ 0.0.0.0 BMAMKEHSEH 1P ., HIE, Ik 1P

S E A NERIRIEH AR,

TaskManager

EFgE TaskManager LA FFItE JOLokia APl , EBRIET R EIREUTIMELE, AFEHBE TaskManager

export FLINK ENV_JAVA OPTS="-javaagent:/opt/flink/lib/jolokia-jvm-1.6.0-
agent.jar=port=8778,host=0.0.0.0"

eI RRETEFEREMEO ( 8778 ) o MIREE—IKWE 1p EKBE Jallokia

» WAL "catch all™ 0.0.0.0 BMAMKEHSEH 1P ., HIE, It 1P

HE A MBS,
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PUE
Flink ES1&1ER

PRIRET

SEra A TE(FIL ID #2(F
511D f£55 1D

B

AR5 2T AR IRIEAL B AR
BRIFRBMFESRIE

R

SN KED % H 7K
ENBECRAENEICRT

ZZ5 ID EEZHRBE SIERMERENEHE

ZRMAESEESS ID TR ERSVHERHEREH

P BELREWFHEHER
RENWEIHEHBEEEREY
LEERBIERIEREERE
PESXFTHE HiEL
R IR IR IR
RARRRERERRKMBIR
R IhEZ X AREEE
THEUEZ O ERIRE TR
EVER 391 BIE IR iR K
BRI EUA/ NI
BV AR/ N AR B T3 R B i8]
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MESERENFHRERE
1O LB 10 BYia)F1y 10 B
g (ns) 10Z&FEEI10
FHFEITFY (ns) MOAN
L9 IPNNEIR S S E N )
MESEIMLE 10 ERREH
FHEREZREAREIZ
EHEEMERPRAIE
REIFRERFFR KN
ERA/NERAKIMR IR %
BRER D RZE[E P ATE]
I NIE S MR B8] &
VI IDNENIEI =3 NGk AN E]

&K

BEEHEER
BXEMEE. EBR SR TH,

Hadoop Data Collector
Data Infrastructure Insight{sf B Itk #3E UK 5228 MHadoop Ut EE$E 1T,

T
1. M*Observability > Collectors*H1, B #i*+Data Collector*, i&E#EHadoop.
EFRET Telegraf RIBRIRIERAHTES,

2. MRHERLREATRENNE, AEENEMIRERARTERENE, B8 E_Show Instructions _BFF 5
B, "RIEZRE"

3. RERTIHHERERNARIRFRER, EeJLOETRE * + AERHRE  ZERANHO AR R E
Ho RIEXRE: NEEBRRIRERS | TEMNBBERESHITHAN, AEAEMAELRRENR,
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4. BREEES B EHIEINESS. XERBARATWESIEMIRERAHFENEEMR,
[Hadoop E2&] [Hadoop ECE]

KE
SEEM Hadoop SPERIELUTAMA:

* NameNode : Hadoop A XH#S (HDFS) R4, iEA—%%! DataNode

* Secondary NameNode : F NameNode HYFAE[EH%:1%, 7 Hadoop 1, A=BnhF4kEI NameNode » =
% NameNode M NameNode EER, UBEEZEALUHITHRK,

* DataNode : HIEHIEFRFIBEE,

* ResourceManager : ITBEERY% (Yarn) . iA—%% NodeManager .
* NodeManager : IHE&HEIR. BTMARFHERUE,

* JobHistoryServer : faSMEFRE S{EI A EIBREXIEK,

Hadoop #&HH4E FILEBIRAY JOLokia ¥, a0, FEMFFE Hadoop AHNEREE, RAItEEEFFEAH L@
id Jallokia EEEH AT JMX 6

REM

ttAcE = 1RHE Hadoop 2.9.2 hRFF &Y.

"E

JOLokia Agent Jar

NFFAERNAN, B FE—DARZASRY jarokia L3R JAR Xt MIXAIARZS A" JOLokia 32 1.6.0%
T iRBIRED FHM JAR X (jolokia-jvm-1.6.0-agent.jar ) {IF{iIE "/op/hadoop/lib/" o

NameNode

EAZE NameNode LAAFFIE JOLokia APl , #&ER]LLTE <Hadoot_home>/etc/Hadoop/Hadoop-env.sh F1I& & LI
AA:
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export HADOOP_NAMENODE_OPTS="$HADOOP_NAMENODE_OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7800,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management. jmxremote.port=8000

-Dcom. sun.management . jmxremote.ssl=false

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8000 above) and Jolokia (7800).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all" 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-
Dcom.sun.management.jmxremote.authenticate=false' if you don't want to
authenticate. Use at your own risk.

— %% NameNode

BFEIE — 4% NameNode LUAFFIEE JOLokia APl , #&B]LLTE <Hadoot_home>/etc/Hadoop/Hadoop-env.sh & &
UTRA:

export HADOOP SECONDARYNAMENODE OPTS="SHADOOP SECONDARYNAMENODE OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7802,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management . jmxremote.port=8002

-Dcom. sun.management . jmxremote.ssl=false

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8002 above) and Jolokia (7802).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all™ 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-

Dcom.sun.management. jmxremote.authenticate=false' if you don't want to

authenticate. Use at your own risk.

DataNode

¥4 DataNode ECE N AFFIE Jolokia APl , f&BILATE <Hadoot_home>/etc/Hadoop/Hadoop-env.sh & & LT
AR
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export HADOOP_DATANODE_OPTS="$HADOOP_DATANODE_OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7801,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management. jmxremote.port=8001

-Dcom. sun.management . jmxremote.ssl=false

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8001 above) and Jolokia (7801).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all" 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-
Dcom.sun.management.jmxremote.authenticate=false' if you don't want to
authenticate. Use at your own risk.

ResourceManager

22

%

% ResourceManager ECE 92 FFIE Jolokia API , f&AILL7E <Hadoot_home>/etc/Hadoop/Hadoop-env.sh B2
BUTAS:

export YARN_RESOURCEMANAGER_OPTS="$YARN_RESOURCEMANAGER_OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7803,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management . jmxremote.port=8003
-Dcom.sun.management . jmxremote.ssl=false

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8003 above) and Jolokia (7803).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all" 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-
Dcom.sun.management.jmxremote.authenticate=false' if you don't want to
authenticate. Use at your own risk.

NodeManager

ERZE NodeManager LI/AFFIE JOLokia API , &R LLTE <Hadoot_home>/etc/Hadoop/Hadoop-env.sh HI&E
UTHE:
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export YARN_NODEMANAGER_OPTS="$YARN_NODEMANAGER_OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7804,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management. jmxremote.port=8004

-Dcom. sun.management . jmxremote.ssl=false

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8004 above) and Jolokia (7804).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all" 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-
Dcom.sun.management.jmxremote.authenticate=false' if you don't want to
authenticate. Use at your own risk.

JobHistoryServer

B} JobHistoryServer ECE I AFF Joyokia API , &R LITE <Hadoot_home>/etc/Hadoop/Hadoop-env.sh A3
BUTAS:

export HADOOP_JOB_HISTORYSERVER_OPTS="$HADOOP_JOB_HISTORYSERVER_OPTS
-javaagent:/opt/hadoop/lib/jolokia-jvm-1.6.0
-agent.jar=port=7805,host=0.0.0.0 -Dcom.sun.management.jmxremote

-Dcom. sun.management . jmxremote.port=8005

-Dcom. sun.management . jmxremote.password. file=$HADOOP HOME/conf/jmxremote.p
assword"

You can choose a different port for JMX (8005 above) and Jolokia (7805).
If you have an internal IP to lock Jolokia onto you can replace the "catch
all"” 0.0.0.0 by your own IP. Notice this IP needs to be accessible from
the telegraf plugin. You can use the option '-

Dcom.sun.management. jmxremote.authenticate=false' if you don't want to
authenticate. Use at your own risk.

R ERER
BUREL TR R HE I

R FRIRRT B%:

Hadoop —£k NameNode SR TEIRS S TRBMT R IP RiFE SRR
Hadoop NodeManager SHGRTIERS TREMTHSAIP

Hadoop ResourceManager SR TERS S TREMTS IP

Hadoop DataNode KL TERS S TRBAMT R IP 58 ID A4
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PO FRIRAT: [BiE:

Hadoop NameNode ERGZTIEREE oY 5%%’]"—'{55 IP %Q ID J:/)\jj[lﬁ‘z
1¢%2F>Ikui%,ﬂ3 ID EBID fﬁlﬂ*
BEARERRA AR s

Hadoop JobHistoryServer SR TERS S TREMTRIP

R EHE R

BXEMEE. BEER L TE,

HAProxy #UiEUNEE 2

Data Infrastructure Insight{# F Itt#3E UL SE 28 MHAProxy U EE$5 4R

R
1. M*Observability > Collectors*H#1, ##f*+Data Collector*s #EEHAProxys
ERET Telegraf RIEMIRIERAHF &,

2. NRHMALZEATHRENRE, HEBNEMRERATFERERIE, EEE Show Instructions  BFFR
B, "IEZRE"

3. ERER T HERERNRIRIHRER, EeILOEIRE © + AERHNER  ZERAH AR R ZE
Ho IREKHK: REEERRERY / FTANEIREWRESRHTHAN, A EAREMRERNER.

4. RREES BRI EIIENESS. XL RBARBATWESIENRERARFEHEE MR,

[HAProxy ECE]

wE

Telegraf B9 HAProxy &4 &#i T /2 HAProxy KitEE. XE@—MARETE HAProxy PHECE, BER=HTE

B, BERE, HAProxy BESR—1 HTML imm, S UENS S EER IR RS H# TR, LUERENFR
A HAProxy ECERVIRES

RAM:
fo & = 1R#E HAProxy 1.0.4 lRFF & A9,
"E:

EEASRIMER, BERIELD haproxy EEBEXH, HEREZBECHERF / 253#] / 5% haproxy URL £ " 72 " 20
D EEAINLLTT:
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stats enable
stats auth myuser:mypassword

stats uri /haproxy?stats

TEE—MEUNRE T, RREXHEERAmHES:

global
daemon

maxconn 256

defaults
mode http
stats enable
stats uri /haproxy?stats
stats auth myuser:mypassword
timeout connect 5000ms
timeout client 50000ms
timeout server 50000ms

frontend http-in
bind *:80

default backend servers

frontend http-in9080
bind *:9080
default backend servers 2

backend servers
server serverl 10.128.0.55:8080 check ssl verify none
server server2?2 10.128.0.56:8080 check ssl verify none

backend servers 2

server server3 10.128.0.57:8080 check ssl verify none

server server4 10.128.0.58:8080 check ssl verify none

BRFTTERRMRA, BSH"HAProxy X"

X RM TR AR
BUREL TR RHE T
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PO
HAProxy giif

HAProxy AR5%238

HAProxy f5if
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BEHEER
BXEMER. BB > H TH,

JVM ZiEU SR 2R

Data Infrastructure Insight{# F3 Itb #3EUREE 28 MIVMUKEEFSHT

T

1. M*Observability > Collectors*H1, B Fi*+Data Collector*, EEIVM,
EELRT Telegraf RIENRIFRAH TS,

2. NBHFREBTNENRIE, REBHEMIBERARFARENE, H8E_Show Instructions _EFFH
B IR

3. EFEA T I HIEWRESRIAIRIRRZR, BB RE * + AIRBRZER * LERNNFAIERBRZE
Ho RIEXE: NEEBRIKRERS | TEOMNBBERESRSHITHAEN, A EAHMBAESLRENR,

4. HREES BEEEHERER. XEHBEATFWESRENRERANTANERMR.
[JVMECE]

a1

BXER, BERIVME"

TR TR
RS R R E 282
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RE
1. M*Observability > Collectors*#1, ##*+Data Collector*, ¥E#EKafkas
RERELET Telegraf RKIBMIRIERAHF S,

2. NRBARLZEATWENRE, HEBANEMRERATFERERIE, EEE _Show Instructions  BFFR
BH, "fXIEZa"

3. RERTIHERERNAIRIFRER, EBeJLOEIRE * + BB ER  ZERANHFORIE R R E
Ho IREKE: RELCERRERY / TANEIREWRESRHTHAN, A ERAAEMRERNER.

4. IR ES BECE MBS XL BARATFWEKIERNIR RS T arEEMmR,

[Kafka B2 E]

a1

Kafka f&{+E T ILEBIRAY JOLokia Hiff. B30, FEMFIE Katka REBWERER, RLFEEEFMEANG L@
Jallokia BEEEMAFF JMX o

RAM

IthER B R IRHE Kafka 0.11.0.2 MR FF &R,

®E

TR IRBYRE SR Kafka ZEMIB A "/opt/Kafka" o EA] IRIERENM B AL TR,
JOLokia Agent Jar

JolokiafUIBjarXX FBIRR A A B T " MidAIARZ S JOLokia {32 1.6.0 o

M TFIRBBRE THM JAR X (jolokia-jvm-1.6.0-agent.jar ) fiIF "/opt/Kafka/libs/" {iIE o

Kafka {12

EfgE Kafka RIELARFFILE JOLokia API , &R LA7EIAMA "Kafka-run-class.sh" Z iRy
<Kafka_home>/bin/Kafka-server-start.sh R TAR:

export JMX PORT=9999

export RMI HOSTNAME= hostname -I°

export KAFKA JMX OPTS="-javaagent:/opt/kafka/libs/jolokia-jvm-1.6.0-
agent.jar=port=8778,host=0.0.0.0
-Dcom.sun.management . jmxremote.password.file=/opt/kafka/config/jmxremote.p
assword -Dcom.sun.management.jmxremote.ssl=false
-Djava.rmi.server.hostname=SRMI HOSTNAME

-Dcom. sun.management . jmxremote.rmi.port=$JMX PORT"

BEAE, ERRFIER "hostname -i" I8 & "RMI_ HOSTNAME" IFIBT &, 21 IP iH&HH, ETEXNHEHH#T
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R, UREEXONAT RMIEER IP,

Rl IMX  (EE/9 9999 ) FMKBEIL (8778) EFEHMIEO, tNREE—1AER IP RBIE Jallokia ,
BT LA "catch all" 0.0.0.0 BAEEHCSH IP ., EFE, It IP FEIMNBIRIEHFHR. REREHITEND
I9E, B LAEAIEIN -Dcom.sun.management.jmxremote.authenticate=false' . XL B1THE,

RIS

BUWEL TR R EiT4k8s:

POEW FRIRFRT Bk

Kafka Broker SR TiEMIE NRAMHRIP
R rEHERR

BXEMERE. BEER I TTH,

Kibana #iEW &2

Data Infrastructure Insight{EF itk #EUR SR 28 ME B AUREEFETT-

o
1. M*Observability > Collectors*#1, Eii*+Data Collector*s i%E#E“Kbana’,
RERET Telegraf RIBRVIRIER A F o

2 MBMFTEMTFUENNE, REBHRMBERARTARENE, HHS_Show Instructions _EFFt
B, tERE

3. ERER T HERERNRIRIHRER, ErILLEIRE * + ARHRER © ZERRNHAIR AR ZE
Ho REKK: XEEERIRERY / FAWNEIBEWRESRHTOAN, FEAEMRERNER.

4. RREESTBRELHIBIERR, XLRAR AT RESIBNRIERAS T EHNEEMR.
[Kibana ECE]
wE

ﬁ;&’fn s ]ﬁ%m 'Kibana S‘Z*é o

FRMITE2S

BUWEL TR RE 88!

PUE PRIRRT: B BES

Kibana in 4 == 8]tk TR IP TRBAMRARES HLERERKEERE
3K 1 Fo0m Rz B g ima
BY Bl &R K IE iz 1T E]
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BEHEER

BXHEHMER. BSRSZH TH,

Kubnetes Monitoring OperatorZ 2l &

Data Infrastructure Insight/9Kubernetes&e &1 7* Kubernetes Monitoring Operator*,
SfnE*Kubernetes > EE28>+Kubernetes Collector* IAZBEHIRIER,

EZZKubnetes Monitoring OperatorZ &ij

ERE G FHKKubornetes Monitoring OperatorZ Bil. 152 IARX "BIIR 514" XY,
Z#Kubnetes Monitoring Operator

kubernetes Deploy NetApp Monitoring Operator

Kubernetes Quickly install and configure a Kubemetes Operator to send cluster information to Cloud Insights.

Select existing AP| Access Token or create a new one

KEY2024 (,.aowEMNdM) v -+ API Access Token Production Best Practices @

Installation Instructions Nesd Help?

Please review the pre-requisites for installing the NetApp Kubernetes Monitoring Operator.
To update an existing operator installation please follow these steps.

Define Kubernetes cluster name and namespace
Provide the Kubernetes cluster name and specify a namespace for deploying the monitoring components.

Cluster Mamespace

clustername netapp-monitoring

o Download the operator YAML files

Execute the following download command in a bash prompt.

This snippet includes a unique access key that is valid for 24 hours.
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o Optional: Upload the operator images to your private repository

By default, the operator pulls container images from the Cloud Insights repository. To use a private repository, download the required images
using the Image Pull command. Then upload them to your private repository maintaining the same tags and directory structure,

Finally, update the image paths in operator-deployment.yaml and the docker repository settings in operator-config.yaml.

For more information review the documentation.

This password is valid for 24 hours.

o Optional: Review available configuration options

Configure custom options such as proxy and private repository settings. Review the instructions and available options,

o Deploy the operator (create new or upgrade existing)

Execute the kubect! snippet to apply the following operator YAML files.
* operator-setup.yaml - Create the cperator's dependencies.
* operator-secrets.yaml - Create secrets holding your AP key.
s operator-deploymentyaml, cperator-cryvaml - Deploy the NetApp Kubernetes Monitering Operator.
+ operator-config.yaml - Apply the configuration settings if not already present.

After deploying the operator, delete or securely store operator-secrets.yaml.
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1.

KubeNet %% Kubenetes Monitoring Operator{{IE2RIH 1

MAM—MEEIMASRTE, NREETHLERBELHIFIKubbernetes Operator. EfERERIEE R
FrF e & =iE)o

2. NS, &8 LUEDownload Commandti3 R & 425 N5k
3. B F ERRENER] bash BOFRFHHIT. BT FH Operator2&EX 4, i FR. WA ERERHE —/

.°°.\‘.°’.U"

an
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A, BREAN24/ 0\,

MREEBEXHIBFHEE. iﬁE%UTLE’Jﬂ%%hHﬂﬁE%ﬁ BEKENEE bash_ shell FHRITIZAED
B, IZERMEE. BHESDEHIEEMEE, 55 MHSERNITISHX k4, B _operator-
DEPRAYAML_HRAYER1 L,{&_operator-conflg.yaml_':F'E’JDockerT—?—ﬁ%J’ﬁlzﬁo

NRFE. BFEEVANEEERD. fHINKEREAEEEIRE. EIURREXNESER ILEED,
EEIE. i3 EHllkubecliabt Bz ABY/NERREBEOperator. FAE N EHHHIITIZIREIE,
LTRGEHIT. TG, BE_Next 1%,

RETHGE. BE_Next 2. B, BESORIRHELEMZME_operator-F4E . yamI> 5o

RIEBEEXFMEE, BFEREXERBE /A EDockerfF it Eo
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Kubelnetes 515204

Data Infrastructure Insight Kubenetes ¥z PO etz 4 4H AL -

* SEHER
* LR PEREFNAR ST (RTE)
* EHRE(ANE)
* TEDH(RIE)
%ﬁ\KubernetesH&%%%%‘BAF%.I:L.T;JH# MREHER TMHEBRESAFTEEMEG. W

_.lel_f_f-'?rﬁn * Kubernetes > Collectors *# MRESAMULESEN"=1 R "KEFIEE_Modify Deployment _E
ZRItLAH

NetApp / Observability / Collectors

Data Collectors Acquisition Units 0 4] Kubernetes Collectors

Kubernetes Collectors (13) View Upgrade/Delete Documentation [ [l GG N C o (YTl = Filter...

Cluster Name T Status Operator Version Network Performance and Change Analysis
Map
au-pod A Outdated @ 1.1540.0 O 13470 @ 11620
jks-troublemaker Latest 1.1579.0 N/A 1.201.0 B

oom-test A\ Outdated © 1.1555.0 N/A (i ] l.@ BodiviDEplovient

IRBERETSMMAENEFIRES. HATEREFTENZKESERIBERAY.

£3 kubernetes MOdlfy Dep[oyment

Kubernetes

Cluster Information

Kubernetes Cluster Network Performance and Map Event Logs Change Analysis
ci-demo-01 Enabled - Online Enabled - Online Enabled - Online

Deployment Options Need Help?

Network Performance and Map
Event Logs

Change Analysis

Cancel

FRE & RIKubnetes Monitoring Operator

31



DIHZH AR

&R LUE@IE DIl KubnetesUi 5228 Tl F+£kKubnetes Monitoring Operator, S EFARAVERSINMRE. AT
it Upgrade_, REGRIIFMMEER. NHEFIRECIBREBHUITHSR. E/LA#HA. BEEIRERRKRSE
#HE. HEIUpgrade in Progress to latest, JIREZIFEIR. ErILUEFRBIRREUTHREZFMEE. HBRT
E IR FH R PEHEPR TR

ERLBFEEHTIRER AR

NREHIREFREEBENERT AFMEE. BHRIETIRERFENAIERGNREEZYAIEENEFHEESE
o MIRFEAKIIZFBER DGR, IFFERNMEIEFEESR. ARERARER. EFEGER L
AERFRERE. BIROTARERKSER LA, BRASEANE: FRMEREG LEIENLEFEE-BGIRE
WA BRPIEENFIERG LEER

cosign copy example.com/src:vl example.com/dest:vl

#Example

cosign copy <DII container registry>/netapp-monitoring:<image version>
<private repository>/netapp-monitoring:<image version>

IEEEPREIF RIS TRIMR A

R EERBHAARINEEHTT T AR HEEAREECRNIBEES HANHRESIRAEXBEMARE. WeTUGEA
FRIEPRIRAVIRIRME R B FeRiBI TS, BEERIRIISEEZUIRE. ARIERE_Rollback o
FrhFR

ffaE I B Operator@ & fF1EAgentConfiguration (JN1RERYERE =B R ERAIARY_NetApp-monitoring _. 15
Rayen =S (E)):

kubectl -n netapp-monitoring get agentconfiguration netapp-ci-monitoring-
configuration
WNEFEAgentConfiguration:

* REMBEERT LNREERN.
c MRTERNRBENXEMEE. BERERERINSETHNASRMEERNZ.
IR AgentConfiguration R1F1E :
* I FEUBEMZBRTER ARHRANER B IR(WNREN R TE R ZEIANINetApp isiE. BB IRER A6

=ial):

kubectl -n netapp-monitoring get agent -o
jsonpath='{.items[0] .spec.cluster-name}'
* R BoperatorflE&EH (WRENGHRATBIREEIARNetApp
BT, FEMAENANREE)
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kubectl -n netapp-monitoring get agent -o yaml > agent backup.yaml
* <<to-remove-the-kubernetes-monitoring-operator, & >>MERIER.
2 <<installing—the—kubernetes—monitoring—operator,3( S >BHIEES.

° IREAERRIEE BT,

° TEERHFBOperator YAMLX 4 f5. 7EBFZE Z81. &7Eagent_backup.yamlF 3k EIBIFE BE X IREBIE
EI T & Moperator-config.yamls

© NREFEBNZBEEXFMEE. BHRERNEMNASZREGERNZ.

{Z1E# /2 51Kubnetes Monitoring Operator

E{Z 1k Kubenetes Monitoring Operator:

kubectl -n netapp-monitoring scale deploy monitoring-operator
--replicas=0
FBnfKubenetes Monitoring Operator:

kubectl -n netapp-monitoring scale deploy monitoring-operator --replicas=1

IETEENEL

ffiB*Kubnetes Monitoring Operator

B AR, Kubbernetes Monitoring OperatorB9#XIA 858 i8] 1"netp-monitoring". MREBIKEH KB TiE
, EEXL SR ESH S X HHhERZGHn S TiE,

BILAEA AT ep S BN SRR ThR AN AU S T 1R 1 5
kubectl -n <NAMESPACE> delete agent -1 installed-by=nkmo-<NAMESPACE>
kubectl -n <NAMESPACE> delete

clusterrole,clusterrolebinding, crd, svc,deploy, role, rolebinding, secret, sa
-1 installed-by=nkmo-<NAMESPACE>

NRBERFREZETEECHTAMBTEP. BHERISE=E

kubectl delete ns <NAMESPACE>
‘;i' MRE—PEnIR[E]"No Resources Found” (RIKEIHRE
, TBIRER LA T BBENE AR B AR A BV IS 3T 12 E R

RIRFHITUATE NS, RIBEHSRINRE, HpXLa<agESiRME " object not found (RILEIR)"HEo
B R e ZBXEE R,
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kubectl -n <NAMESPACE> delete agent agent-monitoring-netapp

kubectl delete crd agents.monitoring.netapp.com

kubectl -n <NAMESPACE> delete role agent-leader-election-role

kubectl delete clusterrole agent-manager-role agent-proxy-role agent-
metrics-reader <NAMESPACE>-agent-manager-role <NAMESPACE>-agent-proxy-role
<NAMESPACE>-cluster-role-privileged

kubectl delete clusterrolebinding agent-manager-rolebinding agent-proxy-
rolebinding agent-cluster-admin-rolebinding <NAMESPACE>-agent-manager-
rolebinding <NAMESPACE>-agent-proxy-rolebinding <NAMESPACE>-cluster-role-
binding-privileged

kubectl delete <NAMESPACE>-psp-nkmo

kubectl delete ns <NAMESPACE>

NRLAFIRNE T R E FXEAOR:

kubectl delete scc telegraf-hostaccess

*FKube-state-metrics
NetApp Kubernetes AiTI2ER 2R EH 2 MKube-state-metrics. LUBE G SERIE I & 43R

B XKube-State-Metricst{E 2, iFEN"LhT

FcE/EEXIRIER

XEMIVEEXREEXIRERIE. FRANE. £/HABE X3 B Dockerfz iDL A OpenShiftiy g S
Ao & i1

BB BV & vl LATE_AgentConfiguration_ B E X ZFIRHHITEEE. Er]LUEIESRIE_operator-config.yamlXX
HRESFBIRERZAIRIBL R, XS FIFENRERG. EXIRERNRIRE. 555K TH
®E"

A U ESEREREERU TR SHELRIR:

kubectl -n netapp-monitoring edit AgentConfiguration

ERELIENRERRAEE X FAgentConfiguration. BIBITUTR<:

kubectl get crd agentconfigurations.monitoring.netapp.com
NRIEBEF " Error from server (NotFound)”
HE, WA HRIRER, AETE '@FﬁAgentConfigurationo
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FeE B

SR LITE R ML B FERTE P LR IER L EKubnetes Monitoring Operator, XA IBR SR LIRERER. t1a]
U IRy

* ERITREMBE(ER"CURL REIZERIE. UEERITILRBERN RS EEEIData Infrastructure
InsightIf 1%
* BiTFKubnetes&E & 5Data Infrastructure Insightif &&= FrEHILIE

NREFHEAP— XA NFEFERARIE. )”JEZ'E%Kubornetes Operating Monitor. A& FRFENAER

Ao & FAEf% 5Data Infrastructure InsightifiE# 1T RIFA@ERE, MREE—MIE. HBETUMEZRE Operator
AIARS328/VMifiia]Data Infrastructure Insight. N U,‘@E’J'f‘tﬁ_] EEEMiLE.

I FAFLEKubersnetes Operating MonitorfJ{{IE, T:T:i'i”{\%OperatorZE'ﬁ\ iﬁix
E_http_proxy/https_proxy_EnvironmentZ £, XFRLEMIEIFIE, EOIgERFEIZE_no_proxy environment_

TE,
EGETE, 5T "R EKubernetes Monitoring OperatorZ BI*fE &2 EHRITU TS E:

1. AHFIAFIRE https_proxy 1/ 5% http_proxy L&
a. MRBIZENNRIELE SMWIEARFR/ZR). HETUTHS:

export https proxy=<proxy server>:<proxy port>

. IRBIREMNRIEEGSHRIE ARR/E) . BEITUTHL:

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po

rt>

E{FKubennetesE B FR{E AR IE 5Data Infrastructure InsightiFIE#HITIBS. BEEIFIEAAEXLIHBARR

#Kubennetes Monitoring Operator,

7EZFZEKubernetes Monitoring OperatorZ Bil. i&{Eoperator-config.yamIFEZ & AgentConfigurationBY{LIEZR 73
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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

£ B E X 3 % FBDockerfzfi&/%E

BIAMERT. Kubnetesa#521E514% MData Infrastructure Insight?Zi&EE P IREVA 250%, SNREIGHE
MKubornetesEEBFAEGITBEir. HEZERIE XM BE X HFABEDockerfFiEEH Azs MR PIZEN A 25
BR{R. NIATERE WtKubornetes MizieE AFR B A 2 HYIA AR R,

—%=n

MNetApp Monitoring Operator& 2Nz 1T"Image Pull Snippet", It#8<$15§& R 3 |Data Infrastructure Insight?F
. IREURIERMFIEMUYSKEIX R, SRS MData Infrastructure Insight/ZiEE T M, HIMIRRET. MNE
HITEMEEIRE D, oS FTHIREAFERNFAEIREG. SEHENEENIREG, BENUTRA. THRXT
Bl BFHLEThEE,

%2 {ERIhEEFKubornetes ¥ 1%

* NetAppl&iz

* CI-KKube-RBAC-{{E

* CI-KSM

* C{(EFm@(E

* distroless rootFl
E4AE

* Cl- i

* Cl-Kuber-netes-event-exporter

L& BER AR S
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e Cl-net-observer

RIBEAE AL RER, 512 1ER Docker BRIGHEXEIIEHIFAT / 45t / 2k Docker fFf#FE. MafRTFEAEZEHIXLEMR
BHIBREFRICH] B F &2 5Data Infrastructure InsightfZfiEEFHIBEIRICH B FRE2—F.

f£operator-DEPLOYAMLHA Zg4Emonitor-operatorZhE. HIEXFrE %S| B LUERFAE DockerfZ i E.

image: <docker repo of the enterprise/corp docker repo>/ci-kube-rbac-
proxy:<ci-kube-rbac-proxy version>
image: <docker repo of the enterprise/corp docker repo>/netapp-

monitoring:<version>

“miBoperator-config.yamIfBJAgentConfiguration LA iz BFr#IDocker repofii &, RIBIEMEERIZEH
BimagePullSecret, B X EZIFMEE, 1HEN_https://kubernetes.io/docs/tasks/configure-pod-container/pull-
image-private-registry/

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation link here:
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift it FH
WMRETEITHIROpenShift 4.6 EShR4s. MATTE_operator-config.yamlF4giEAgentConfiguration LUz
FA_runftX_IgE:

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes

runPrivileged: true

OpenShiftA] LISEEE s Z 2K 5. MRl 8EFE LEX FE EKubernetes2H 4RI A],

BRENTY)

netapp-Cl-tentlaf-ds_. netapp-Cl-fluent-bit-ds_#_netapp-Cl-net-oboder-L4-DS DemonSetsiA T £ E
MR ETR—1POD. LEERBEMRET R EHHIE, 12ERERENARFELERFIBERTERY NRE
EPNRERBETEABENTE, MMELEPodEES N TR EIETT, MEI XL SZEIE toleration*"
7£_AgentConfiguration_", INRBRFBEENTRMAFEEFNFAET R WENKRERIERSPEBRIMNERN
FHEE. WEALITRIFRITIRIERPOD,
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T i#B XKubbernetestE ZE B " HEFLE",

iR[EE]"NetApp Kubernetes M1 {F R &2 E"

KTFREEEF

EffiBRKubernetes Monitoring OperatorfESEEHSCREINEE VI ZEIIN R, BTELEEZ F5IM_operator-setup.yamIX
BRI T EIR:

ClusterRole/netapp-ci<namespace>-agent—-secret
ClusterRoleBinding/netapp-ci<namespace>-agent-secret

NRBFAR. BRI MERPRIFRZIR:

kubectl delete ClusterRole/netapp-ci-<namespace>-agent-secret-clusterrole
kubectl delete ClusterRoleBinding/netapp-ci-<namespace>-agent-secret-

clusterrolebinding

WMRBAT"TES". 151EEL_AgentConfiguration_3¥_operator-config.yaml_LABXE FFEchange-management
Z84y. FH1Echange-managementdf4) FE31E_kindsTolgnoreFamWatch: "secnes" o ig FILITHES|SHING]
SHNEEMAE.

change-management:

# # A comma separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

# # Each kind will have to be prefixed by its apigroup

# # Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

kindsToIgnoreFromWatch: '"secrets"'

I9FKubnetes SiTIRERERIEE R

12E R R HEREM A ARG HNetAppE B, ERIUTELEZ HiERAKESEE T EFhISIrIRE.
el U EEE KubornetesizE N1THl28. BXIFHESE, SN "Kubernetes 314"

BT IRIFEERE RN AT ZSAE £ Monitoring Operator" L3NG 7] 3% FHEERRG L ERIEMALET
EE>EBREZAHEZH THE

EFMRIERGER. BRITUTIE:

1. EFIHIETTIREIREN R
2. IRIERRERIFH N EEED
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3. FEEGER AHRZH(REIF AdI-image-signing.pub)
4. FRKEEZWIEER, BSRUTHKEERRERG

$ cosign verify --key dii-image-signing.pub
--insecure-ignore-tlog <repository>/<image>:

--insecure-ignore-sct
<tag>

Verification for <repository>/<image>:<tag> --

The following checks were performed on each

- The cosign claims were validated

of these signatures:

- The signatures were verified against the specified public key

[{"critical":{"identity":{"docker-

reference":"<repository>/<image>"}, "image": {"docker-manifest-

digest":"sha256:<hash>"},"type":"cosign container image

signature"}, "optional":null}]

BEHEER

7£1& EKubnetes Monitoring OperatorBTiB 2 RIRART, &=t I Ti2E:

B ;

FHAEZ Kubernetes 7k A% SHENEHRFEEIREZ
[BIAYEBEEIE / EHE, MY Kubernetes kA 4B EHRTE
fEIRSZ SN EN B FITAE,

I'm sing messages in the logs sikingZIM A FRABTHE
B E0901 15: 21: 39.962145 1 refinder.go: 178]
K8s.io/Kube-state-metrics/Internal /store/Builder: 352
. failed to list *v1.MutatingWebhankConfiguration

. the server could not find the requested resource
resum.go (IO.lease.178) s/source.leasing.k8kv1/io

. unfleasing.go to the resum.go inters.go list

BEEIA A TIRIE:

REBL TS BHNEHIMEMN Telegraf KIB, AREHE
R Telegraf (XIE, B AEMTelegraf 2.05(E
BhRas. F HData Infrastructure Insight@4Zi £ 5hia
1EKubernetesEBF 12 1%,

NRITITITHI EKube-state-metricshiz4x2.0.05 B = AR
Zs. fMKuberneteshRZAS{EF1.20. MATgE= X LEH
Eo. EIREY Kubernetes hRZA:  kubectl version LAIREX
Kube-state-metrics k4. kubectl get deploy/Kube-
state-metrics -o jsonpath=""{ ..image} 'EFFlEX
EXEHE, AP A LUERE Kube-state-metrics ZB&
MZBLITHEY: mutatingwebconfigurations

_webhook , E{RBILUFERUTEEC

resources=certificatesigningrequests , configmaps

, cronjobs , demonsets , Z&E, Umm, KF
podautoscalers , ingeses , {Ell, FRFICEHE, HE=T
i8], MEREE, =, EFE, FAME, poddisH
, T7iEsR, &, fFfiliss, &, T7iEs8, 77(Es88, 778
, &, Triifids, fefifids, TRffiss, Tffiss, Fhlss, &
fitigs, fFfitids, 77flies, 7Fflss, &, T7iE88, T7fEs
, 7B, 7B, 7B, 77fE88, 77fE88, 77fEs
, T7fifigs, 77(E88, 17h#s8, 773, 7Fflss, 77
, T7fifigs, 72528, FhEs8, &, F0EE, FhEss, &
ks, frfifids, Trfifies, Trfifids, 7fifiss, Fhlss, &
fites, f7hities, &, T7iE88, 77fE88, T7fE88, 77fEsE
, 17fiB28, 77#2%, IIE webhookconfigurations ,
volumeattachments
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HETIRETelegrafiEi1RE S W TFiR~. {ETelegraf
HSLEEhHIETT: 10811814: 23: 41 1P-172-31-30-
47 systemd[1]: BaiEHFIREIAIARS IR, LUE
MmInfluxDBiR &15HR. 108 11814: 23: 41 IP-172-
31-39-47E31E[1827]. time="2021-10-11T14: 23

. 41Z" level = error msg="failed to create cache
directory, /etc/trendelaf/.cache/snowsclap, err: mkdir
/etc/trendaf/.ca che: permission denied. ignored\n”
func="gosnowscale.(defaultLogg).Errorf"
file="log.go:120" OCT11 14: 23: 41 IP-172-31-39-
47 trendelaf[1827]. time="msg-10:23=11Z"]F 55
iR, BB, #T
Fletc/trendelaf/.cache/snowsclap/ocsp_response
_cache.json: TItXHFzER\n"
func="gosnowsclap. ( defaultLogger).Errorf"
file="log.go:120" OCT11 14: 23: 41 IP-172-31-39-47
trendaf[1827]: 2021-10-11T14: 23: 41Z 1! 35
Telegraf 1.19.3

7 Kubernetes £, FHY Telegraf Pod R& LI T HEIR:
" IR mountstats {5 2ETHEE: /AT H mountstats
X% [hostfs/proc/1/mountstats , f&i%: open
/hostfs/proc/1/mountstats : IPR#IELE "

£ Kubernetes £, 3B Telegraf ReplicaSet Pod 1Rk &

LUF$8IR:  inputs.prometheus] {5 $51R: TTEMEE
$AZRAY /etc/Kubernetes , PKl/etcd/server.crt :
letc/Kubernetes , crt/etcd/server.key : ¥JF
/etc/Kubernetes , pki/etcd/server.key : open
letc/Kubernetes , pki/etcd/serverkey : no IthZEX4
HER

HEANEPSP/PSAIfIR, XERBRT MK IEITIE

ER?

REZABBIRERMNERIRR. HBREERE
FAPSP/PSA,
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BRI LT RE:

XZ2— AE',%DE’JIﬂLJﬁ?EELo "Ith GitHub X E"H X1F4H
1|:|4u\s BB, RE Telegraf BahHiz1T, AFPHA
/L,\Eglzjtbg 155/ﬁ,§\o

WNRBAFHREISEMESELinux. M ATRESPE LE Telegraf
Podifiia]Kubelnetes¥s = _EAY/proc/1/mountstats 315
B RIEIRS]. 1EREREBIEH B BrunfFil 128,
BEXEZIFMEE, 15BIR OpenShift i BH,

Telegraf ReplicaSet Pod RZTEISE N ETI R eted T3

= 51T, MR ReplicaSet Pod kEEHF—MH S E
17, ,ull—rllﬂl | IXLESER, WELMNE /eted TRES

BERETSNEM, NRE, BER4GENSERNE
Telegraf ReplicaSet , Bl Teleaf-RS 1, 530, 4wiE
ReplicaSet kubectl edit RS ceaaf-rs ... FEE LM
BEANEFEFR. AR, ZEHE5E ReplicaSet Pod

o

IR EBIKubornetesE Bz THYEPod Z 2 5 A& (PSP)
FPodLEAEN(PSA). MATFARE =
AYKubornetes Monitoring Operator, ZFBLU TS B
K3 HPSP/PSAR YA Operator: 1. EH1E fBIAVISIE
iIZEfF: kubect delete agent agent-monitoring-
ngubect NetApp delete ns NetAppiziTkubect delete
crd agents.monitoring.kubec.com kubect delete
NetApp NetApp delete-manager-roole agent-proxy-
roxy-role-metric-reator kubect delete cluster cluster-
manager-rolebingagent-proxy-rolebingagent-
rolebingagent-roleb % 2= Ex H R A B9 ME 4T 1R RT o

1fEBUTHSHRIEBARIE: kubect -n <name-space>
edit agent 2.}%"securtion-policy-enabled"#xig /g
"false"s ﬁi%?fﬁﬁPod;zé%ﬁﬁﬂPodffé)&)\\ Hn
TFRIERHITERE . FRAUTaH<THITHIA: kubectl
get PSP (2 /R~Pod Security Policy Removed)
kubectl get all -n <namespace> grep -i PSP (M ER%
HREMERRE)
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H " ImagePullBackoff"{&i%

FIETEARE MIT IR MRS R « 1T = A Y
RSB,

Operatorfn & =8| fYNet-Observer (Workload Map)
Podfil FCrashLoopBackOfff

PodIEfEOperatoran & = [B] IS T(FAIAE: netapo-

BEEIR AT IRIE:
MRIEEE BE N ERDockerfZFfEE. BifE

¥ Kubornetes Monitoring OperatorEt & J7 1EFfaIR 5!

T, WARESHIMXLREIR, HIEEZHNAXTHEE
/% FArepofit &o

ﬁé’%ﬁiiﬂ?&?ﬁ’%ﬂ’\]iﬁtﬂ\ AR ARRAS A

kubectl -n netapp-monitoring get
all

kubectl -n netapp-monitoring
describe all

kubectl
<monitoring-operator-pod> --all

-n netapp-monitoring logs

—-containers=true
kubectl -n netapp-monitoring logs
<telegraf-pod> --all

-containers=true

XLEPodXT [ F A TS AT MR 14 B9 T 1F th 2 BRET E3E
EERR, B TIRE: -REHP—PodBAE
MIAERIRAZARES, Bla0: --- {"cifEFid": "Your
-enfl Fid". "cCollector cluster-cluster-": "Your -K8s
-cluster-name". "R %": "prod". "level ": "error"

A T

< "msg": "IIERK, FEHE: PWIZkRZA3.10.0{fF &K
NiZhRZ54.18.0". "time": "2022-11-09T08: 23: 08Z"
} ---+Net-observer PodERLinuxR#Zhr 2=/
$94.18.0, {EF<"uname -r "B RZAREAS. FHERE
©1i1>=4.18.0

OEKSSER TR EHINENRE, AT ERMHITEHZ

monitoring). BEZEIWH. UIFAZERITIEREREG MEWERS. 22BN ERMSKEE I (NTP)EE £

8iKubeNettStRRYEfAIERHE

Operatorfn & == a] P Y E LENet-observer Pod4tk
FPendingikZs

L& KubernetesIiFiTiRER . HWA
Finputs.prometheus]PIZ B B/RIATARAR: [HTTPEE
IRHEMHF . M\tep.sve.cluster-local:8080/metrics &
Hhttp://kube-state-metrics <namespace>i&REfH
. get \tcp.svc.cluster-local:8080/metrics http://kube-
state-metrics: #4k¥J<namespace><namespace>

. LOOKUP Kupe-state-metrics.tcp.svc.cluster-local:

no s FhEA

LR B Y (SNTP) A Agentit B4/l _ERIRTE],

Net-observer@—"DemonSet. TEK8sEENEMNT
= EBT—1POD, -2 FATFFERSHPOD,
RETEEBI T CPUAENZRRBTHER, HR
TR EBEFRENREFEFCPU,

BE. REETETHEERA_craaf-RS_POD
7£_KSM_PODEmIZHIBEIN. A2EBRIERE. Ff
BPodiz{Tla. XEHENMELE,
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f_%iﬁﬁ B NEEDPBKubnetes CronJobsUt&E{E{a15
Mo

RERERR. ZIFHIKDS Podi#
ACrashLoopBackOff. #HPODHEIER"su
. authentication failure"(su: S 1PI8IELM),

.JrﬁT:ETelegrafEuq:'E JEEI&HELL/(-F%E-L*lﬁlé\: E!
[agent]%')\;n;Outputs http: POST "\https

. Illace/rest/v1/lace/ingest/EMixdb"BY i §4 :
YEEJJ:Ej‘lEﬂ(<tenant url>,  FRFRLBTEBEY)

i D —LLEHHER volvedobject #iE.

A AKBRH N ISITIRIERPoJIEEIETT. — %
JINetApp-Cl-monitoring operator-Pod <pod>. 55—
4 amonitoring operator-Pod? <pod>

FBIKubbernetesE 4 ESMZ LA Data Infrastructure
InsightiR &5

@i T

grep event-exporter

sed 's/event-exporter./event-exporter/”

Ilt 2 FRRZ 79 "NetApp-Cl-event-exporter "¢ "event-
exporter, ¥EF TR, HEBHIERIE kubectl -n
netapp-monitoring edit agent, Fi&Elog_file
E, URRE E—FSPIRBINENSEHFHEEPOD
B, BEAEMMIT, log_filei&E
J9"Ivar/log/containers/NetApp-Cl-event-exporter .log"
I} "/var/log/containers/event-exporter . log"

fluent-bit:

- name: event-exporter-ci

substitutions:

- key: LOG_FILE

values:

- Ivar/log/containers/netapp-ci-event-exporter.log

B, BETLEE BT EEEAE,
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IIFERIKubberneteshRAS(BP kubectl version)s
MRBV1.20. xHBIRARA. NXZFAHARIR,
fEKubernetes Monitoring OperatorZfZfIKube-state-
metricshRZs1X 3z #5v1.cronjob. X FKubernetes 1.2.x%
BERARA. cronJobZIR{iFvibeta.cronJob, H

Ilt. Kube-state-metrics3{FZ|cronJobi&Ro

#mi8_AgentConfiguration HRY"$FRI K "2y, F
# dockerMetricCoIIectionEnabled"ix%?ﬂfalse0 ax
FAER, BSRIEERN TEE RN FE: .

-Z#F: Docker run-mode: - DemonSet
Bt N -X¥ZF: Docker UNIS sdoc_ s fiI
T {&: UNIX: ///run/Docker, sk......

w35 _AgentConfiguration_ FREY"HFHIK" 2R3, FH
¥ outputTimeout 1EZINE107), BXIFHAER, S
FRER Y AL E R

HIREIRIR LARER D RS BFHITIR(E TR

H2023FE10812H#C. Data Infrastructure Insight¥$iz
N FEHTTEN. UBIFAARRS;, ExeXAX
LTERIRIEZEER. SR ZEEHT,

OREMFHEEPodRIRTR:

"kubectl -n netapp-monitoring get
pods

awk {print $1}'

FAMKubenetes B iT12ER B ERPODREZ R EM
BRH.
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BXIEZEIEMCPUN/FARERFINER. 15
DlKubornetes Monitoring Operator"fig & 17£1 ",

4*?5% i:_F E:j:)'_\'i;r )Iklt_.\o 1@5&1&[@6%&?@%\ iE
[E]NetApp-Cl-Kube-state-metrics Pod,

SR FEEPod,

&2 Operator agentconfiguration 3% event-exporter
maxEventAgeSonds(f5Ig. 60%Y). event-exporter
kubeQPS(f5I30. 100)F1_event-exporter kubeBurst _(
0. 500)1@2'7][@]0 BEXXLAERNE ZIFHE
B BB BRI TIH,

SUENNEKBIRER ST = Telegraff] BiE NIFHIFR
Hlo WIRAFBEMES]. BEHRNLMORIBEEH

& _Unproted_1&EH_true, XFF1ERTelegraf f=1d T
BYENAER. HTFREZNNZ R RERIRTIHERE.

ALX eI fE T REZ 2N, BERFELEATNEBIE
RFHIFEFRIT. BX_UnprotECE_FCEIXTAYE

ZIFMER. FBRA TLE S T,

3 FKubnetesiziTiRER. XEEEHERARTER
/ur] _.I-L/Lﬁ&’b\i{ﬂu_.\mgo jz% ‘m_.[uiﬁ
EHAgentConflguratlonEF'E’J"tendraf"“l!ﬁj\ F¥ runDs

TH KB Atrue, BRIFMEER, BERIREFREE
I,

BRI LT RE:

TR/ D BRG AR B T = S BINetApp-Cl-Kube-state-
metrics PodTo A Boha /E&MLE. IMTE. StatefulSet
215517, FBEEEEHNKRNFFNetApp-CI-KUE-
STATE-MErics Pod,

i&{TKubelnetes Operatorft4kf5. netapo-Cl-Kube-
state-metrics PodZC;A£/E50. 5| &ErrimagePull (FEi&
IREVR{R),

ERESHT. FMIKubernetesfEEE B/ R"Event
Discarded as older then maxEventAgeSonds";H &

Telegraf2 & HESE. IEHAIBIE NFEREIAR R,

HEE Telegrafk BV E S H SN TR W
U [Inputs.diskio] o iEWNER "vdc "BIRE R B #F -
EV/dev/vdcBY tHis: REILXHHER

Krm I PODH IR, HHIMLA TR

. [2024/10/16 14: 16: 23][error][src/fluent-
bit/plugins/in_outle/Tail_fs_inoTIFy.c: 360 errno=24]
FTHBISCiE %[2024/10/16 14: 16: 23][error] failed
initiation input 0[2024/10/16: 16: 23] input[3|Z#14
R [FEIR]
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SR FREREPR SNOTES I8 E:

sudo sysctl
fs.inotify.max user instances
(take note of setting)

sudo sysctl
fs.inotify.max user instances=<som
ething larger than current
setting>

sudo sysctl
fs.inotify.max user watches (take
note of setting)

sudo sysctl

fs.inotify.max user watches=<somet
hing larger than current setting>

B ETIFluentfil,

AR BEXEREATRENBHERIFAE. &

ZETE_/etc/syscntl.conf FHE LI TIT

fs.inotify.max user instances=<so
mething larger than current
setting>

fs.inotify.max user watches=<some

thing larger than current setting>

L FIRIE:
ZIREBDS PodiREHEE1R. FEIKubbernetesii N4
AT LERIETLSIERMAELEHTTPIERK, 0

: E! [Inputs.KuberneteslififFREVEEIR: &K
EYTLSHY"<a
href="https://&lt;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/
summary":</a>HTTPi& RS H 8 "<a
href="https://&It;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/
summary":</a>: FoAIIEIE: X509: oA
iE&lIt;kubelet_IP&gtIEH. AAEAREEEMIP SAN

BXAEMER, BB S NER SRR ESE IR,

N1E£E7ZHY Data Collector

Data Infrastructure Insightf&£F Ltk #0HE U &E28 MMemcached. . Wa & 51T,

b o
T

1. M*Observability > Collectors*#, & #*+Data Collector*, #%#¥Memcached.

EFRET Telegraf RIBRIRIERAHTFE S,
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2. NRHKRREATIRENNIE, HESHEMRERAHTERENRIE, B8 E_Show Instructions _BFF it
B, "UEZE"

3. ERER T HERERNAIRHRER, GBeJLOEIRE * + AERHRER © RN R R E
Ho IRERKHK: RELCERRERY / TAWNEIREWRESRHTHAN, FEAREMRERIER.

4. ZRAES BECE MBS, XEWBARATFWEKIENIR RS T arEEMmR,

.M Memcached Configuration

Gathers Memcached metrics.

What Operating System or Platform Are You Using? Need Help?

g Windows v

Select existing Agent Access Key or create a new one

Default (405fb5ec-ddcb-4404-97706-71fa531e1ad3) - + Agent Acoess Key
*Plegze ensure that you have a Telegraf Agent in you environment before configuring  Show Instructions
Follow Configuration Steps e Help?

Copy the contents below into 2 new conf file under the C\Program Files\telegraf\telegrafd, folder, For axample,
copy the contents to the CA\Program Filesitelegrafitelegraf dcloudinsights-memcached conf file

@ Raplace <INSERT_MEMCACHED _ADDRESS=with the applicable Memcached server address. Please specify a
real machine address. and refrain from using a loopback addrass

9. Replace <INSERT_MEMCACHED PORT=with the applicable Memcached server port.

@ Restart the Telegraf service

8

BXEE, E8 M "memcached wiki",
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MongoDB #iEUNEE 23

Data Infrastructure Insight{$ 3 Itt #3EUREE 28 MMongoDBUREEFEHT.

TR

1. M*Observability > Collectors*#, E#i*+Data Collector*, i#&#¥MongoDB.
EERET Telegraf RIBRIRIERAT TS,

2. NRBHARLZEATHENRE, HEBBEANEMRERATFERERIE, E8E_Show Instructions _BFFIR
BH, "fXIEZest"

3. RERTIHHERERNRIFHRER. BEILOELRE * + AERHRER  ZERANHO AR R E
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MongoDB Configuration
“ mo ﬂgﬂ F" E’ -EE:?‘EE'E-"-C-FEGE'E mer '::?

What Operating System or Platform Are You Using? eed Help?
&% RHEL& CencOS -
Select existing Agent Access Key or create a new one
Diefsult (405 5ec-ddch-4404-977b-71fa33 el ad3) - + Agent Access Key
*Please ensure that you have 3 Telegraf Agent in you environment before configuring Show Instructions
Follow Configuration Steps Need Help?

Open mongod.conf. Locate the line beginning with "bindlp"®, and append the address of the node on which the
Telegraf agent resides. After saving the change, restart the MongoDEB server

@ Copy the contents below into a new conf file under the fetc/telegrafitelegraf d/ directony. For example, copy the
contents to the jetc/telegrafitelegraf.d/cloudinsights-mongodb.conf file

6 Replace <INSERT _MONGCODB_ADDRESS=with the applicable MongoDB server address. Please specify a real
machine addrass, and refrain from wsing a loopback address.

.ﬁ Replace <INSERT_MONGODE_PORT= with the applicable MongoDB port.

@ Restart the Telegraf service

1%
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MySQL Data Collector

Data Infrastructure Insight{# 3 Itk #3EUREE 28 MMy SQLUREEEFR,

o
1. M*Observability > Collectors*/, Eifi*+Data Collector*, #EFEMySQL,
HERRIET Telegraf KIBHURIERARTEA,

2. MREHRLREATRENNE, AEENEMRERANTERENE, B8 E_Show Instructions _ B3
BR, "fLIEZa"

3. ERER T HIERERNAIRIHRER, EBeILLEIRE * + AERHNER RN R R E
Ho REKHK: XREEERRERY / TaNEIRERESRHTHAN, FEAREMRERNER.
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-',“‘-.__ MySQL Configuration
M }r Gathers WyS0L merics.

What Operating System or Platform Are You Using? Need Help?

5 Windowe v
Select existing Agent Access Key or create a new one
Default {405f5ec-d4cb-4404-577b-71fa%31eladd) ol + Agent Access Key
*Pleaze enzure that you have s Telegraf Azent inyou environment before configuring Show Instrructicns

Follow Configuration Steps Meed Help?

or example,

@ Copy the contents below into a new conf file under the C\Program Files\telegrafitelegraf.d) foicler
copy the contents to the C\Program Filesitelegraftelegraf dicloudinsights-mysgl.conf file.

Review and verify the contents of the configuration fila,

Replace <INSERT_USERNAME= and <INSERT_PASSWORD:= with the applicable MySQL credentials.

Replace <INSERT_PROTOCOL> with the applicable MySQL connection protocol. The typical protocol is top.

Feplace <INSEERT_MYSQL ADDRESS=with the applicable My5QL server addrass. Dlgase specify a real machine
addrass. and refrain fromn using a loopback address

Replace <INSERT_MYSQL_PORT=with the applicable MySQL server port. The typical port is 3306

Modify the tls' parameter in accordance to the My5SJL server configuration

Festart the Telegraf service

00 0000
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2+
TR

1. M*Observability > Collectors*H1, E&*+Data Collector*, E#¥Netstat,
FERLRET Telegraf RIBRIRIERAHTFES,

2. MRHERLREATRENNE, AEBENEMRERARTERENE, B8 E_Show Instructions _EFF 5
B, "UEZE"

3. RERTIHERERNAIRIFRER, EBeJLOEIRE * + BB ER  ZERANHFORIE R R E
Ho IREKE: RELCERRERY / TANEIREWRESRHTHAN, A ERAAEMRERNER.

4. IR ES BECE MBS XL BARATFWEKIERNIR RS T arEEMmR,

Metstat Configuration

netstat Gathers netstat metrics of the host where telegraf agent is installed.
What Operating System or Platform Are You Using? Meed Help?
iR Windows -

Select existing Agent Access Key or create a new one

Default (405fb5ec-ddcb-4404-977b-71fa¥31e1ad3) hd + Agent Access Key
*Please ensure that you have a Telegraf Agent in you environment before configuring  Show Instructions

Follow Configuration Steps Need Help?

Copy the contents below into a new .conf file under the C\Program Files\telegrafitelegraf.d', folder. For axample,
copy the contents to the C\Program Filesitelegrafitelegraf dicloudinsights-netstat.conf file.

% E
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nginx EWEE 23

Data Infrastructure Insight{$ 3 Itb #3EUREE 28 MINginx IR EEFEHT-

I

1. M*Observability > Collectors*f, B F*+Data Collector*, EZE"NGINX"s
EFRET Telegraf RIBRIRIERAHTES-

2. NRHALZEATHENRE, HEBANEMRERATFERERIE, EEE _Show Instructions  BFFR
BH, "fXIEZaE"

3. ERER T HERERNARIRIFRER, BeILOEBIRE * + AERHNER RN R R E
Ho REKHK: RECERRERY / TANEIREWRESRHTHAN, A ERAAEMRERIER.

4. IR ES BECE HIEWSER. XENBARATFWEKIERNIR RS TarEEMmR,

Nginx Configuration
N Gi“ x Ea'g" ers Mgine rﬂE:rgii:.

What Operating System or Platform Are You Using? Meed Help?

& Ubuntu & Debian - |

Select existing Agent Access Key or create a new one

Default {405%5ec-ddcb-A4404-977b-7 17283 1e1ad3) - | == Agent Access Key

*Pleaze ensure that you have 3 Telegraf Agent in you environment before configuring  Show Instructions
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Follow Configuration Steps Need Help

@ if you already have a URL enabled to provide Nginx metrics, go directly to the plugin configuration.

Maginx metrics are available through a status page when the HTTP stub status moduleis enabled Refer to the
below link for verifying/enabling http_stub_status_module

@ After verifying the module is enabled .modify the Nginx configuration to set up a locally-accessible URL for the

status page:

@ Copy the contants below into a new conf file under the /etcitelegrafitelegrafd/ directory. For example. copy the
contents to the fetc/telegrafitelegraf d/cloudinsights-nginx.conf file

LA

@ Replace <INSERT_NGINX_ADDRESS>with the applicable Nginx address: Please specify a real machine addres
and refrain from using a loopback address

@ Replace =INSERT_NGINX_PORT=with the applicable Mginx port

wE
BIRENginxFetr. EERBANginx"http_stub_status_module”s
BEXHEMEER, BB nginx 314"

TR TR
RS LT R R E8E

53


http://nginx.org/en/docs/http/ngx_http_stub_status_module.html
http://nginx.org/en/docs/
http://nginx.org/en/docs/
http://nginx.org/en/docs/
http://nginx.org/en/docs/
http://nginx.org/en/docs/

PUE FRIRFRT: B BAES:

nginx R TE RS EE TR IP T REZEO ERIEEHITHERER
BUEK, EEFHEA

EEHEER
BXEMEE. EBR SR THE,

PostgreSQL #iEULEESS

Data Infrastructure Insight{ F3 Itk #3EUREE 28 MPostgre SQLUK EEF5 1T

TR

1. M*Observability > Collectors*H, B #fi*+Data Collector*, %&#FPostgreSQL.
EFRET Telegraf RIBRIRIERAHTFE S,

2. NRBALZEATHENRE, HEBBLNEMRERATFERERIE, E8E_Show Instructions  BFFIR
BH, "fXIEZaE"

3. ERER T HERERNARIRIFRER, BeILOEBIRE * + AERHNER RN R R E
Ho REKHK: RECERRERY / TANEIREWRESRHTHAN, A ERAAEMRERIER.

4. IZRAES BECE MRS, XN BARATFWEKIERNIR RS TarEEMR,
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4 PostgreSOL PostgreSQL Configuration

Gathers Posigre5S0L memics.

What Operating System or Platform Are You Using? Need Help?

2% RHEL & CentOs '

Select existing Agent Access Key or create a new one

Default (405fb5ec-d4cb-4404-977b-71fa%931elad3) - <= Agent Access Key

*Please ensure that you have 3 Telegra® Agent in you envircnment before configuring  Show Instrucoons

Follow Configuration Steps Need Help?

o Copy the contents below into a new .conf file under the fetc/telegrafitelegraf d/ directory. For example, copy the
contents to the /etc/telegrafitelegraf d/cloudinsights- postgresql.conf fila.

Feplace <INSEQT_USERMAME= and <INSERT_PASSWORD> with the applicable PostgreS0L credentials

Replace <INSERT _POSTCRESQL _ADDRESS>with the applicable PostgreSQL address. Please specify a real
machine addrass, and refrain from using a loopback address.

Replace <INSERT_POSTCRESQL PORT=with the applicable PostgreS0L port.

Replace <INSERT_DB= with the applicable PostgreSQL database

Modify ‘Namespace' if needed for server disambiguation (to avoid name clashes)

Restart the Telegraf service

OO0 006 00

a1

BRER, WEI PosigreSQL 4",
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Puppet Agent #IEUNEE 28
Data Infrastructure InsightfS£ F3 Itt #x 3B U &£ 28 MPuppet Agentdi &£ 54T,

RE
1. M*Observability > Collectors*H1, B H*+Data Collector*, E#FPuppet,
ERRET Telegraf RIBRVIRIERAH T B

2. MRHRLREATRENNE, AEENEMIRERARTFERENE, B8 E_Show Instructions _EBFF
B, "B

3. RERTIHHERERNARIRFRER, EeJLOETRE * + AERHRER RO R R E
Ho RIERE: NEEBRRRERS | TEMNBBERESHITHAN, AERAEMAELRER,

4. IR ES B EHIEWSER. XL BRATFWEKIERNIR AR T arEEMmR,
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Puppet Agent Configuration

pl.l ppet Gathers Puppet agent metrics.

What Operating System or Platform Are You Using? Need Help?
iR Windows -

Select existing Agent Access Key or create a new one
Default (405fb5ec-ddcb-4404-977b-71fa®31e1ad3) hd + Agent Access Key
*Pleaze ensure that you have a Telegraf Agent in you environment before configuring Show Instructions

Follow Configuration Steps Need Help?

o Copy the contents below into a new .conf file under the C\Program Files\telegrafitelegraf.d), folder. For example,

9 Modify “location' if last_run_summaryyaml is on different path
B Modify "Mamespace' if needed for puppet agent disambiguation (to avoid name clashas).

G Fastart the Telegraf service

IRE

BH(E8. EB "Puppet 14"
R ER s
BT R R
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Redis Data Collector

Data Infrastructure Insight{£ A Lt B U SR 28 MRedis &R fE1T. Redis @— M IREARTFER
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Tk
1. M*Observability > Collectors*/#1, & #i*+Data Collector*, %Ei¥Rediso
ERRET Telegraf KEMIZIER AR TF A,
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B, "tERE
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a redis Redis Configuration

Gathers Redis metrics.

What Operating System or Platform Are You Using? Need Help?

5 Windowe v

Select existing Agent Access Key or create a new one

Default {405f5ec-d4cb-4404-577b-71fa%31eladd) ol + Agent Access Key
*Please enzure that you have 3 Telegraf Agent inyou environment before confguring Show Instructicns

Follow Configuration Steps Meed Help?

@ Configure Redis to accept connections from the address of the node on which the Telegraf agent resides. Open
the Redis configuration fila:

resides

@. Copy the contents below into a nesw .conf file under the C\Program Filesitelegrafitelegrafdy folder. For example.
copy the contents to the C\Program Filesitelegrafitelegraf dicloudinsights-redis.conf file

@ Replace ~INSERT_REDIS_ADDRESS=> with the applicable Redis address. Please specify a real machine address,
and refrain from using a lcopback address

@ Replace <INSERT_REDIS_PORT= with the applicable Redis port

.@ Restart the Telegraf service

% E
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