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MNote Widget {with link)
This is @ note. You can type any text you like in here,
for example. 1o give details abowt the purpose of 2

particular dashboard.

You cam also include finks in your note.
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# (10/s) , MIBRAFENENEE (BF. M. ¥F) . SERA—A Y METEMIAE LGRS
Ry, FERE (BEAJLZN) 510PS (EEUTAENA) MAEERELHIELE], FEIERATEZILEI TEE

o
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B, @dEE (M) YibgE—NESM, X (BN) YiERES—NUERM, aTUE—"

EXHEXR LEHIXWALRIE. SMEIRERRIRE B SR AILH,
p

R BR T E R VER A o A AR AR

1. IR T AR MUERRAINITAE. F5E. EBiRESEEREREER

2. FEFE—MEFERE (BIINERE) , AREEIOPS - B EREHNE—MER. REEEWAEA ISR
, AREREERLSS .

Ex EER IOPS &, EibHIRRELM,
3. BE+ER MERFME _FL. MFUIAT, EEREER - Bit"1E1EITR.

HAR, ZAEERREBERATE. XEZERNERUS I0PS LABEBIELFILEHIRT.
4. FEEEREI\H, EEY H RES

IERAIMERIRE B SRLLBI4AH], BREERINEN.

iiij
2
El

IOPS vs Latency (Axis Example)

6. Aug 8. Aug 0. Aug 12, Aug
INERFFRRYRIET

TEERIRF, EREEFFVNES (. HFFRE. KE, #E&XE) | FEE. FEE. FESERE/NBEEHR
TFSIRIBFMEEIT MR RE, HESTER (7)) FERXERARNNERENEE) o TEBGIFER

FERTKRAREKRE, EFRE— RGP, HNHLEERIE IOPS SHEF LFrEEFER~HE IOPS BIE S
tbo B ARAIBEILOLIE T AR LR R RSV FFIH IOPS—ARLEAR B EHER B IR S NBUERN
IOPS,

ERILERANPEAZE (B0, $Vart * 100)

ForzURfl: IREXIOPS E5ILL
ELERAIH, FHNTFEERIEE IOPS 55 I0PS WAL, ERILGEMAUTAR:

Read Percentage = (Read IOPS / Total IOPS) x 100
ZEER LT ZENE R B REEINERIR L. Alt, FRB TS ERIRE:
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p
1. BUEBETRYNERIR, SRR T A IAE R R,
2. YRR — I NER . R EARE

B NEBHFLUREERIUTH . BONER T, 2BTR—1818, EREREFME AR IOPS - 2it". MIRFE
, IBIERRERZE LK,

3. BERAMBHRAFE T,
S EWERRARAIRI, HER, ERAMEN NMETAERARE, SEATRAENN, #REE
B REEIE . MREFEMGIREEIR, BEGIEH, FEF, ARAZERSFEFREE
FERINMES
W, RERERI

4. |OPS - Total Rl E MU FFHLEFE a"H, T D' TEFRYP, BE EEFHIEEFIOPS - RE

TR SR EFREEN + #Hll, MRANFMEZENTFEEE, WFRINIERESERE, &
MRFEL IOPS (“a”) FIREXIOPS (‘b")

o ERANFERF, ERILUERASESNEENNNFERWERE. HATMERNAESEL = (REX IOPS /
2 I0PS) x 100, HEIHATAILRFILZRAXE 9!

(b / a) * 100
. IRE S FERAMRRIA. BB HIER DL, I ERERFEERENXBNS.
B TREEN %R E A

ZERERFMEF IR EHERT B LAY IOPS IREXA o tb. MIRFE, ERILUKEDIERE, SOEFEARAIC
BA%. HAR, IREEFE SMEANLERE, NWrEBESLHERSME—E, HEFERS
100%.

6. BE“REF BERREFIECAINERIR.

FEXRHB: “RE” 110

il 2: MEURERIEERVIEIREIEIREL. BAME IOPS, B2, #IERIRER IOPS SHBEREERSIOPS
, BIERLEAEERE FHUR RIS AN 10 #8F. ZARS /0 Be]IHIANZR FHE" 110, MTFEENRFIRER
VEN, ES5HERELEEREXR.

AT BRXLERS 10, ERILUMEERSHE IOPS R EIREFE N I0PS, ZATATREM FAAR:

System IOPS = Total IOPS - (Read IOPS + Write IOPS)
A, XEHHER EERIR LR AERNTERNET. Ait, BRB TIPS EIRE:

TR

1. BUEHRAONRIR, IARBEITHIEERR,
2. YRR — I NEB . R AR
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BN URERTT . BUANERT, SETR—1ER, HPEREFE ZFRVIOPS - 21t WRFE
B, BEEAERNAEE,

3 LR FERH, EFEW 2E KM
BXRET—%%, & I0PS BIEH,

4. BHEFILE N ERKREIBREIRNEIZ,
BRI AW ANEREEIRN T F.

o EENEWH, BRHEMATEN K.

HAEWHRRARAIER, MREFERROEIER, BREEMEER, HIR, ERAZEN]
MEBFREENHIINME.

WE, RIFRER

6. IOPS - Total #EFIE I FFBLEFR ‘a"P, BEH"/OPS - Total FHIFEELLNIOPS - Read’s
7 EDEEFERYP, BHERHIEE IOPS -5
8. HRAN'FERP, ERALEASENEENNNFERMERER. BRITRTERNEEMERN:

TEETRERD, MEFRATNER EIRE,
0. 7% FEAMRARIER, BITEEHRNRE I0PS”, HMERIRFEFEEXAITE,

ZERUITEZENTRAERE I0PS, TAHNKEEZRRIEZIMMEN IOPS WAS, ME ZBRIEEAKILAY
BESHIERIEE NREREEEXRZRNIOPS, XEZER RS IOPS,

10. BFEREFRERFREFIEREERR.
BAERAKAPERLEE, IFBANLER, HI0 $vart * 100, FEXNFREERERFEE,

R NERF B RIAT

RSN EMF A IERERN S NBERE, BEPNRENBEFRSAUBELNRER, SPREEEAFTIAM
FREP, BIRAXKRSITUEEENERITIHENE. EFUERMAZTSmE—MEREXBET.

A} Expression

ﬂ iops.total v “ jops.read v X Expression  b/a Column Label = Read I0Ps over Total

s
p=4

il

T EAWE—REANERR B2 E NI G P ERNEE. BTIRE— RS MNESHER—TAHTE,
TSGR ER S SBE MM P 2 RBVERE B 5 E .
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TEAURBUTEREZ—:

* B ERNERNEMSEEIRHITIIR

© AR ERTE XY R SN EE.

* XA FREFFRE,

*BF —EEE. RIBEINBEFEE, RIRIER, R LUSEERN NS E,

* f/R1E: ATFEN Truel/False. Yes/No FMFEL, ¥ FH/RLE, 1%EFH Yes. No. None. Any,
* BHEA: BEAE. RIBERV/NEEHRECE, BIE N SCEME,

|
+ Vvariables
Attribute
Annotation
Text
Mumber
Boolean

Date

BHETE
s

ERMRETEATETRESEERMEEN/ NBHEE, TENROAIZERT —MER/NEt, HPRERTA
ETRNAAREES. BMARETR IPEIET —1EE, SMiRENETFE IP:
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task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html

Widget 1 C 2h

15bn

10bn

Sbn

21_ Jun 29_ Jun 7. dul 15. Jul

B2, MREHENRABVEFEF LZIMFR VTR, WALBEEREHIEXNHFENRETIR IP L IP, X
BEMNREE123FMENT A

X~

Widget 1 C 2h
12bn

10bn

cbn

4bn

2bn LW_L’

Obn

21, Jun 29 Jun 7. dul 15. Jul
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TR LS E— N EERTBEBHERMNFABERR, MABNRERNE, FIINAE vendor BHEMNR,
FEREZEFETPIETE “vendor, BAZERN. 7; MREEZFBEERFIAW, Data Infrastructure Insights
RHEHLILE R

Attribute X

vendor b

Objects containing "vendor”
Disl.vendor
GenericDevicewendor
Storage.vendor
StoragePool.vendorTier
Switch.endor

Tape.wendor
InternalVolume.storage.vendor

netapp_ontap.disk_constituentvendor

HETHREEMETIIRE, EREBIIE, RILXETRETERIR LA RBYATBHNE,

Attribute *
*wendor hd
vendor All hd

Filter automatically . NETAPP

MetApp
PLIANT
SEAGATE
Unkmown
Mone

NREENFRIR EREBESBIETIESEEXNE /NS EIEQNBEHNRESER “vendor BE) , ESR
EREETEREBENA.
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Count of Storages

« Al Query | Stworage performance.iops total -

FilterBy  name Al v uurﬁo{ NP ﬂ'

Group Count More Options THs 1 @ AR TCa by SEEiad TN It om
Aathbriaer] wadlabdas

Formatting: lfvaluels » b dk Wamning: Gplonal s - mndjor I Critieal | Cptonns s @ Showing & In Range 1z green

Description  » £a P Calculatien A Ratét Delfaults

DecimalPMaces: O *  Units Displayed in:  Whole Humber =

+ Query
N AREEMGERISERNBMESIE—1FE %,
ARTE

EFIRTEATET RS ZERXHKNNER, FINETFE—HIER OISR,

Annotation X
Data Center hd
Data Center All v

Filter automatically . Boston

London
Mone

X7, BF. BHREHREE

BRI LUBIT R T 238 Text’. “Number’. “Boolean’D{‘Date’ RIS FERBM T X BRTE, —BRIET
T2, Sl IE NS TIERFRIPIERT, T/NEEHIREDIEEE, BT I EREEFSEEZ I
, NINERIRSENE MR EHREREIIRP - XETESAE THHEFWNTE"BIT, BRUSTHL, £
LSS FE— N T EAFEERENRREENEEFERPRANNE, T AESLIESRPERIZTEM/)NEP
HEIE EhES T Ho
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Disk -

Filter By - Mame | All v | X -
0a.16
) 0a.1v
324 items found 04.18
0a.19
Disk 0a.20
0a.16 | 0a.21
0a.22
oa-17 03.23 .
0a.18 Variables
0a.18 Sagent_node_ip
Swvarl
0a3.1%
Nane
TETIECE

é?@ﬁﬁ(ﬁ*&uﬁﬂ&?"ﬁ MEZEN, ZEERUNATERRLEBFRE/NBMS, XERENERR LA/
R B RIEEE R ERIRENETIERIER

Annotation x
Division v
Division All v

Filter automatically o (70 Automatically filter all widgets in the dashboard using this variable

HAR, RERMMERTEFANUGXFETIE. FERNEMZET ZE TR LIFZ NG 3E
BENERAXERENTE,

ZREmTE, MELXENERTETINRERN/ NS, FRE BTIR ERIEHER
E?‘%A/J\ﬁllﬁﬂlﬂlxﬁxi, BEHEEET T2, ARTE Fiter By FE IS ENIRSE ML,
ﬁﬁﬁlﬂxxz, TR LUEE— I REMIEE, HEEFTERZN CEIS$RT) URTFENRIREFIEN
T8, XEAFERTREEEE, ,\ﬁ"”leT ER N HA BRI IEER.

SRR T 8, SENTERE— NS NTEREN, TEENEMTERNETRSZIIEE
9EE’J1EO a0, HRTETRBDKENSERHE _Model_BY, 1RENEME_Name TEHIEARERNETRSX
RERXHE,

BARRAPEALZE, IFBANLEIMMENRAXN—E D, B4, $var! * 100, FRAXNHREEREF
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TE, ERERAAPERAFTIRIBMEZE.
TEPITIERE_ETX B, SEATSEEFE—THSTILREN, TEELHEMZERNETRSZIIEEEE

KHE. BIa0, BRTEDRBEGENFEREME_Model_BY, 1&ENZFMHE_Name_TIENEAEERNETSZ
REARXHE,

GEE=
2

il

e
il

b=

* MITNBEEFHE az. BF 0-9. A= () THZE Q) M=K ().
* FEEEE 20 MFR

* XA KRNE: $CityName F1 $cityname B FREINT £,

* FEESMAENZEZERE.

© FEERE,
RN

SEAMFRENNEHEARTEIRE_BE_ M/ _IRT_KANEE, MMEHtRREREEHRE.

Widget 12 Overmride Dashboard Time v x
v A) Query Storage.performance.iops.total - (]
Filter By
Group - Avg v Time aggregate by Avg *  LessOptions
Formatting: fvalusis = - A Waming 500 10/s and/or @ Critical 1000 I0/s Showing @ In Range as sreen
Description  IOPS - Total Calculation A MinValue OCotionz MaxValue 1200
Display: BulletGsuge * DecimalPlaces: 2 + P v Units Displayed In: Auto Format *

S -
904,21 10
00 400 600 2800 1k 12% = m
FgE XL/ NEPHETC, ERBUT S BIRE:

1. %;E’é RUEETAT () T (<) BENE. EXMIFHR, HMBEREETAT () BEKTFH
2. NEEHREEE—ME, HNEHEETATIEINNEN, ESMERETRNR.
3. AR HEEEFE—ME. ATHKFHNERSBNRETRTALIE,

TR LR RN RIMENRAE, RTFRNMENERFZETRNR. BTRAENERERHER. WREX
ERRIMERRAE, NESERRE N SBHNEERRERIVEMNRAE,
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Traditional Gauge widget

Ak

439.09i0/s
0 MOPS - Tozsl 600
Bullet Gauge widget
e 2
509.0910/s

BV R E/ N

ERENEGT, FRTIREES (BR) MiaF (46) BEIN, EEAUERUEeRAReERERSEER
B (RFESEINNE) .

Single Value Widget : Single-Value widget with formatting

v
1 0-0561 373.54IO/5

Average User CPU Usage

IOPS - Total

B BENEH IR NS ERIEEHER B 5/ S R E - EIEN BB E,.
IV NEB I

;’E%E%ﬂﬂ(%ﬁd\%ﬁﬁ—#, ERILERB NS PIREFARIU, MR ERERE /S HREIRR B B R

?—E#%Eﬁﬁﬁ@&%ﬂ%d\E.‘B#EF'iQ%%D?&tHEB_T%%é&%U*DIIEE??&%'JF:EHE, M U BB EIREENREEHIE
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14 items found in 1 group
Table Row Grovping Expanded Detsil Metiics % Atributes

= al Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)

All (14)
S I ..
= rip-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.79
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45
 Conditienal Formatting Reset
- rtp-sa-cl08-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greaterthan) v
- rtp-sa-cl06-01:3ggr0_rtp_sa_cl06_01_root
A\ Warning 70 %
O critical 30 %

Formatting: Show Expanded Details ~ Coenditional Formatting  Background Color + lcon v @ [ ] show © InRange as green

? Rename Column

KPNE-FIIRIMREFMFEI Fld0, ERUATEYEERE—ASE, hELEFIERS—AMHE,
MREAEFNRMUET, FHRARREHRRENEZ L. REETRBEMAUARRE, TEHNEGETEREZM
3o

capacity.used (GiB) } n throughput.total (MiB/s)

? Aggregation

? Unit Display

* Conditicnal Formatting Reset
If value is = (Greater than) -
6,6T1.72
A Warning 3000 GiB
0 Critical 10000 GiB

? Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

BRILLERBRARARTAEG. BIrSmE,

PR B R EUER S AL

NFRIR R Z NG FEIEERRMENEA, 0 JKFH_. F. 8otk 2% (ms) F. EFZBERT
,_tData Infrastructure Insights B FTIREN RN RER. EAMERERIXNBERT, BILUKEMFRE
T\o

ETEMITEERGIS, BRANSRERNSIEL_FH_ (BFR IEC #UBEM: SITR) NEf, ELE
KB BEhEFERNFT (B). B, HIBERBAK, AJURTAFLFT (GiB), HltData Infrastructure
Insightsi§E B &Nt GiB. EIFR LR Y HLI‘GIB" AR RENL, FMEEMNLIZEMETR.

A) Query | agent.node.mem.used.total "

Transform None ¥ @  Filter By

Group  Avg v by‘ node.name X ¥ | Show Bottom ¥ 5 ¥  More Options Reset Defat

Display: LineChart ¥  Y-axis: FPrimary ¥  Units Displayed In: Auto Format ¥

Baseunt | byte @) .

mem.used.total (GiB)
4 Displayed In  Auto Format g

e e Pt

2

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM
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MRERUAENRMETER, EALLERS—MRERARERE BTIREFPHNEESMURE FH_, EHit
ERILMSZ N BT FRIRARHITESRE: I (b). FT (B). TLFT (KiB). JKEEFT (MiB). HELFTH
(GiB)o Y HtREAERIEEEZIIBIATE L,

A) Query agent.node.mem.used.total ¥

Transform None v @ Filter By

Group - Avg v by node.name X v | Show Top v 5 ¥  More Options Reset Default
Display: LineChart ¥ Y-axis: Units Displayed In: Auto Format ¥
e
BaseUnit | byte (3 .
mem.used.total (GiB)
20 DisplayedIn  Auto Format v

Auto Format

15
bit (b)

10 byte (B)
kibibyte (KiB)

5
9:30 AM 9:45 AM 10:00 AM 10:15 AM 1030 Ay Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n: gibibyte (GiB) »=ip-10-30-2 -
0-206.ec2.internal 0-14.ecz.merna v-1o.evzternal

MRAFMEEASM, WAL ATAEMA", HERATBCH, —BENERTEASM, ERLAILUEELIE SR
XERIZ—ETREE.
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#available-units
#available-units
#available-units
#available-units
#available-units
#available-units
#available-units
#available-units
#available-units

Auto Format +

Base Unit [ |bit/sec (b/s) v ]

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s)

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

BEMFKEHENTG, BRTEEMIME

XTFEHERER
ARZ eI B RIS R IR/ R ERY, IaNEEER 1,234,567,890 F 11, FAINERT, Data

Infrastructure Insights}§ Bt IZBEUL IR ZIENE R B30, 1,234,567,890 FHRIEIEER Bohtg=t
&9 1.23 Gibibytes, ZERILUERUEMERETRE, HIW_Mebibytes . ZERHERNE R,

(D Data Infrastructure InsightsfEFAENRIBH F B0 E. EERY billion"#8Z F“chill million”,

BEEERRY NG
MREE—EEIFFVNE S (Bl R4, X #EXE) , HPAERIEH, HEELSH T Y H,

MEABUAZERE Y WHINE. B2, MREWNBAHEEYHEE—ER, EHY Y HLLEE—1E
1, WERSMERNERSEIL
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X Feb

MRERVNSBHEE=ANEZEN, WEFBUFRZETREY L.

QLN

TREENETR TR ARSI,

%51

15
L2

#E (IEC)

HEER (IEC)

R ()
HEER (2F)

EffETZERE
gt

Bkt

B ]

mE

CPU

mHE

FEAE VA B B

B

E2)

il F11 FEEFH JREEFT ST Kb
T X E TS

EeA/A) F 178D FEEF T/ JKEEFT5/3) HEF 15/
ALEFT5/7 REEF T3/

FF1 KFH FRFD XFH HFT XFD
TFRM HKFTA FIRFT XFTH/ BFTH/

X=FT/

duaca

ot

=

kibi mebi gibi tebi pebi exbi
BYRTBRAHZA1Z

[Epajne

o PEd =280 7 D8 e
BEELERE

sk FHfdk JRiFZE FIKHRZL

PARIZD Wizt BiZ0 TRzt JEzt FIRRZ0
teracores petacores exacores

/O 121FEAD RAEEURD IEREUAD SRENEURD BNEY
LR (5 (baniREA:V e (Dan: REDN 5 (PR

(ERARAN R = 5 i DU E _E A/ NER 4 R BV SRR IR P (N RAR B B SE B H E BRI Bl R B shRFT. RIFRIEFREUA T
NERF RIS (% HR%. BN HERERE) E2IFREFY FrEEMER) .

Y FRIRBSESEE
BE159%h
RE309 %

B 8] = 5\ I R

E[3:NE =2 IR E
155
1535
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/560575 158 15334

it 2 /)\Bg 30%) 543
T E 3 /)8 30%0 55
it 6 /)\ad 1935 543
i3 12 /B 543 10 5354
& 24 /et 553%H 10 735F
dE2XK 10 53¢ 10 53¢
dE3IX 15 S35 15 53
257X 1 /B 1 /B
I 30K 2 1\ 2 1\

s EEE AR REBIRIFE R,
BITE XAXERIRBY BT E A 12 i B shRIFT IR
SEMENES AN, BRIFRIIEER] LIENFRRA N E L PRt BRiE. BRI HEEN

B, SHXERRE, NENHEETRETESHNRETE, FERHBLENL, BMER2EEHEE
HData Infrastructure InsightsiBEY, FRRFRIFLTRE, BIFHTBEIRNZ 2N EEH.

@ FHFNetApp Console B 2RI A & RiBEIBY{E] ) 7 X, HEtkData Infrastructure Insightst 4 77E
ZEHRENTH, BRERBAER, BHNRIREHREER.

* BRCEBARI, R E BRI,
* ERABENERN, FRERAE AN B R,

ZrLliEd e L ANEEREEEIHEIEB MR, EE, ERIRNEPEEFRIGERE FHIER A8
SeEl. BEpRIFTEER, EREENESERIMEN. R MERANS: BRI EE.

Feb 24,2020-Feb 25,2020 o

3:42 PM 342 PM

XERIRA

WI0HE, EAUEENEERAXINER. 6, EAILURE— TR THEPEEIGERIRE, (ERIREATE"
EERIR> B RFTA NEIR TTE L ETEE,
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Dashboard Groups (3) 4 Dashboards (7)

Q search groups.. Name T
All Dashboards (60) Dashboard - Storage Cost

. Dashboard - Storage 10 Detail
My Dashboards (11)

Dashboard - Storage Overview
Storage Group (7)
Gauges Storage Performance
Storage Admin - Which nodes are in high demand?

Storage Admin - Which pools are in high demand?

Storage IOPs

AIAR TN

* CPRBENERYIE T PR ELIRRINERR, TIEFBERH,.
* *FEINERAR NG W R A IR R IR

SMPESHNERRBEETETHRFE .
BOVENAH, BREEIERNRIRAR, WANANRZT, ARBEHECIEA BLUZRICIR— L,

ERMNUERMRAINEIA, BREEFRENERIRAUETREF ERRENERR, HENRIABEEERENER,
BREHBINER, AERITUTEREZ—!

* BARMBNMGER, BRHEERRAMBIREFHER FINEIL",

* BRESMERIRRINEI—ME, BREEMUERIRBUNEEERTZEN], ARREMERIFIREHE
FEARINEIAE"

%ﬁiﬁ%%éﬂqﬂﬂﬂﬂ bR LIRS M HETAE R RIFRNERIR. SR8 M FA (RIR 50 TR RIR H R R R

@ MEBFRIFRINFRMRF RS MData Infrastructure Insights FRHIBRIZINEIR. B 2MIBRNER, 15
ERNURRFRENHER . XSBEMERMBREAEATRR, HEEAAFRESTEIBEFERE.

ERVES =E=SVEINE.

EA] LB R E 2 I ERIRE E BMGRIRTIR TSR R HE— S BN ERR, BEIEMNEKR, IAFRERETREE
FEFIRPHNERR LY B RAEETIREARN A,

NERREEEBUERER TN ARBPRRY, SIERIRFIBIA (HZ1ME) TXo
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Dashboards (7)

Mame T

« Dashboard - Storage Overview
«  Storage Admin - Which nodes are in high demand?

Storage IOPs

%

Dashboard - Storage Cost
Dashboard - Storage 10 Detail
Gauges Storage Performance

Storage Admin - Which pools are in high demand?

REE R

EAILUARERXEER (BA) KERData Infrastructure Insights, ZEFERAXBESIREBXEETAS
HREE, IEERREEE (FAREBEEMRENEETASHRER)

EERABEHEZER, BREGRSG EANAR B IRHHAEMENER,
Switch to Dark Mode

Log Qut

REERNRRAAE
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5 Tukorisl 67% Compiete
Cloud Insights (Tral) - —— ) GettingStarted ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12, N

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

EBENRIRAE

Cloud Insights (Tral)

oards [ ONTAP FAS/AFF - Capadity Utilization (O tsst30Days = o Z Edit

i nHomE

ONTAP FAS/AFF Raw Capacity Total = Raw Capacity by ONTAP FAS/AFF Top 10 = 2h
© nDasssosrDs Capacity - Raw [TB
s E , _
A aems 3 9 ] l 2 TB ‘ ‘
B serows @ Total Capacity - Raw f
X me

Aggregate Capacity Usage - Ratio = h Aggregate Capacity Free Tk Aggregate Capacity Top 5 Zah
a1 romm

@ uar = o
2 a s Aggregate Capacity Total oo
245 01 T8 = §
B el FlexVol Capacity Free S FlexVol Capacity Top 5 2
e 155 13 8

FlexVol Capacity Total = zh

() =eRERg GERL)SEER) DEEREITTEENRETIEER.

ek EEE

Kﬁ%ﬁﬁ%ﬁﬁﬁﬁMTﬂ%@ﬁiﬁﬂ&%oWW,Jﬁ&%ﬁAT EF 15 DEICIA—R, MEIEWRESS
AJaERE 5 I — Aoéﬁ%liﬂ¢ﬁﬁ(ﬁ@ﬁﬁmﬁ% ERERERERE) fRESTHERE

%MWﬁXmﬂ Fih (N, HEO/NSER 2 DAEN) , HERADHRIFT—RLN, RKEWESREBH
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Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share

Select Editor: Everyone v O

_ None
Select Viewer:
Everyone

Specific Users

AIANERT, SEEUEMBINRIRE, ZERRNNE (BIEE) . RBEEMAF I UERERNER.

dit
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W AR
15N
B R,

\|

[] s Tony Dashboard Dec 132024 15:48 0 TonylL Private n
Tony Dashboard Jan 10 2025 £3:39 TonyL Private Duplicate
Tony Dashboard Oct 2 2024 11:16 TonyL G’ Shared Add to Group
Share
Pin to Top
Delete
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Edit Dashboard Access Settings

Select dashboard sharing access:

O 0 Private
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Select Editor: Everyone * 8
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Select Viewer:
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VM Latency vs IOPS X
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1. UAEEENRNAR 245 R Insight

2. MHNRIR BB, IR [+IERR]

FIFF R TUE

3. TEDIETNER, WNRRAME—RI, FIANIRNAREF D BIEIIEEE
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Table Widget < 0m
[E] Hypervisor Name T Virtual Machine Capacity - Total (GB) 10PS - Total (10/s) Latency - Total (ms)
H 10.197.143.53{9) - 1,680.58 1.80 12.04
H 10.197.143.54(7) - 1,707.60 4.62 12.60
[H 10.197.143.57 (11} - 1,500.94 114 115
[H 10.197.143.58 {10} - 1,818.34 5.82 257
[H AzureComputeDefaultAvailabilitySet (363 - N/A N/A N/A
[H anandh8162020113020-rg-avset.anandh816202( — N/A MN/A N/A
[H anandh916202013287-rg-avset.anandh21620200 — N/A MN/A N/A
[H anandh91720201288-rg-avset.anandh01720201 — N/A N/A N/A
[H anjalivingrun48-rg-avset.anjalivingrund8-rg.308: — N/A MN/A N/A
= anjalivingruns0-rg-avset.anjalivingruns0-rg.388: — N/A MN/A N/A
[H batutiscanaryHAL7a-rg-avset.batutiscanaryhadi — N/A N/A N/A
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AR \ =\ 3 AL By 7| = EL “ . ” A “ \ MLk ”
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ZRMAENETE IOPS 79 10 S E LRI

S. A LUBIE MERFITHERH#—FITERN. BEGroup by" SRR [+, ARERESHNTFE
, f5%0“Application”s%"“Hypervisor name”s B &I 93 4H,
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Virtual Machine Performance Table Override dashboard time p 4

Virtual Machine =

Filter by || 10PS - Total (10/5) | »= 10 Group by || Hypervisor name +

1 m O n& @}

[Z] Hypervisor name | Name Hypervisor name IOPS - Total El Latency - Total
e (ms)

us-east-1d (62) us-east-1d RollUpby | Avg ~ 1.94

us-sast-1c (20) us-sast-1c 0.80

us-east-1b (1) TBDemoEnv us-gast-1b 32.66 0.70

us-sast-1a (38) us-sast-1a 121.22 0.81
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All v X Cluster Al v X 0

Summary Hypervisor Decommissioning VM Reclamation

== Save 2,228 cores by decommissioning 58 hypervisors & D"-‘n Save 74.8 TiB by reclaiming 343 virtual machines <
©ooo Decommissioning these Hypervisors will reduce your consumption of cores by 27.9% Reclaiming these VMs will reduce your allocated capacity by 8.5%
Top 10 clusters by cores savings opportunities Underutilized capacity (TiB)

DC06/DC06_660_M660._...
DC06/DC06_660_M660._....

DC14/DC14_1460_M146...
DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...
DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

)

100.00 200.00 300.00 400.00 500.00

i 0 9.77 19.53 29.30 39.06 48.83 5859  68.36
hosts.cpu.savings (cores) capacitytotal (TiB)
Memory Savings (TiB) VCPU Savings Memory Savings (TiB)
38.9 2,825 8.7
26.8% savings 9.2% savings 8.0% savings
View All Hypervisor Decommissions View All VM Reclamations
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EOEMZBEAIEF EINEF", DUSIEMEE. HBREH BRI IRERENEHRITIE
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M) 898, LUK E Kubernetes. Docker 1 ONTAP Advanced Data BYEERS

tr, DSEIREmEAYaTAR,
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ST WA, ERYIESEINEERT (REMEXIENR) , 3 ZEi8 Kubernetes 3{ONTAP Advanced Data %
SRR YT

EFEF

FRERERE (BIRNEMIH) ReLE (FfE. 3L, VM. Application %) #EJLUTEEM. (FRR/EREAN
BEXZTERTTEPER. Mk, ZREANERAIANFRMITHRSEEE LR

RGBT

BRT BWEFEASRERXMEREIEIRZ I, BRI E R EMENE ETR, BIU0H Kubernetes 3% Docker £ F{
B3R, SLONTAPERIStTIRIHAYFEIT.
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onaggr M
nelapp ontap.ageregaie

netapp_oniap.resource.headroom_ager

HEBRENRE (RiEEHE) NBEMEAHKZE
REBHZLMEATEERF, FIREREIIENR,

()  mEkPFESNRNRPETUEEREES, TR RN,

BIEEN

BIENW, ERUERERNIERBER EREF, MR LURERERNSEAREENE
FMEFRBITHIF.

fFlan, AL volumes BIEE—1NER, HAII— TSR RER SMES KBS E_storages_, ANB—1
e A FMETZE L AYASE annotation_ (FlEN“Tier 17) , BEFIMNB—IMIIEEFREIRFIAE_IOPS - 3%£EY
(I0/s) _KF 25 W9TFfiE. HEREREY, ErLUZAFHERN SEIIHEXNEBTFHITHIR.

AR HAINT REVE R RIEERSE, BEHT T ERINAREFIRN, REENERHITRSIE,
BARTXLERAE. IRINAEF. RIISRBERRAFNNEERIERLESE (GINEiTERAN)
HAlE) & &

SIEEHIEEF R

1. SMEEE>*+HHEES

2. R HIRF, ERBEEENHRER, ERLUREINEYIR, WEIUFHARAUERILEIERERN
NE-
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

BMARR:
on aggr b
nelapp ontap.ageregaie

netapp_oniap.resource.headroom_ager

eI LUEE BB “Filter By FERFFRY +IRSIRAINE RS, LOE—F 4/ NEIFEE, BNKRIBENITHITS
¢H, FREMEIE (Kubernetes. ONTAP Advanced Metrics &) Y, MIRFE, ErILURZ N BMEHITH
£H,
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netapp_ontap.aggregate v

FiltearBy - cluster_name ci- X

Group aggr_name X -

5 items found

aggr_name cp_read_blocks
oci02sat0 0.3%

oCi02satl 0.15

oci02sat2 212.64
oci0lsat0 0.39

oci0lsatl 48.82

cluster_name |
oci-phonehome
oci-phonehome
oci-phonehome
oci-phonehome

oci-phonehome

EWERYIKRETITFZRIAY, BEIURTRRINRER, ZRM. BEFENRT, BRERBENREEE

o FIRBVFIRIER = AEREE A FRARE,

netapp_ontap.aggregate hd
Filter By
Group aggr_name X -
aggr_name cp_read_blocks
aggr0_optimus_02 172
agerl_optimus_02 408,84
ocinanegal 04 ager) 6.19
ocinanegal_03_ager0 8.48
oci02sat0 1.04
B SKFRR(E
"f€ A Data Infrastructure Insights I EIEHITIRZEM A (RS0 "

ERRE. B BRI

REMBN

MFYE, ERLUBTIREERMENRES AR UNEE ERXEENRARE—F R EIRLE

TARY = R SR B A LR R X LT,

agent_version T

Apache-HttpClien!
Apache-HttpClient
Apache-HttpClient
Apache-HttpClient

Apache-HttpClient

12

[C] show Selected Only
agent_version

] aggr_name

[] cluster_location
cluster_name

\:I cluster_serial_number

[] cluster_version

IS
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143 jtems fo

agent.node_diskio T

nvmednl
mvmelni
nvmednl
nvmednl
nvmednl
mvmednl
nvmednl
nvmednl
nvmednl
mvmelni
nvmednl
nvmednl

nvmednl

BB

un

a

io_time (ms)
20,504,260.00
259,184,070.00
4,542,684.00

31,918,588.00
29,258,256.00
18,022,164.00
28,483,300.00
69,835,016.00
15,952,780.00
44,16%9,696.00
12,138,928.00
5,234,528.00

34,280,552.00

TR LOER B RENRL, i, NREENFIE

REMBAER FRRERERE TiB,

EX A
Ed=]

~ Agoregation
Group By Avg v
Time Aggregate By Last b

* Unit Display

Base Unit millisecond {ms)
Displayed In millisecond (ms) v
~ Conditional Formatting Reset
Ifvalueis = (Greater than) hd
A Warning Optiona ms
O Critical Optiona ms

? Rename Column

RIEAE, HEELUGB B, BEEFEREERNTB,

B, MRETHEZMEMBUERSTRFHE", BEFEETFAEENSM, BN DAKE Thixs

Rk 28" (NR1A
TEBIEREM) o

TR LiEEd
&Ry LUR(E

FHFBI

FHRAATEEETNERYIRPREETE
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143 items found

agent.node_diskio T io_time (sec) H
nvmeldnl .
> Aggregation
nvmelnl
> Unit Display
nvrmednd 4,642.68
v Conditional Formatting Reset
nvmedni
Ifvalue is > (Greater than) v
nvmednl
A Warning 10000 sec
nvrnednl
@ critical 20000 sec
nvmelnl
nvme0ni > Rename Column
nvmednl

AB—FBERGERHEN. flM, ERAILARTEIEE—ANE, NhELETIEES—AHME,
Byl
EnRYISNEERLERIIRAE TR, MRFERTIRSER .CSV, MR EIEREERMAF.

(352

EETHUETERENGRE, ERUSERERAFRFEIUNERER. AE—TREXARENE
Fo

BXIENESZER

BECTFARIET
HEETWENERR NS FSEXARTIREN, SEFRBAN, REcREERETHRIXAE)EZ@BE

IR BVIRTL, EFIETUR O 5@ AT RANLECRIFI B 4R, EERILIEA NOT B OR gl FiA*
, BRI LUER T RSO R F RPH=E.

kubernetes.pod v
Filter By =~ pod_name | ingest v X Bd @
Group pod_name X '~ Create wildcard containing "ingest"

' ci-service-datalake-ingestion-85b5bdfdéd-2qbwr

service-foundation-ingest-767dfd5sbfc-vxd5p

71 items found
None
Table Row Grouping

ET@ERFHRANEIESE (f50 NOT. OR. “£'F) ALESRFRAUREGBRET. EEEMTIRPIER
I E ERAEE S,
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kubernetes.pod v

Filter By - pod_name ci-service-audit-5f775ddaT5-bride X X v | X B @

Group pod_name X -

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

HAR, BEMMRANTEERTXART®R, BEFRERTHF. BEHRE,
P ON s
TR LUER LU TARRMUT IS EE:

Uiprirr3 CHER ANl &R
* (BS) iHEIEER—1]) KIR*ER R B L “vol" FF 3k FH LU “rhel”
SEENFIERR

? (a8) EIEREBIERIFTESHEMN BOS-PRD?7?7-S12 iR[E] BOS-PRD72-S12
FT . BOS-PRD23-S12 %%

59 fEIREEBIEE 2 LK FAS2240 T CX600 3§ IR[E] FAS2440. CX600 BY

FAS3270 FAS3270 FH9EE—1

2 AFEMNIERERFHPR  IE EMCH REIFFERLLEMC FF 3k
XA HRAE

REEMA gﬁﬁ$&¢ﬁ§NmL BEEM IR[E| B FER ATV

rE* EANAFERHIEER rE* IREIBIRFEANTHER
NULL {&

R FFFRIEEWNSISH, Insight SRFE—15ISHEE—15|SZENFAERBTIATLLE, 515
AN ARHRF T REEFEHRERANXTF. W, TR REERNFESHNER; EXMERT, ESFEK
MABECFT. SHiZHEAF OR M NOT #FENG I SHE, EMERERANFFFE.
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SIEARIRE
SEEARRERN, SRS EEILUTEIEE:

*AEA XBREFAEER, BERENRE . ‘B HREALHIRENER,

* B (VRERHER, EERE, DI EASHREPHER B ENEEIFDS. BEFLIREN True’s “On”
F; DIl RFrEXLHANE"

& URE'EBER, 5FE, DI EAZHREDE T BRAX,. ERLUEE N False”. “Off'E; DIl ¥
FRE XA A“NO”,

* T ORERASHREENSER, BN T"E,
NERETEWSR, HZMHAr

ERM T — M REREG RNV ERIE N AR D LR, 1FEE, BRERNBREFICERD LR
FEEHAr (ME. #iEF) . ERETFERIEIRINARERF D E.

BHNEWFINAEFDEERINARER, IFERAERRENNERETEFE, ARREAEMNHER
%, EERENATIEE R FRERE.

Volume v
Filter By - Name Any X
Query Results (5) Bulk Actions ¥
Add Annotation
B nName T Storage Pools Capacity - Raw (GB) Mapped Ports
Remove Annotation
DmoESX_optimus:mc_Dm... optimus-02:aggrl_optimu... N/A
Add Application
DmoSAN_optimus:hoffma... optimus-02:aggrl_optimu... N/A
Remove Application
DmoSAN_optimus:mc_D... optimus-02:aggrl_optimu... N/A USIWINGOWS 20U
0ci-3070-01:/vol/vfiler_lun... 0ci-3070-01:aggr5 N/A OS:windows
spectravsl:sjimmylscsi:/v... ocinanegal-0l:spectraaggrl N/A OS:linux

ABRANFEEEN

MREEFERE LN, SMNEANE— N UIERNEEEISN, BIENE EEAAETIN, TEA LR
BEEHIT ZHIRENEI,

EEEN
BEIUEETWREEENES, AENEAERTRSENAFEXHNEIHERN A
TR

FRFEHData Infrastructure InsightsfE/,
2. BHBFWHEF ETRAEEE BB ERITUTE—RERENEZINETRHN:
3. R B IS BRI A X AHITHE, UETRENEA,
4. el LUBE B E IR LB T RFYINHIFIRFECAIA R (MLEEkK) SR (ATEX) .
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task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html
task_create_annotation_rules.html

S. EREFIMA), BEREMAEEINEL, BEFIHNEGR. BEITBEE LHRAERBAIER,
6. 255p5, BREFITEHBEHREHEEE.

RO EIREREY, EERERAIGERAE DK, K Data Infrastructure Insights= B b3S 1AEAI SRR E
B XARERSRELEMBEL, RBEFLEMBHIRE BURTENNHEAR) -

REWLERFHE .CSV X

BRI LRERERRERFHE] .CSV X, XRATEDITREIREFANIZ— N
RBREFH.

S
1. & RData Infrastructure Insights,

2. BT HRE B RATEEES

REREH NH,

() sk S RASRERTARERN = R RS CSV,

RTEH

BEUESHE .CSV AT HE/ LRI/ NERIEtE], BEAREUATESHIEIEZ, Data Infrastructure
Insights B SHEHIE, FULERTUESRIF .CSV IHLE T E,

BIEEA FAT AR R ERRERN FHER .CSV RHX M

T tN .
Q S‘tz::(;lardaQn;eMain a’ ‘ 0 9 Tony Lavoie ¥

4 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download A

Size: 13.29 KiB
Initiated: 05;"27;"2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

‘ Download

Just now

SHHIER RREFIE RIS, FIFFIR.
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AP BHPHES
HE: ACEHRHILESY, SUNRBEINEESISH, LRBAFSHAERS csv .

BYEIAE T, E2IFAYEETC?

R Excel fTAFHAY .CSV XHRY, MNRWRAMEEMFERAIEINI NNNN (RAUBFRER—1ES, B
[ERMNIET) , Excel BRI RF B BREANERIT, MARXAEEIN. XFIGESE Excel EXET|RETR

FIEMRIE, B0, FI9°81:45"HIMRIE Excel PR ER/81:45:00"
BRERILAE, BIRBUTIER .CSV FA Excel:

1. £ Excel RFTHA— M LIER,
IR R R b, ERRBXE,
HEIFFER .CSV XHHEEHE SN,
ESANESH, EF DR HBEET T,
EERESERNRE, RARRET—5
R ETIFHIER XA ERT RS
B HTER

N o o bk~ w0 N

BRI RN Z LA ERBIAE = 2 /R 1E Excel #,

(EEERillEsEy)
HICREENAERATNERFMGN, ERUERSEIXEKRFRMT

BeEf

pA
1. BEREHEF PIEIEFER,

A.L

EREATIE

2. BETIRZM
3. BEMEIMAMFN, BRI TIERHMFIRPEFE—MERHEM,

TR ENENE, FHRITIUMEEZ—!
* B RERIURIERNBTEREER,
* BEREFERHEBSON MIREHER SEA UERREMBRMREFER. XFASBERIIBEIM,
* BHERTFIREEONTIRE, AR EaR" UENERVERANETART. XEBZREENA,
* Bl RERHEAN TRAEREHEF WF B UFERMEER LR RENENR.
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BTN, BREEE AR RTREEN, RERTUTREZ—:
1. BEEWANN = RS, REEE R

2 BHBEWMAN, ABEMRE THER BRI
¥Z2 T NAREFDEARTIMETRRERZ T BRERF

BRI DB N N AREFE ERAEEMAR RIS MEZ NN BRER, MANFERNSE
S MIBEREN S

() CIUERUTSERMBBIR L UER SR,

FaZ Al
BRMBZERT — 1 ERREHREBRREBHFRE R,
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1. BERFRFEFHETET

B TREWLH,.

2. BEBEHRAEFHNEHINET.
BRESEERXHNESTIR

3. EFIRPEEFMENA R ENNEREEF L,
BT ERIFTHERE,

4. BERNAERAIZEIEERNER, BREMEREHEFRMZBRER,
o IR HZ I NAERF.

gEJL)UUEHL\ RERE. qtree MEIMNEERZ INAER; B2, BREN—NEHHZEE—TNARE
o

6. BEHRAF,

7. BRSO EA RS NRFIER, AR MR HEE BIRN R,
8. HEREMRE— RS AR

9. BB

BN EAMNAREFRSBRZAT EMEMBEFIRENERANARER. W, SMNENSRERNBRER, 3
MM ARFIESEN, HNBARFRETIKENNAERERF.

EHERNREP R FRE HEHEMEFRIREPERE T RER S, Data Infrastructure Insights =@ EIZIR (B
FE—LEadia), SR UZRIEE ; BRIEBERAME,
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task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_create_application.html
task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html
task_defining_annotations.html

C) WFEBRERXATHIFE, BNAEFD IS EAT XL R =AREEE2H. NREREIF
ZHEXE, FRHEZHEHITHE,

EHIRE
ERI LU RPBVEE SR SNSRI ER RER E N AR P ER,

RFUIES
TR AT A AR R E AL RPRIESSE B MR,

ps
1. %1 BERREETHEXSE, EFE, ARREEMERRFRIAMTBEFF.

2. 5k 2. WTREFR, BFRGEFEEFRLE, ARREHIEIREN. ZERSH 2SR HHER
FEEHEMNAREFER.

HAR, REERIECNESIUERLGZES. REEEEME (BIEHFR) NFRABREEHE

%o

IL;\ /le Al

Data Infrastructure Insights BENI 23 2 EWARAHENBART R, BT HBBNAEZI,
xR U ERMBPREFEEEEE, UWETAENTTE BEMASRNIRHER,

BEFNRES, BREGAEER>+HESER"
MIERREETANEE,

|select... b

logs.kubernetes
logs.kubernetezevents
logs.netapp.ems
logs.ontapems

logs.syslog

@ i{ﬁﬁlﬁlﬂ’JEl SHRBAIREIRIEERIMRM ARG, PEEREIAIETR, AJRESAMEMBAEE

TR LU BT IES RH— P MUERER, HlW, EEHRMEETSKMNBEES, BAESRRARW
B Messages & EiTERR,

SR AT B BS FEE R AR NFREMIXAS; Data Infrastructure Insightsi$ 2 RIE0IE B S 1EHE
ANF R BB FTER.
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ZRUBEXRTAETR, EXRSINERANEBERMGZE. BERTHEASHFESS, BRNFBRIEFMEN

B]SEE B BhR#T.

2gebjfo / All Log Queries /  New Query

logs.netapp.ems ¥

Filter By - message v X 9

a

Log Entries

timestamp source

10/21/2021 10:55:39 AM agent:EmsCollector;cluster:add
561f7-7a66-11€2-9699-
123478563412;node:885d3681-
79d0-1122-8533-811faf325b81;

10/21/2021 10:55:39 AM agent:EmsCollector;cluster:a0d
561f7-7a66-112-9695-
123478563412;node:880d3681-
79d0-11e2-85a3-811faf325091;

10/21/2021 10:54:40 AM agent:EmsCollector;cluster:a0d
561f7-7a66-11€2-9695-
123478563412;node:Secdfbd1-
79d0-1122-b141-
417dA%ecR4aT:

[

B

message

@ Last 3 Hours

550 A 10:00 AM 110 AM

-

Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM f"}

monitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSUL Power Output has failed

monitor.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSU1 has failed

moniter.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSUL Power Output has failed

AIEAER, ERILUEEEE BITIRE) sC-HFERANNFRSR. RN FHRETRRSERFER

F“NOT <string>",

logs.netapp.ems v

Filter By - ems.ems_message_type | |All

Chart: Group By - All

4k

EF@BEARRANADIESE (FI50 NOT. OR. “I'%F)

MIE E RN EEE.

() meEmsdie, EHRLSE AR ARSI DURIEY i

/BN

o

HEEEWENERR NS FSEXARTIREN, SEFRBAN, &

() Filterto (@ Exclude

T
app.log.info
app.log.notice

arwwzerver.state
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FR IS8 BEI, IEIFIIETUGIR ] 5BA T RIATN LA F B 45
BRAN, dEEEFE sk

®

E—TtRERREEEG, HERERT R logs.kubernetes.event HEHNERE

W EFR:

Customer-System /

T_#]LLIE E-_r )
e ﬂﬁﬂﬁ%‘éi%o

TIETE,

Observability / All Log Queries

logs.kubernetes.event ¥

Filter By (7]

(reason:™failed™ AND NOT reason:FailedMount} AND (metadata.namespacer™monitoring® AND NOT (metadata.namespace:"cm-monitaring” OR

metadata.namespace:"eg-monitoring”))

Chart: Group By

]

4:00 AM  5:00 AM

Log Entries @

timestamp

08/26/2023 8:40:28 AM
08/26/2023 8:40:28 AM

NRIFRIFNI T R-ANI0 AM

1. WERE

FAEE, #LRERET, BHF“cm-monitoring”f1“eg-monitoring” BRI IFS (- ,
BESEWNSISH, TNEEREREIR
BEIRAEFETBRES S5,

BEEN),

2. HENIERNER (BEEATERKIE ENERE

WFRTER AT
o WIEB S A failed”_reason HEFR B, B

° BlFE{E{IE & “metadata.namespace” B £1 & 837 “monitoring’ M5 H ,
monitoring”’ B E R R T

SOUMCE X

kubernetes_clustereg-
stream;namespace:33504-

maonitoring;pod_name:event-

exporter-5db&7db8s5-bxmki;

kubernetes_clustereg-
strearm;namespace:ph-

monitoring:pod_name:event-

exporter-c4446976¢c-jxrdc;

kinharnatas rlistarao-

EUTAR:

8o

/ Advanced Query Example

* | | Show Top -
| | |
| | |
| |
83:00 AM  70:00 12:00PM 2:00 PM  4:00PM  5:00 PM
AM
Legend
source message

Error: context deadline
exceeded

Error: context deadline
exceeded

Frenrs failard tn rezanm

ol

TEERFTS. 3

'IEE,J /E

@

10 v Show Others

S:00PM 10:00 PM  Aug 26

metadata.namespace T

k3s-cm-monitoring
k3s-cm-monitoring

kAs-rm-mnnitnrino

TIEE B E“FailedMount” KR AR
{BHEBR“cm-monitoring”3X “eg-

Aug 25, 2023 -Aug 26, 2023

2:00 AM

o #EBILAEEA NOT. AND ¢ OR €

BEUREHZEREDN, SATWE BEBVNFFREAN, EMERT

ER. kA LARZRER,

10:15 AM

Create a Log Monitor

Need Help?
X X

e

Reset Zoom | Bucket: 30 minutes

4:00 AM  B:D0AM  B:00AM  10:00
AM

Last updated 08/30/2023 9:54:13 AM LJ_:}
reason

Failed

Failed

Failarl

/L.\zh Eo

BRI A4 50 7 15

TRENFHBERE Eﬁﬁ%l?%lt‘ %, SNR

iERR) HEBRELERIIRF. &FIRAILURREM

ERNFIEITHF. BEREMS], 5EER AR ET.

ZEREWHEAK, NETERENESEERAENBEELER, BRI ESEERM T Ha189488 k5.
R B BRI B SRS IEE R HEiData Infrastructure InsightsBYa]SEE,
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4. BIREREIZ_source FEENH, BRIZMEBOEETRTEHIINER. BRMEAFEEERPHE—F LEE
TEXNEXEN—EFAEE,

9:00 10:00  11:00 12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 08:51:00 AM

. kubernetes_clustervanillaZs;namespace:docker- 1 33.33%
maonitoring: pod_name:event-exporter-
Td465bbfsb-8bzgt:

. kubernetes_cluster:vanillaZanamespaceieg- 1 33.33%
monitoring;pod_name:event-exporter-
To4chassda-xdImb:
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-
93d5fcfda-lbgae:
Total 3

(=75 P ON
TR LUER L TARRMUT IS S

fibitas ERER

*(BS IR R—1)

? (AS) BRI RIS ERENFTH
=X EIEREBIEE Z ML

g = RIFEMIBRERFHBRX A
SEEA EFFEFERPIER NULL (B
2 * AN AFERFEER NULL (B

R FFFRIEEWNSISH, Insight ZRFE—15ISHEE—15ISZENFABERBTIATLLE, 515
ARNEARHRFHREEFHRERAAXF. Fll, TEHEEXFESHER; EXMERT, ESFEK
MABECFT. HiZHAF OR #M NOT #HENG I SHE, EMERERANFFFE.

TBRILUGE TR SRR EMTIERE SR, EMRNTIERERERIAND
ExES
EXRTHEMNEE—LEFE. NTEMFERNENER (ETHIIER) , BRLEFEXETRZITHE

R (ANiEeE) , HEERFBTRATHERER (RMHARRIIEERE) . BIRMATFEIIREERUETE
FERNERNER, EMERICGTNE, BBRXITHEGFER X] LUEHRETEFIRT ISR,
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Legend

B Lubemnetes_clustervanil = .= 5 27.78% =
IaiS;pamespace:dncker— Add Filter
monitoring;pod_name:e
vent-exporter-
Td468bbfsb-8bzqt; l

B kubemnetes_cluster:vanil = = 5 27.78%
laZ5;namespaceieg-
monitoring;pod_name:e
vent-exporter-
Tocdcbsgede-xd9mbs;

B kubernetes_cluster:vanil = = 3 16.67%
la25;namespaceroc-k3s-
monitoring;pod_name:e

Y Y el

Ib\ﬁém{;ﬂ_ﬂ
BEIRPASFENERUERTAZFENFAGEEER. BUEXERFTEXZEINESER.

RERINTIER REENFEANE HANT B, AEFBYIRGIRIERITIESEHITER.
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Log Details X

timestamp
09/20/2021 2:03:36 PM
message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

id: 22T814532095936T7T0

nede_name: :i-nutn-dsa:q-insi;ht:-.‘l..:hu:Iin.'.ighum ==
dev.netapp.com oy

source: telegraf-ds-dfcc5
type: logs.kubernetes

=] Kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont ci-

ainer_hash: registry.nane.openenglab.netapp.com:
M3 talooraf@chad BR-NNhARaTr TR
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AR, EaUTRERERBRMENEMZRIIRN, NeBDHEIETEL,
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SEMNTEARERBREEERFPEMTEATNME. XEHZRFEFR T E/. Data Infrastructure
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Kubernetes % =B [E] R E

Kubernetes #5% =8) = a)#ERFR LT A LIEE Kubernetes s Z FiE) P EIGS BIFERNMEHN TEAE, HEHE
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[E]URONTAP,S 171

Reclaim ONTAP Cold Storage Insight 12 BX 2B E. BIEML/EBITIE UNONTAPA S L EMHEEFIRIEIN
BHREIRE, "TREZ"

@ XZ—_F_Thee, FEECUHBIRERPERYENE, "7 5 % "X FData Infrastructure InsightsFit
BIIhEE,
AR HEREAEIRES

M TEAHTESBRERZERFEPEMTEAZNMEE. XAHERFFRTE
73, Data Infrastructure Insightsigft T B REEBEIAEZIRIEHNERE AR M,

Terminology
HRETEERRFETINNY, UTEXRER,
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I I0PS FEF/SIERIENNAYIE o

1ﬁ/$%' , S0 Data Infrastructure InsightsiE R ZMMFTHITE TIERE, NEHAIERZEHIRGIATIER
H, XERTEXRSNZEMBIIERE,

HEZBAERYIN OPS 5_84 Ht=,

A AR NEIERE 2 §i— RS TR R AIR S IR,

U I0PS SRS EER TR, RAk e Sm R,
SN TR

BEAREEHERRPERSAREMOIEAHE, BRENERR > BE, AREEENTHHERRE
E2- g

Dashboards Dashboards
Queries + Mew Dazhboard
Alerts

Insights
Reports o
Manage Kubernetes Explorer

Data Infrastructure Insights 27R E4MEBFBIFRE TIERFEHMFIR. 1HFE, Data Infrastructure Insights &
TERNFED—_FREFRE_H*_ZEMAER_NITIERE,

BETHRMHAAEEEFAGEEIH. MHERETAESRAMANEZZRR (GlaEER) ErYESD.

'® Shared resource sp-444 was under stress
=]

The 10PS of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workload.

Shared Resource & sp-444 ©
Utilization (5]

TEHERTER, ERT7EERNIEAHNRXESERTIERHR NN TIERH,
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Demanding Workloads (1) @
Potentially impacted the shared resource and other related workloads

Contributing I0PS «

iops.total (107z)

resght Detected © | -End of Evend

Workload Cusrent Contributing 10PS (10/s) | Change Since Detection (10/3)

. n intemat-volume-331 500.00 +130.00

Impacted Workloads (1) @
Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
130

sight Detecied O | | End of Event
Waorkload Current Latency (ms) 4 Change Since Detection (ms)
B B intenalvolume332 200.00 A0

BIRETAREMFAXZF AN TEHEN/HBRNTIR, REENFR (B0, EPW) KiTHZ

HROFAEEH. PETEARBITA—"EENE, BTSN pod, FEE, MREEITA—ITE
1, WEJRERENZEMMEY pod FEREIFAN—EID. EILUERENMRESEE, UEERHEEFH

BHElSEEREE pod 71K,

X E LM BefRR R R] 72

A LURE ZE e R D SORRRE P IRV AT RE M, XEREIEANE LAY +ETREIN R E TR, &
RIS AT L7555,

* BEhE IOPS SHEE

R AR T EHEES MM ERRNFE Y BNEBHTEAHZAITEXENNERNETE, DO
TRV ENRATEINIF A,

* KHEARSS B (QoS) SR8

NEBNITIEHRHKNE QoS RIELUMBRA BB ARER, MMEREFMEERENE, X2— KRR

VSE
* AVNEAZR

MRHAZZRRE (BIaIfFfE ) Bi3XE I0PS MR, MmitbshNE S EIRMNEERFHERE BBRIRT AR
IRRERRIEE,
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&E, BRUsTEfRRER BN EMILEHZIFEMR, UEERMMSEEDZ,

A% : Kubernetes s & =8B E

M= EﬂT R BH A4S, Data Infrastructure InsightsE]Z5BN &N Kubernetes
AL Z AIRYBYE],

_Kubernetes 8 & ZEIFBIFE_SAZILER LIEE Kubernetes s8 2 FRITHEHIGZ BN ERNEN T ERE, H
HHENMFAETHZBIRIRHRE

ERILUEE SMENERIR > TR KEB IR,

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected |
1 workload at risk ones 35 1 2 days age
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days ago

cloudinsights

BETIEAHEIRTITH Insight BIFAEENE, FLTE L, EREIETIEAHTEEFNERUKETR
UFAERIRE:

* TRAHBM
* BABREIRM
* FitFemidia (K)
* BALBRE
* RIREFERRZERM, HEANFEBHERE, fREtEETARRENIFAERIE,

Workloads at risk (2)

[=] Workloads Persistant Volume (pvClaim) Time to Full (Days) } Persistant Volume Capacity (GiB) Backend Storage Resource (Capacity Used)
FH multi (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[+ taskmanager (1) pvi (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

MRFEARE, BZEAN?
7£ Insight TTE £, 2 +Show Recommendations LUIEE R ERIRR SR, TEIFEHREREIEFRER

ANE LA E, MData Infrastructure InsightsEMERTRIENFNEE, LX’l-mﬁf‘\'T*ETIEﬂi?JD ZIB#x5 60 KX
Mo EERTHMEIN
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[l show Recommendations

° Get time to full back up te 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2,00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

o Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @- Astra Trident

7 Copy Insight Link
EERTTUTEX B EHILL Insight EREEE. AZIEAMNBEXELM S EHNFHPARE,

Df#: [ElUILONTAP;STZfE

Reclaim ONTAP Cold Storage Insight e f B X 2B =2. BIERAS/BHITELUIKONTAPEZ
4 _ ERIHETEIRVEIN B RVEE,

EEEXLENMR, BSMEURR>AF*HESE Reclaim ONTAP Cold Storage Ilf#, iE3E, N8R Data
Infrastructure Insightst@ME27ZE, ERRARIIHZEMAERE, SUEEER2EERRTES.

BiclE, FRERDTF 30 REYLEE.

Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected |
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 Tig of cold data on storage umeng- 1.22 84 16 days ago
aff300-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

Insight fERRIESER 1 IR 79"72 BV BIE B R ZIIEE BIEM MFiET. BRERE T BIBHN TIFR

=18
MIIRPER—NERFITA—I0E, EREZFAES, SEFRERDE iR EMERR—EERE

» DR SR 2 A ge SRILRY(ETT B A B AT &, SITEEERM T —MERERIHEE "NetApp B TCO 11HE
25 AR AT LU X L 3 RA SE I
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e

cold data. May 18,2023 10:05AM

r@ 150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of DetectediffmD”“SﬂéOﬁfﬁ\f\é")

T | You could lower costs 9.3% a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 9.5 TiB of data to the cloud Hold or cycle down available storage

@ Current Storage (TiB) &

20 kWh
Estimated Yearly kWh Reduction
Eedismnngs Yearly Savings™* 10 TiB of HDDs = 368.73 kWWh per year **
$9,728.00 [ ] 368.73 kWh
o
Used Opfimized
18.6 (Estimate)
9.1
*Visit the NetApp TCO Calculator [4 for your actual cost savings. "* Based on average disk power consumption

Goto Annotation Page [4] to edit the cloud tier cost in the tier annotation.

RS TE L, BA RN ERERL TED:

RARERNIERE (BF) BohRlaRENFiEE (HDD)

FBEFIFE. REMHENXEY, HERLHNERANEEE, HEITEAHBHIINARENEFES (Hlase
sﬂg%ﬁﬁﬁﬁﬁ’ﬂﬁﬁﬁﬂﬂ) o MNRIEAHTE 30 RHEKEIEINRWEEREZEEDN 10 5K, NHZITIEHEHR
MIBRARBERNTIERE

JOIEMPLE TR HARWEER, HEBKEFESIMEFER TR

ZE NetApp HJ Fabric Pool fi#/R5 2

NetApp BY"Fabric ;i /A7; =" B SRS REURAATFME, MRS RN ERAREITEZHUER

o

IR R
ERMEFRRETHIVEEREE, HARATFERNT B TIIERR,
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Cluster Cold Storage Trend show Details

Cold Data (TiB)
15

13. May 14. May 15. May 16. May 17. May

W HOD | sSD | Virtual Disk

Cold 5torage by Days Cold (TIB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TIB 0TiB oTB 9.5TB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)

SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS -

nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS

ure

Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D

rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS

vc220_migrate 31 4,311.58 685.30 15.89 NA SAS

HO1_shared 31 998.25 646.55 64.77 NA S50

ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS

vcenter_migrate 31 6,144.00 475,55 7.75 A SAS

rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS

SOFTWARE 31 600.00 365.34 60.92 NA SAS

DP_Migrate 31 7,168.00 347.20 4,84 NA SAS

4 3 .
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SRR LRI s I2s, HIRNEIEEMN AESHNMAZE. mEHEELRFINER,
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ReixELEK
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2. EEMINBHNE, FRETIRFAIEMIERE,
3. BAMINEANER, BFRE+ mNER

0 Use when you know
the upperand lower
operating range

Metric Monitor A
SEtthi‘hll'ghandtgw - L

v parameters that will N @ / \ A
trigger an alert if == N \‘

' exceeded
! h
Log Monitor o Us? when 1,.;91.- w‘ant
. Monitor logs and A A to triggera Elrts in
i response to log
configure alerts . :
O activity
]
SIS EMSEN, RASEREeRsiriEMass BT RS,

° Metric ta¥s 5 EA LB 4 REAE X BIAR R BHRIER
° Log m¥E5 HEMXBENER
EFREMERE, BER EAREEWEE EERELEZNSISEEEMEFRTR,

fEiT T
1 ETRERER, BRI EREREINRERNIET.
TR LIS B8 2e R 48/ B ST RN R B B R R SE R
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group | L—

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !
)

AMIBEERLEE (Kubernetes. ONTAP Advanced Data &) BY, 184RIZITES MAHIRIEUE R TS HIBRE /A IT
BCEVEIE R, XSEMIZHEHIE (FE. VM. w0O%) FE, ERSESRSMNBIERTINRESEHTLHE, H
AIEE MBI R IBREN TR,

EirEMEE A TEME. K. EH. BIPWEEEITR, UKRONTAP Advanced % Kubernetes #XiEEEERK
FEiT. MITEFENREY, HIERMEER DARIEHE, B2, MEERIBIER 2FDHE,

Zx M ntles

TR LUERRBI RIS D R RE—T R ERIEREMEE. RFR IR BIEIRF A R HECE

FfFo

£\ Warning © critical
Alertifthe iops.read is = (greater than) 1000 10fs andfor | Warmning er Critical required 10/s occurring Once ¥
AND  iops.total ¥ = (greater than) ¥ Value required /s il

RPN FAEHRE, BRSNS EER.

HAR, BREEAND'EZNFHE; BREERTE—IMFHOR'FS—MFH LAHER.

RE X MR EI % o

1. ERERIENNRNETE, REESERNN/HIRFTESHE
2. WFEEERG, ERNNTREIPHEAN 200, REOIERERTRREESRINEL,
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3. XtF“Critical’2k%\, AN 400, REIEFERT RRUIGEFRKFEHEL.

ZEXRETRHEHE BRENESHTERLZBABNENRT, EILERILEMER s TEM

65 MBS AT R A R
4 WFREENG, EEFEESL BEIN5 D

ERILUEREB L REN AL EHR, HEFIRERSEE —RIEEBMAER. ERNBTEF,
BANAFEEREL I0PS IBEEIESTHEELFHWEIER, MEZENIEENRESBIREF—ME

AED 15 DH A IREIER,

A Warning @ Critical
Alertif the iops.total is = (greaterthan] + 2500 [0fs andfor 3500 10fs

Occuring  Continuously ™ |foraperiodof 15minutes ¥

iops total [10/2)

'____m _f_/\-_______A________A__

— = S S £~ — B ——— — — e o <=
N R /ku—«-,,--"\J‘\___,n\_‘__/'*\/ \_,_/W'Uﬁ/'v’ Nt e WM i e A \——\/\‘/\_,_,/\‘1_/\- -
4:00 PM 8:00 PM E.00PM 10:00 FM 11. Oct 200 AM 400 AM S00AM B:00 AM 10:00 AM 12:00 PM 200PM

Chart Displaying Top ¥ 10 v Overthe | Last24 Hours v

EXERBRTA
TR LU INAARR B S 2R SR, EE IRk
* HIETIME B AR SE B R H TR R,
© HigtrfEiEERNESEER (M 1 9%E 7 X) & FeEZEER#HITRRT.

Ed\:llk 73
ICAImMIT

A

I BE RSN, BAMTRARSYIRPEFERINAS, AL, ERLURELRTTRABEHITIR, &

EA] LUERE— PR ES M DR EKEE Bt

o Select the log to monitor

Log Source | logs.netapp.ems ¥

Filter By - ems.ems_message_type | MbladewscanConnBackPressure X » X | ems.cluster_vendor | | NetApp X v X

ems cluster_mode -xHe

Group By ems.cluster_uuid % ems.cluster_vendor ¥ ems.cluster_model X  ems.cluster_name X
ems.svm_uuid X ems.svm_name X
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EXEHRITH

TrRILgIR e, HE EEEXNFGRE—R (BIZED) B, LA™ELRS!_Critical_. _Warning_
8_Informational_&ZHER, HEBFHFRHELRE 2 RAEZRGRHER,

EXERBRTA
ERILUEF AR B S B IEER. EEIE="TiEEF:

* MEMFRR . BIRIUEMR, THRREUE—TITH
* RIEREIRER . fEEREEfE, ERGEIFER
* RIBEBSRERR. SAERSAETEDN, BiRIGEBR, fli, S— I NRWIERA TR,

(O Resolve instantly
(O Resolve based on time

(®) Resolve based on log entry

Log Source

Filter By - ems.ems_message_type [RJEaselCYettill A0 v X

BRI AEE
1. ETHHEH, BRHERERENNRERIET.
ERILUG BT IR R B EIEM M R B M IEATRAE R,
o Select a metric anomaly to monitor

Object | Storage ¥  Metric | iops.total v

Filter by Attribute 7]
Filter by Metric (7]

Group by  Storage A

Unit Displayed In |~ Whole Number +

TE X R HI 5o
1. EREBENNRNETRE, ERERELNFENFM.
o SFMEREIR AR TNAER 2 £ "BREZIARZT, WHMAE LR LRBEREDRZ T, #EF
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E *_L/Jnljﬂ-l-l%o

IRERNRREES R @INFHNRERD) . fave WIEINFRERS)
c RERIKENESHTE
© WIRFE, EALUEFRIEE, SFMEEMETERENSEERZEIE.

o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severity:  Critical =

To reduce noise, ignore anomalies when performance.iops.total is below  Cotion: Qs

iops.total (10/s}
100k

50k

25k

bR T LT LT T

e e o S e =
0

llm.“l LD -a. o -.:q EumaE -ﬂﬂ_‘
6:00 PM 9:00 PM 9, Aug 3:00 AM 6:00 A S:00 AM 12:00 PM 3:00 PM

Chart Displaying Top + 10 - Overthe Last24 Hours =

BRI L BAIR A
IR ERIPER SR D, &R LOEREE B FER A Webhook $REEIERIEIFA.

o Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method
Email

Webhook

BT B FER R HE R

EEERBENNBEFHAREAN. OIRFE, EAIUAESHTEERERTRBUEF A
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@emailcom X user_2@email.com X
Critical
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X
@2 Webhook % H 4k
IEEEIRBAIAY webhook, WIRFE, EAILUEEARRFR webhook K& HEHH™EER,
o Set up team notification(s) (zlert your team via email, or Webhook
Slack
By Webhook Notify team on Use Webhook(s)
Critical - Slack Teams x
Notify team on Use Webhook(s)
Resolved -
Notify team on

Slack Teams x
Waming

Use Webhook(s)
-

Slack Teams x

ONTAPEEU SR @RI e T S 5 B AR R SR AR IS E mlas @, BRI E:S
BB ATIRRFRESRIERESRER. IRLEENVHIERESRER, NS ER
BRI AELEN ENSERERE,
KB EHEEMNGES

HESER—ERX

B LU HE B AN E R R 50 50 AR N Bl 4R L K ELAth DL AR AN/ SR AU (E3E e, AR Z A LA 1024
o DUfR/IA EIEEFER i
EXEEFERH,

AN A

I~F1

YERZEEE 67,000 M FR, HREREEREMNENEEED.
R LR MRS, PHES A Es N B EIRFIFERN D B

TR URERNRES (B, FHERR) (FASERD
BRI SE, W “EHEEE:

. %%relatedObject.storage.name %% -

NEEREARP, Fla0, el UATERER
%%relatedObject.volume.name%%, 71#
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o Add an alert description (optional)

Add a description

Add insights and
corrective actions

REFEREEE
1. MRFE, EAILURINERR AR,
2. NEMBEE—TMEREXBNBIR, ARRERTF .

TR 2R BRI E A il 28 F IR o

BIEIR

BEETIEYIH T HAECERGEE, BRUTAS!
* EmARERRAR
* KT
* WIS RASIR

A

ERILLAFEREER T NREENEE, HARRORUSAMNIREHERTE, SEEEFMEmT
, BERE"

TR OB MR EFEEE SR REH RS ARG, ERILESGR SIS H B R4t Jigas. &
BT AE.

MRTBRELMEE, BT MSRERERRER RRFRE.

g

WIHE, EAUEENERERAXNENESE. 6, EIUE— 1L AZEREFENSEIE, ESNSKE
Wtk N5 RAB KA i A4
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Monitor Groups (5) 4

Q

All Monitors (5

ERUTGEMEEH, AP anBEMssfEs B nEAaRZL,
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altimeout Filters Applied: N/A
Description Resoluton conditions
No Description Provided Resolve when metric is within acceptable range for 10 mins
Status Time
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Subscription Notification Recipients

Send subscription related netifications to the following:
All Account Qwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[ ] Additional Email Addresses
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ritical, Warn... =
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E ]
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Enable webhook notification to add recipients
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Anomaly

Detection Monitor
Detect and be alerted

to abnormal
performance changes
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Use when you want to
trigger alerts against
performance spikes
and drops
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o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikes above v | the predicted bounds.
Setsensitivity: | Low (detect fewer anomalies] =
Alert severity: | Critical =

To reduce noise, ignore anemalies when performance.iops.total is below 3000 13/s
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Mean latency.read (ms) @ [ | Show Full Anomaly Bounds Show Weekly Trend
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Objects Contributing to the Anomaly

latency.total {ms)

250 m
Detection Window @

4:35PK 2:40PW 445 PM 450 PM 25591 5:00PM 5:05 P 5:10 P 515 PM 520 P 5:25PM 530 M 535 PM

Internal Volumes Value at Time of Detection (ms) i Change Over Detection Window (ms)
B vol_mysql_logs_1 176.92 499.82
W vol_mysgl_logs_2 159.32 -3.24
W vol_mysql_logs_3 158.21 -2.43
B vol_mysql_logs 4 12793 +0.25
vol_mysql_logs_5 126.40 +0.17
vol_mysql_logs_6 126.11 0,20

Ay Eas

Data Infrastructure Insights 83515 % 2 A E X BIERFM B EE 2. ATANARSAIEESEL
RTFHEF EREIEWERS. Fitt, BEHIRWESRNAIMERENNZ, Data
Infrastructure Insights ] RV A28 Al RES R ET 1K,

WEREHNRMNLT_BfE RS, Za]LUBTEEF HRERE Resume” EHRB RS0
25, WIRTEHRIEWESRPER T _SRit s iiES_M_FEAONTAP EMS HEUE , XLEE
@ A LATEONTAPEE U SR 2RV SR ECE " T 412!

Enable ONTAP EMS log collection

Opt in for Advanced Counter Data Collection rollout.
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KRNI FIHIFIONTAP RSt
BAF, ERERERE
H. EREREERET
BN RGTHEAERRN
HAEE,

TEE B R LUHIT A MR
8. EENEMN, S
TIEM—TONTAPEEEEE]
55— ONTAP &&hi@Ed
MR (L AL RR BRI %
iR, WATERERE
IrEeE LECE NN,

NetAppZZiXfEF lock 7
BE (BA) HFREE
HEANEERBAFR (RE
) kP, EMNEERHIA
kP, HEBMRERR
Biud,

B FIPS 140-2 &34 TS
, TLSv1 # SSLv3 ik

, 38 TLSv1.1 #
TLSV1.2 R RS
LB FIPS 140-2 §#tE
BY, ONTAP=[ELEEEHA
TLSv1 #1 SSLv3.

HBERAAEEEEXNTE
ERIAYSE E S R PR H7E
BNRAHBERERPE
HER, Ft, NetApp#E
WERSGHEEERSH
HEH L FHESRE
1ﬁ§0

EiFR CBC &3, 1BIBTT
LU FONTAPE S

. ...security ssh remove
-vserver <admin vserver>
-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

BRCESBRERENE,
EIBITLUFONTAPE <

. ...security login banner
modify -vserver <admin
svm> -message "Access
restricted to authorized
users"

ZE3f ONTAP 9.6 Z HifljE
HNEBRNEXRBRAME
, WG TRA BAREEBE
&= 9.6 hro AfEfE
F“cluster peer modify” &
SRRERMNESMEMR
SHNERENERE
BWEME, . BXi¥A
=2, 1550H (NetApp
ONTAP 9 Z5g{ti5
) o

EREANEEERKF,
JBIBTTLLUFONTAPH <

. ...security login lock
-username admin

E1E5EF LB A FIPS 140-
2 5, IBESERNE
RV TIETTLLFONTAPSS
% ...security config
modify -interface SSL -is

-fips-enabled true

—BeIE T AER&BIR
, HMNMTEENR. &
BEmEMmIN, FEER
LU TFONTAPER < IfRH Z=
el Fedmrat sy 4=k

. ...Cluster log-forwarding
create -destination
<destination ip> -protocol
tcp-encrypted
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NetAppaRZU I ITONTAP
BRKFPERIEERELS
B SHA-512 MEFH R, fF
BZ2M%REAR MD5 155
BRIERBIMK P R RS E SHA-
512 MRF R,

RAERHSERENTPR
E28. NTEURRNR
£ARS3, NetAppZEiIE%
E D=1 NTP RS8R 5&%
BEREX

RNEHAILENINTPIRS

2 0F3N, ATEWMIAR
MEREIRS, NetAppiEil
EBED=1 NTP RSS2

SES 5N

L2 Shell REEIL
STONTAPHERTS Z=BVEE <
TR R 2R E. MR

NetAppsaZUE I P EX
=Y, BRAPKPEEE
BELR M SHA-512 RS
=, ... Efff MD5 IEFXR
HEVEREBIEW,, EIE
1TLLFONTAPERS: ...
security login lock -vserver
* -username * -hash
-function md5

ZR NTP IRSBE5KEEX
B%, IBIE{TLUFONTAPHR
4 cluster time-service
ntp server create -server
<ntp fRSEZENRD IP 3!
k>

2R NTP fRSZB55EEEX
BX, 1BIE1TLAFONTAPES
% ...cluster time-service
ntp server create -server

<ntp ARSZ2FENZ T IP i
k>

NetAppZINFEHZ£IN=
(SSH) #H{TR L TN
ml, .. BEEH 2R

FAiziZ Shell LISSMR £/ 125055, BESHNRIE

A2 A1,

KRTEEH SVM WEITH
HiERo

X SSH [EfE AL S
REES, FIENA *cbe F3k
SRS

KRN TFIHRRSG LR
SVM VAR, EREREE
WERH. BEREREER
BN TR R
FABYHAZEE,

X FIEITLANONTAPER <
DR hIER
-application rsh- enabled
false

EBENENRSSRECERIT
HE, BIE{TLLFONTAP
% ...vserver audit
enable -vserver <svm>

ZffiPx CBC &3, EIETT
LA FONTAPAR S

. ...security ssh remove
-vserver <vserver>
-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

BERESBFNERMER,
BIBITUUFONTAPE <

. ...security login banner
modify -vserver <svm>
-message "Access
restricted to authorized
users"
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Telnet N EEILONTAPHE
RERMLITIFRNEZ S

Fit. MEEF Telnet LASE
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AR R

SRR EN TN
RAREFNERHIERVE
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FRIFESHIRIPEIERTIR
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SIEMERBIEES, &
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EH LUN EERIRIFR

Al mESERIREE
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IHRIEFREIELER, R
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lag_time_percent 3§ 9
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ARt

2
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], BEKELEA
Telnet, FBEEEENRIET
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. ...security protocol
modify -application telnet
-enabled false

SEIFIR(E

37 BRERITE SNR SR K
BEE, B35 RILEIREY
IR LUR 2RV BRSS it
- 1LECERBLUTERER R
BERNERERSE
=i, 2.MF—EREE
BYIBRIR AR == 8], BT
RREB1TE) NREBHE
HEIE, THRIIZEIRERLL
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REEHRIMERERRIE
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% 512 SnapMirrorik 7.
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history"8p %1%

& SnapMirrorf& A £12
R
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PATUA T ERErE: &
FB“network interface

show ap L IR IFEEEE] LIF
EEELBIERET. B
T BRI R EEEFE LIF £
Bping’ti N ESEWNRTEF
iEARSS BRI L8 1EI R, 1F
F“aggregate object-store
config show"&p L IRIEXTR
FENEEERTAREN,
UNBRIEZEERES
MR, &, Eald
B34 giveback @
BY“require-partner-waiting”
SEIETE N false REBEEIE
%o 1BELRNetAppHi A
EL)@?EEXE%%’EEEﬁ

Y IFHREEBURTF e F
B9 HA B &R HEER
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EIZRVEERR, ERREE
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o
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R BRI X2 FRE
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PATUA T ERTE: 0T
B R EEiTHFE N A
2R, HELEBETAR
[EENNAER. EfE
MEFif. NEREEE
BN ARG N A
ERSIE: NRNAERF
EHY, BfER cifs
option modify -max-opens
-same-file-per-tree” i< /9
ERmgEESNEE,
ERLEERT, BFRHR
BERIETT, BEEES
HNEE, BRZEEE%
MR ERABFIHIEEE S
HEE, SNRiRFERI
BN RAERSIER, NE
Fim el BETF eI, JREL
ZENetAppFr R ZHFLUIREN
EZERIHEE,

AT TE—2 IEFERE:
SN NetBIOS ZFRE5HIR
FEAR, BRITU TR
E2Zz—: fER“vserver cifs
delete -aliases alias
-vserver vserver'da < flp&
EE R NetBIOS 52, &
EHIFREE IR FRFHE
F“vserver cifs create
-aliases alias -vserver
vserver' R L RINEE B
MREVSI R R E AR
NetBIOS 5%, WREE
feE 52 F H NetBIOS &
MR, s
FH“vserver cifs delete
-vserver vserver’
F“vserver cifs create -cifs
-server netbiosname’sp <
Em& CIFS frE28. &
= PR CIFS BRs328R]
B SMEUET AA10).
fB% NetBIOS RFRSKEdn
BIEEITEN LB
NetBIOS,

gN05R NFS ARS32STEULEMF
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AR NEIREHTE) ™
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1&17. 3R LIF BJgEE®
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T _EAY NFS # CIFS
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RIRFINRIFERRSS 2309
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REHEIF SRR
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BRHNBEIETT,
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MIERIEAY Snapshot ElZs.
M /mroot B RHEAE
SENXHTY BIRESR
EXRFERE LH=IE,
SEiEnhiTHgs. 1HEE
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EZ(E R ER,

MRE FIREIA SVM ID
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ONTAP_ADMINS$ H=,

& DNS ER& LARIEEH]
EEER P itk iFFAED
B

WATLATEYEdEHE: {5
F“network interface show

-role intercluster’ s &

EEB¥8) LIF RS, JOiEEE
B8 LIF SR EEHRE
AliE1T. MRKACEEE
i8] LIF, 15188 ‘network
interface create -role
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WM EIF IR SRR B EC
EIFff. WIRECEIEHR,
BB ANetApp A 15T
KEEBo

B —LESE A TSR £
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FB“statistics show -object
workload -counter ops’#p
LHRAEWLE TIEREHRE
SETIE, SRR IIEREHE
TESIRE. REZRE
A“workload delete
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MRS ER TIERAE. =}
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HERSSIEE) KM,

Y vserver stop 12 1ERIH
RS HIIEE S,

WZINEDE R & 4%
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SERBNFRIEBK,

CLI sp 2 EHRETF=IE
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HNERNER: wafl
readdir notice show, 1&Z&
BREEWIE R HEE:
MR BRI~ AHER,
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FF B RLUERMRBE RXH
MR, MNRERKIE
T~ABEBEBERIELXR, W
EiEsaEd g/ BRHH
NHZBE#FRBNERX
HEIR N

PATLAT A EfSE: &
A“network interface
show"ap L IR IFEEEH/E] LIF
EEELBIERIET. 8
I BiRT R EEEFE] LIF (&
Rping" i ESWRTE
iBARSS 2RI L8 1EI R, 1F
HF“aggregate object-store
config show"&p L IRIEXTR
EFHRENEEERS %EE&,
UNERNEZESR
MR, HE, 1&T$EILX
EHEEAMHRS
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checks" S KRB H IR
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IRENE 215 S S EE B,
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ONTAP_ADMINS H#=,
EMEEERAP TRV
BIAF.

Vscan [RE 2B EEER L
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FA“disk show -n"8s S HAE
BRLERE R R S BC, 16
Fi“disk assign”as $I5HERL
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PATUU T IEREE: R
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HiglEF M ERE TiRE
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EEEEA o
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HONTAPIAfR2SARS 28E
PEDETERFK 30 XAITHA
B, SHIIES.

Ly rpus

ELYELEbw IE 35S
B HILIEE S

MEGERIR EFSPREIRETT
B HILIEE S

S BEHRIIMIIR IR
2R, SHIES.

W EE, BEEERLE
{3 “snapmirror show”&p
<, HERLE
FB“snapmirror list-
destinations”si % R IEIT
SMBC X#IRE. HE
MREL BN EXRTE
BESIRE. WMREHFHF
FRM, BIIEERFFH
FIE T REREREEE
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interconnect adapter
show”3&3iF FC-VI i&HC2s
HIEREIRSEE “Up™s 3.
WRECE EIIRLEM IR
, IARRENERmLEN
BcE.

MR GEHRE, 15E
A< “metrocluster
switchback & HiR [Bl44 R
WBFrEE.

1) {EMAm< “storage
bridge show -ports’ i 7Z
fi#Fr _Eim OB TR
2) Wi iR ORI B YR
EiE,



UinEE B A E

MetroClusterfZfig3s A X &
BRI EpE

MetroClusterfZfi&3EA T =&
GIL

MetroCluster3Z i EBIE A ™&
HE

MetroCluster3ZiEH;REE ™8
2R R E MR

MetroClusterXX I, EESR ™&E
Ly
=

EERISES NP S =8

R

BN KB A E
=

Tk B B
RESS AL

IR L EBEIREE
TEIBTTo

FEETEIE SR L BRIk
TR EHE,

FEEF SR LB RE LR
BIRERERE.

LONTAPER MRS A0 1E2E
(SP) 1Z UK EFRHERAY OB
SS, SHEMIEE,
FEELLHE, RESPHH
EXHHRERREHEL
HiFif. ONTAPIEE
BSPLEIRAMEEE,
SPEHRBRHNERZEND
AT A,

BEIFHR(E

1) AR < “storage
switch show -cooling” 1R
A AFBIXES I &iE
7. 2)HfRXEB FRU IE
MIENFHEEIBTT,

1) fER# < “network
interface show MR T 2 &
IE LIF BBz, 2) £/
< “network ping” 1IR3
BN FEZERES, 3) &
RXWGE, KEH
SNMP i&&, HfRAILIE
i SNMP 35{8] 3 $E Ao

1) AR < “storage
switch show -error -switch
-name <swtich name>"%
BHIRFE. 2) FR
<“storage switch show
-power -switch-name
<switch name>"iR 5! &
BIREIT, 3) AREIRE
B IEIENTEEIRYLAY
REHTEIERIET.

1) {EF#n < “storage
switch show -cooling”# 2
BRI LR E R Rk
FIETTRES. 2) BiIEFx
EEERNEERHT
1B17,

1) fEF# < “storage
switch show -cooling”#0 2
FE N LR E R %28
FETTIRES. 2) BiIEFF %
EEEERNRRERHST
1B17,

BX ANetAppiE Az ¥
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BER 2R EM R BEIFHR(E

RS A IBRZ OB LE = LONTAPABMIRSE MRRFKEXA, BEER
23 (SP) ZWLBEY, =i BRERIREIF: BiITHIZsM
ILES. RIEEHFIRIT KEAL, SO, A5
, RATIRESMEIRME FTHRKRF. NREBR
', WBREXAURLE BFEREDAEE, =
BIEER B HRIT. 2 BEESMHMAZEIR
FRSIRHEIE, 1BH BiER, BEERENetAppt
FSPRIGELETIE, RF AR
TERIRIREXF. B
IR INE S (OFW) F
HLBE# (POST) $#iRA9E
o WMRENARAREN
X, EaEmHE
#AutoSupport (BBl
) SHELNetAppiy A%

MEEN B/, RINE
#AutoSupporttH BRI &
12 = R A B TE A iR R BE

o}

AR [E]T5ER

2

i

B%

* "BEEMXHER"

Webhook &4

{5 Webhook #1TiE40

Webhook 7t BB 88 B E X B9 webhook 183 [ & #M ATEF & X ZEHRE.

RZ LR RSz #FwebhooksEATRAEIIANIEZO, f5I90: Slack. PagerDuty. Teams. Discord#Bsz
Frwebhooks, @I ZHHEA. AIEHRIEY webhook i@i&, Data Infrastructure Insights o] AT :HF 2 LSS (T8
. B L7EXLER AR ML _Fi%EIH % webhook BIE B, flfl, Slack 12" X6 FAHIER"

&R LB Z 1 webhook iBiE, S MEEHNAREMNER, RMIWNERER. FRNKGAZ,

Webhook @& IR A T TRER

ZFF ME—Z R

URL Webhook B4F URL, B¥E http.// 5% https.// BIZk AR
URL &%k

AE GET. POST - 2tIA/9 POST

B XAn-A T HARTE 1A B & AR T

THEIEX TELAMES 1R BIHR 4 IE XX

BINERSH 5l webhook BYZRIA Sk
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https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks
https://api.slack.com/messaging/webhooks

BEXSHMINE BEXZSHMWEARTENIE—SHNL2TR,
INERG

832 Webhook
Ef#EData Infrastructure Insightswebhook, 1F¥E] EIE > A Hi%&E Webhooks JEIF,

TEE/R7T A Slack EcE AR webhook:

Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hittps://hooks.slack.com/services/<token>

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

r
i

hilocks"[

"type™: "saction”,
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - %c%alertid®a%*
Sevarity - *%%severity20e™"
i w

L5 )
T

Cancel ‘ ‘ Test Webhook Save Webhook

ABTFRPBANEINESR, THERERE

o

BRI AR T MK Webhook #&HISMIRERE, EER, XFREMES ZRFHBEEX (RHEHR) KEEE
XHJ URL,

Data Infrastructure Insightswebhook & 1FZRINE . Lbsh, EERIUEIEE SHNBEXSHIABE,
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Default Alert Parameters

Mame Description

%%calertDescription%a%o Alert description
Yp%alertid%a%s AlertID
FoibalertRelativelrl®e% E?!SE“EELEE ltathdr:ﬁ ;lgehrttSEIaciiNzDrr?euﬂﬁduaﬂleru[alllgr'i;é CativeUrtsess
Se%emetricName%c%s Monitored metric
Se%emonitorMamefa’o Monitor name

So%objectTypeto’e Monitored object type

So%eseverity®o% Alert severity level

Ba%alertCondition?:% Alert condition
Yo%ctriggerTime%o Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Yo%ctriggerTimeEpocho®o Alert trigger time in Epoch format (milliseconds)
Yo%triggeredOn%co Triggered On (key:value pairs separated by commas)
So%valueteta Metric value that triggered the alert
Se%cloudinsightsLogoUrl%%

Cloud Insights logo URL
Ba%cloudinsightsHostname%a%

Cloud Insights Hostname (concatenate with relative URL to build
alert link}

Custom Parameters and Secrets ©
Name

Value
Mo Data Awvailable

Description

2 ENRHAURMNEEREN?
ERBUEESITE

o

ANy

RIEZNEhSE. B, %%TriggeredOn%% SHEWE RN AL LRI R,
AL ERMREE (B, FERM) EASERINE webhook, 140,

&
BIRMIZERIMNSE, W “ENSIER: %%relatedObject.volume.name%%, TZfi&
. %%relatedObject.storage.name% %"

AT LL7E webhook iHAFIEE L
HEE, TATH, 25K Webhook IZRHIFSASHITEL; ZIRHAEZ—1TMETR %% SN ENMNE, B
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=02 6= A (S

BE XS E

AARTHR, EaUANEAEEENBEX SEHM/EBE, HTFELRRA, NREEXTHE, MIEEH webhook
Bl & 7] LUEEE webhook @38, Xﬂ‘ﬂ:ﬁﬂﬂ)\%ﬁ?%?\uﬁ’]o B LU URL/Headers {ERTZREN

%%<secret_name>% %o

Webhook 5!|RT1H

Webhooks 7I&RTIEERZ7. ¢IEE. IBEH. KE. RN LEXREFER.

E Y525 HI%EFE Webhook i@

EPEHE webhook A" l2E", HEIEHR>ERE M FERAE E’J”’“?)L%%, BARINFTEY S AER. T IRERIPA
BHERSY, e ‘Webhook fENREA . EEREREF (TME. BE. BER) , AREERFIEN

webhook,
e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook o}

Critical, Warning, Resolved - Please Select -

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Webhook =l

Webhook & F"#5t"Webhook i& I F"PagerDuty"Webhook i& 3 F"Z1 A "Webhook &R F" A F11£"

Discord #Y Webhook {5l

Webhook 7B F{ERBEE XM webhook BEAZF N HRF R EZERBEH, Axv1ig(H
T /9 Discord 1&& webhook BY/~ 1,

()  #T3IBE=AME, TESBFREE. EBH Discord SR LK

Discord 1§ & :

* 7£ Discord H, EIEARSSEE, EXAIUET, EFEREENE (SHRET)
* R ER>EE Webhook”, FASE T “#E Webhook”
* £l Webhook URL, EFEEIGHILNEEIData Infrastructure Insightswebhook A2 & Ho

gll#£Data Infrastructure InsightsWebhook:

1. f£Data Infrastructure Insights®, SME EIE > i@ Hix1F Webhooks &£, £ +Webhook BlIiE—
ANt webhooks
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task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_webhook_example_slack.html
task_webhook_example_slack.html
task_webhook_example_slack.html
task_webhook_example_slack.html
task_webhook_example_slack.html
task_webhook_example_pagerduty.html
task_webhook_example_teams.html
task_webhook_example_teams.html
task_webhook_example_teams.html
task_webhook_example_teams.html
task_webhook_example_teams.html
task_webhook_example_discord.html
task_webhook_example_discord.html
task_webhook_example_discord.html
task_webhook_example_discord.html
task_webhook_example_discord.html
task_webhook_example_discord.html
task_webhook_example_discord.html
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks

2. 3 webhook IEF—1MNEENXBRAR, a0 Discord’s
3. MEIRIRZEE FHIR AR, %R Discord’s
4. ¥ L@ URL #5053 URL FE&H,

Edit a Webhook

MName

Discord Webhook

Template Type

Discord -

URL
hitps://discord.com/api/webhooks/ <token string>

Method
POST b

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

-

L

"content™: null,
"embeds™: |

r
1

"color”: 3244733,
"fields™: [ -

L

W ) DLnLm =

T om o T FIOLOL mm im i om Bl wmem =

Cancel Test Webhook Save Webhook

737 Wik webhook, FEEEHEHEBIEXHH url EERAFERABE URL (FlU0
(D) hitpsmetapp.com) , PRI EE Wik Webhook 8. MRS, HSLIEHBEXEHIE
&

[e}

i&3T Webhook & ixi&A]

&3 webhook @EN1E, i57EData Infrastructure Insights I EHZE Alerts > Monitors, ZA/5% & +Monitor
DA IS A2
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https://netapp.com
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html

© EFE—MEINHE X B MR
* EIREHFBERT, EE“Webhook f&iX o
* NFREEM (TEHE. BE. BER) 1%EF Discord” webhook

© set up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s)
Critical, Warning, Resolved v Discord x

PagerDuty #J Webhook 7R=fjl

Webhook 521 F F £/ B E XA webhook i&iE R & MM AR KX EiREN. ATNHEHE

#7778 PagerDuty 1&& webhook BY7R

()  AWBIRE=HHE, THELEFREE, ESE PagerDuty S IFIURITE S,

PagerDuty I8 & :
1. 1£ PagerDuty 1, SMiZE RS > IRSER, AGRE +HRS 11
2. N_BIF_FHiEE BERERBIIN AP, RE_ FMRS .
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https://support.pagerduty.com/docs/services-and-integrations
https://support.pagerduty.com/docs/services-and-integrations
https://support.pagerduty.com/docs/services-and-integrations
https://support.pagerduty.com/docs/services-and-integrations
https://support.pagerduty.com/docs/services-and-integrations

Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName

Description Add a desoription for this sarvies [ootional)

Integration Settings

Conneot with one of PesgerDuty’s supported integrations, or oreate a custom Integration through email or AP Alans fr
a sarvice from a supportad integration or through the Events V2 AP
You can add more then one integration to a servics, for example, one for monitoring alerts and one for change events

Integration Type @ O Select a toal "

PagarDuty integrates with nundreds of toely, inciiding manfaring
tooly tcksting Systems, code repositoriss. and deplay pipelnat
This may invehe configuration Gteps in the 1Ol Fou are integrating
with PagerDuty.

() Integrate via emall
If your monitoring ool can send email iz can Integrate with
PagerDuty usng & custom amall podress.

i Use our AP directly
If you Te WriTing your Swn InTegration, vse our Events APL More
infermation i n our Seveloper dotumantation

Evenits AR v2 w

() Don't use an integratian
If vou ondy Wit incidents 1o b manuady crearsd. You can ahways
SO0 BOSDONS! InTegrations lnter

3. Bif“Integrations” &I -EEIR] & & “Integration Key’s H{& 87 FEAYData Infrastructure Insightswebhook
B, ERFELESR.

4. A EH RS EEER.

w S sk [ra— [rasTey thaten

Incidents on All Teaams

il o incdnTe Al spem mEicemia
e ¥ et
B e B
[ e -
(e gl SReesvged e ey bt imigw e &
[T [EFE B Ciustns hrm Bamgrd T3
[ — — bl | B4 4 | R S A e Yomsl [T
o - [EE T L e it s F L] [T
- . —
e - Askegrd] | by M prrwcEs e s i ELEEE R L] i Sy
SR L L e
[— — ek b 1 | G e Frar T, [y Rt g
i s it
] - T b WTRA L g T s ity [

g - P e e T L Rt vt Wi Tz
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tlj#£Data Infrastructure InsightsWebhook:

1. 7EData Infrastructure Insights®, Szl I > BH FHi%F Webhooks ETIF, B +Webhook BlIiE—
ANt webhooks

2. 73 webhook IEF—NMNEENXKZIR, N PagerDuty Trigger’s I&fEMA L webhook SRAME™ EFN L& K
AREH,

3. EMEIREE THISEAR, EZF “PagerDuty’s
4. BIEE—NE A routingKey B EXS¥NZE, HIEHEHEIRE N LAY PagerDuty Integration Key {Bo

Custom Parameters and Secrets @

Name Value T Description

EEETEETRT

Yo%routingKeye%

Name © Value
routingkey

Type Description
Secret -

BEEXLEPSE, HEMRNEHEIE PagerDuty Resolve”webhooks

PagerDutyData Infrastructure Insights = EZ A4+

TRMEH/ ERT PagerDuty flData Infrastructure Insights 2 [B]1A F EZBRET :

PagerDuty Data Infrastructure Insights
Eegicloed Alert ID

iR iR T

At FEARR AR

B WRFEE

ViR ERREE R R
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Message Body
{

"dedup_key": "%%alertld%%",
"event_action™: "trigger”,

“links": [

"href" "hitps:/ /%% cloudinsightsHostname%% %% %alertRelativeUrl%e %",
"text": "'%6%metricName2:%' value of %% value%%h (%% alertCondition%%) for
BpYtriggered On%o%e"

]l

"payload™: |
"class™: "M% monitorNametsie,
"ccmpﬂnent“: "0%emetricName%o®ae”,

"group™: "%%objectTypeas’,
"severity": "critical”,

"source”: "%%otriggeredOn®ods”
"summary": "%oseverity?ol | %0%alertld%% | %oY%iriggeredOnYso”
h

"routing_key": "%%routingKeya%"
!

1&id Webhook & %@

EiBid webhook BHIEH, i57EData Infrastructure InsightsHH S AZE Alerts > Monitors, 7A/G8 & +Monitor
LABIEEFTRY L5 2E
© EEFE—MERHE X SN E G,
* ERERERT, #EEFE‘WebhookFiXA R
* AEENELRFIEHEFE PagerDuty Trigger"webhooks
* NEMRINEHEE PagerDuty Resolve”s

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s) o
Critical, Warning v PagerDuty Trigger X v

Notify team on Use Webhook(s) m

Resolved - PagerDuty Resolve x v

@ PR EHMERREMKERRNEBENEREME, FN PagerDuty LEMAZHFIANSL
EEMREHNANTRR,
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task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html

Slack B9 Webhook 735

Webhook 5t F P {EHE B E XM webhook i@BiEMZ N FAIEF ZIXFEiREH, AT
T 79 Slack i& & webhook BI={Hl,

()  AFEBE=HHE, THELEFEE, BBH Slack R LURIRHE L.

Slack = f1:

* BifE https://api.slack.com/appsH I E— NN ARF. AE—1NEENXNEFHIERE Slack

Workspace.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API| Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* BEfE )N Webhook, B HIEEN Webhook_, IEXK_ARNNHFT Webhook_, ARIRFEERHHVIMIE,
* £ Webhook URL, EFEEIGHLNEEIData Infrastructure Insightswebhook AZE Ho

gl##Data Infrastructure InsightsWebhook:

1. #£Data Infrastructure Insights®, FAnZ B > @40 FHi%F Webhooks &£, #i7 +Webhook fll7E—
N webhooks

2. 3 webhook IEF—1MNEENXMIZFR, a0 “Slack Webhook”s
3. EBIRFEE T RIS ES, % Slack’s
4. ¥ FER URL $5053) URL FEEH,
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https://slack.com/help/articles/115005265063-Incoming-webhooks-for-Slack
https://slack.com/help/articles/115005265063-Incoming-webhooks-for-Slack
https://slack.com/help/articles/115005265063-Incoming-webhooks-for-Slack
https://slack.com/help/articles/115005265063-Incoming-webhooks-for-Slack
https://slack.com/help/articles/115005265063-Incoming-webhooks-for-Slack
https://api.slack.com/apps

Edit a Webhook

Mame

Slack

Template Type
Slack v

URL

https:/fhooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section”,
"text™{
"type":"mrkdwn",
"text":""Cloud Insights Alert - %:%alertld%e%”
Severity - "Yo%severity®ote™

}

-
¥

by

T

‘ Cancel H Test Webhook ‘

B33 Webhook & i%i&E4H]

&3 webhook @EN1E 4, i57EData Infrastructure Insights I EfiZE Alerts > Monitors, A5 & +Monitor

ARyt A2

© ER—MEITHE X B MR,
* EIREFBOERT, #EEFE‘Webhook &iX5 o

* HFREM (ME. 5. BRR) 1EEF Slack’'webhook

140


task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved Ad Slack x -

s BEECHBERIINE, 15515 hitps://api.slack.com/messaging/composing

* SEIRQMIE: https://api.slack.com/messaging/webhooks#handling_errors

Microsoft Teams BJ Webhook 715

Webhook 721 P B E XM webhook i@iE M &N FHEF LIXERBEH, ATieH
T Teams 1% & webhook HIR{l,

() AFEBE=HHE, THELSEFEE, BSE FNSH LRRBHIES.

BN E

1. 7£ Teams H, %#F kebab, FAG1%Z Incoming Webhooko

incoming webhook Q

Incoming Webhook

1]
A
f—‘?ﬂ Send data from a service to your Office 365 grou

2. RN A EFF PA> 1R B 1EE2R .
3. &l Webhook URL, EEERHFENMEIData Infrastructure Insightswebhook Bt & .

tl#£Data Infrastructure InsightsWebhook:

1. #£Data Infrastructure Insights®, SAnZE EIE > B Fi%#F Webhooks &£, B +Webhook tiE—
N webhooks

2. 73 webhook TEF—NMNEEXKIRZIR, Fli0“Teams Webhook”s
3. EIRIRSEE RIS, HEFE
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https://api.slack.com/messaging/composing
https://api.slack.com/messaging/webhooks#handling_errors
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook
https://docs.microsoft.com/en-us/microsoftteams/platform/webhooks-and-connectors/how-to/add-incoming-webhook

Edit a Webhook

MName

Teams Webhook

Template Type

Teams b

URL
https://netapp.webhook.office.com/webhookb2/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"@type": "MessageCard’,

"@context™: "http://schema.org/extensions”,

"themeColor™: "0076D7",

"summary": "Cloud Insights Alert”,

"sections”: [

{

"activityTitle": "%Rbseverity?e% | %%alertid%% | %%triggeradOna0a",
“activitySubtitle": "StSotriggerTime®u®o =

"markdown": false,
r o~

B ]

Cancel Test Webhook ‘ Save Webhook

1. 3% EER URL #5MGE URL FE&EHR,

@3 Webhook & %3&4H]

&3 webhook @EN1EH, i57EData Infrastructure Insights I SfiZE Alerts > Monitors, A5 & +Monitor
PABIZHAY 2R

* EE—MEH E X R
* EIRERIBAGERNTT, 15 Webhook f&iX75 T
* NFREEM (TE. 5. BRR) 1EFEIBL” webhook
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task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html
task_create_monitor.html

e Set up team notification(s) (alert your team via email, or Webhook

By Webhook Motify team on Use Webhook{s)

Critical, Warning, Resolved A Teams - Edwin

TERERE
RN

LHEHIData Infrastructure Insights LARRER N BT REVELIERY, ERILIENX BEIIER (7R

NERR) , ARBESEREER,

BAIURNAFDEOERE, HPESHETFaRL. PO, BRUE. FHEEIERSEINFER.

ERERRER KT ERNIM R EEUTERES:

QRS T RANE X
© BRAFREARE A5 — P RS MR,

fplan, MRFEMZE~EEHERE, BEOTERTARER, SAEREMNZRTNAEMBRLEER. X8

BhF R LE Bty AKBSEME AR IR R

* QIEMN LB R ERN AT E—RENZ N ES,
* RIEERTIRE

AOAERESER

Data Infrastructure Insightsiefit 7 —LZONERREE, XL TFEATAF RIS oA LR,

ERTLUE AR SRRAERRR X, fli:

* AL AR, fINER. BEREmRL
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Related Resources Latency. 11:16:55 PM
i ab- 8¢ | & Config  'dataStore.name’  12/12/2024
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FRAIERIYLL url https://< Data Infrastructure Insights URL>/rest/v1/dwh-management/odata 7F3
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%)% %" "Data Infrastructure InsightsAPI",
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=i —ERERER, F

* https://<Data Infrastructure InsightsURL>/rest/v1/dwh-management/odata/dwh_custom

https://<Data Infrastructure InsightsURL>/rest/v1/dwh-management/odata/dwh_inventory

* https://<Data Infrastructure InsightsURL>/rest/v1/dwh-management/odata/dwh_inventory/storage

https://<Data Infrastructure InsightsURL>/rest/v1/dwh-management/odata/dwh_inventory/disk

* https://.../odata/dwh_custom/custom_queries

REST API 7=l

FREVARR URL A https:/< Data Infrastructure Insights URL>/rest/v1/dwh-management/odata.
* GET /{schema}/** - MIRE IR R IR,

&=\ : https://<Data Infrastructure InsightsURL>/rest/v1/dwh-management/odata/<schema_name>/<query>

i

https://<domain>/rest/v1l/dwh-
management/odata/dwh inventory/fabric?$count=true&Sorderby=name
Result:
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"Qodata.context": "Smetadata#fabric",

"Qodata.count": 2,

"value": [
{
"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningkEnabled": "O0",

"url": "https://<domain>/web/#/assets/fabrics/941716"
bo
{

"id": 852,

"identifier": "10:00:50:EB:1A:40:44:0C",

"wwn": "10:00:50:EB:1A:40:44:0C",

"name": "10:00:50:EB:1A:40:44:0C",

"vsanEnabled": "0",

"vsanId": null,

"zoningEnabled": "0O",

"url": "https://<domain>/web/#/assets/fabrics/941836"

EANETR
ERIRS APl ZHBNFICE LTS,
* BEEHEMITEB M JSON FRFH
s BEBEROESABEE—ITH
* WE|SHaEENX, Bh\"
* XHFTab At
* BERIFIL
* ZRNERA
Lttoh:
* BE 2 M
° Z#R“X-CloudInsights-ApiKey”
° B E <apikey>"
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&1 API 5B E T IEMIData Infrastructure Insightsif iz,

RTRERZRD?

BINBERT, APIT:% BUREPERNET, XEKREELXRIGERFAIENRENEN, B2, EREREEERK
BfE] A BEHIT, XAIRESBUEKERN, ATHRRAXNMHE, BeURIHRITIER. ERPTERT, BEXRFRE—
MURL, AILUE 12URL”* FHITIE . URL ARMESIFREILSRE

ZLEFTEXRITEN, BRI Prefer: respond-async' ML iER, BIIAITE, WA EE M TiRk:

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

SNRMBN H AR AR, WEIBUE URL FREIEERRK; MRMNEEELT, 'ﬂ'J’I—: [EPR7S 200, PONAE
RhAxaERE, BEREEIIN http RSN —LHE, AEERETWNER

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_RESPONSE> }

BEEFMBESRSERNTIRUNPLEEAEESE, BEAUTHS

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList

MR 2B TR

"queries" : [
{

"Query": "https://<Data Infrastructure Insights
URL>/rest/v1/dwh-
management/odata/dwh custom/heavy left join3?Scount=true",

"Location": "https://<Data Infrastructure Insights
URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",

"Finished": false
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6. ETLSEfifa, MRBFIHFAEREIZEME, el UEEMERETIZRPRIBR
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FEFEESE™
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vES

| Mﬂ_ Dannscation vae TN
| SColumn ‘=I;u|.,rrr

| B unnoteton v eluadHT HOT MULL HOT L
l B BT AT S § anncaaton™ yea YARCHARZETINGT MULL
. -l FsbjedTyee WARCHARIZSEINOT MULL walualdintifer  VARCHARZES) NOT HULL

i o BnnoasenTing 'HP.FI’EJ-I.A'-I.IHH:NCT“F.IL‘I enumSequents INT HULL

| U] DoUSLE HULL
walue Ty ERLN HOT MUL
waluaDane DETETIME HULL II

AR
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Sannotation_value _

=] application

‘= column

Pig INT NOT NULL]
name VARCHAR(255) NOT NULL]
desription  VARCHAR(255) NULL

ignoreSharing TINYINT NULL
pricrity VARCHAR(255) NULL.
url VARCHAR(255) NULL

=column 3&:\ =1
fid INT NOT NULL
.’ L 2l bt ' hostld INT NOT NULL
# umis HIT: bR  applicationlgINT. NOT NULL
'# spplicstiontd INT NOTNULLY ™ ionorited  TINYINT(1)NOT NULL
inherited  TINYINT{1)NOT NULL}
—

ZJhost
Scolumn

i

qid

INT

NOT NUL

identifier
ip

E

madel
manufactursr

|

|

|

|

| neme
|

|

|

| hostFsFre=GE
hostFsTotsIGE
hostFslsedGR
GpuCount
cpuSpeed
nicCount
nicspead

url
dataCenter

WVARCHAR[Z55) NOT NULI
VARCHAR[768) NOT HULI
VARCHAR{1024) NOT NULI
VARCHAR(ZES) NULL
WVARCHAR(ZEE) NULL
VARCHAR[Z55) NULL
installedMemoryMBJARCHAR(Z55) MULL

RCHAR(255)

NULL.

VAI
VARCHAR(ZES) NULL
WVARCHAR(ZEE) NULL
VARCHAR[Z55) NULL
VARCHAR(Z55) NULL

VARCHAR(255)

NULL

VARCHAR(ZES) NULL

TINYINT(1}

NULL.

WVARCHAR[Z55) NULL
VARCHAR(Z55) NOT MULI

\
\
\
‘ ‘adtive
\
\
\
\

i

=column

Pid INT NOT NULI

F nostia I
moid VARCHAR(255) NULL
name VARCHAR{255) NULL
dnsName VARCHAR{255) NULL
ips VARCHAR{408€) NULL
powerState ENUM NOT NULY
powerStateChangeTimeDATETIME NULL

guestState
os

processons

memary BIGINT
dataStoreld INT

naturalicey
virtus|Centerlp
provisionedCapacityB BIGINT
us=dCapacityME BIGINT

ENUM T NUL
VARCHAR(255] NULL
N NULL

NULL
NULL

VARCHAR(255] NULL
VARCHAR{255: NULL
uLL

url VARCHAR(265) NLILL

L
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Scelumn gﬁolumn

NOT NUL INT NOT NuLL
# objecid INT NOT NULL ii anndahunTypE\lARCHAR(ZSE)MDT HuLL
# objedtType 'VARCHAR[255) NOT NULL § valueldentifier VARCHAR{255)NOT NULLJ

snnatationType  VARGHAR{258) NOT NULL

St o sostcasen Y

Scalumn

#id INT
§ switchig INT
§ =pplicationldINT

inharited

Scolumn
Fig INT NOT NULL
§ applicationldINT NOT NULL
P portid INT NOT NULI
inherited  TINYINT(jNOT NULLE® — —

TINYINT{1)NOT NuL

NOT NULL
NOT NULL]
NOT NULLE

enumSequence INT NULL
enumCast DOUBLE NULL
valusType  ENUM NOT NuLL
walueDate DATETIME NULL
\
\
_________ J
[
|
|

o s ) Sootm
Bcoum fie T NoT NULL
i Shareld INT noT NULL

INT NOT NULUfw o T

§ spplicationlaINT NOT NULL i §sormgeia INT NOT NULL]
] st identifier  VARCHAR{TE8)NOT NULL}
et e MOT S name  VARCHAR(255)NOT NULL}
— i protocel  ENUM noT nuLL)
iplnterfaces TEXT ot nuLLl

)

INT NOT NULLJ

name ARCHAR{255) NOT NULLJ
manufacturer  VARCHAR{255) NULL
model ARCHAR(Z55) NULL
firmuware VARCHAR(ZE6) NULL
—=  domainld VARCHAR{ZES) NULL
domainldType  VARCHARIZSS) NULL
pricrity VARCHAR{255) NULL
vsanEnabled  TINYINT(1)  NOTNULL
serislNumber  VARCHAR(2S5) MULL
mansgsURL  VARCHAR(Z5S) NULL

INT NULL

VARCHAR[7EE) NOT NULL}
VARCHAR[255) NOT NULL}
VARCHAR{1024}NOT NULL}

NOT NULL]

Scolumn ssnRouteEnabled TINYINT(1)
T id T TR active TINYINT(1)  NOT NuLL)
dat: te VARCHAR{255) NOT NULL}
e it e HOT A switchLevel VARCHAR(255) NOT NULL}
tabnc Lix il npv. TINYINT{1) HOT NULY
vitdaiSeiciiiE iy ks isGenerated TINYINT{1} NOT NULL

wwn VARCHAR(255) NOT NULL e ENUM NULL

status. VARCHAR(100) NULL i VARCHAR[ZES) NULL

— rawPortStatus. VARCHAR(255) NULL lastAcquiredTime DATETIME T

VARCHAR{255) NULL

portPhysicalState VARCHAR(255) NULL

number BIGINT NULL
blade BIGINT NULL
portid VARGHAR(255) NOT HULL]
name VARCHAR({255) NULL.
spasd VARCHAR({12) NULL
fodProtocol VARCHAR(255) NULL.
clasOfService  VARCHAR(255) NULL
gbicType VARGHAR(255) NULL.
sctive TINYINT(1)  NOT NULL
url VARCHAR(255) NULL.
isGenerated  TINYINT(1)  NOT NULL

internal_volume _

[
[
[
[
Il Scolumn
| ‘ | Fid INT nNOT NULL
storageFoalid INT NOT NULY
| ‘ EM '1 '} storageia INT NOT NULLY
] £ | identifier VARCHAR(788) NOT HULL]
name VARCHAR(255) NOT NULL]
| ‘ INT NOT NULLI— — — — — — — l— ______ T ype VARCHAR{2E5) NOT NULL}
7 spplicationls  INT NOT NULLE thinFrovisioningSupported  TINYINT(T}  NOT HULLY
Il 1 internalVolumeldiNT HOT NULL Elstorage _ tninProvisioned TINVINT(T)  NOT NuLL
] inherited TINYINT{)HOT NULLY Seolemn spaceGuarantee ENUM NULL
Fio e e dedupeEnabled TINVINT(T)  NOT NuLL)
| @ cloneScurceld INT NULL
o RN name VARCHAR(255) NOT NULLJ wopbi i s 5
Il S Golurmn il :i;gmﬁi x; :t:tt lastSnapsnatTime DATETIME  NULL
|L bl il lastinownAccessTime DATETIME  NULL
— — *¥i INT NOT NULL f#— —— —== model NARCHOGLDH R status VARCHAR{255) NOT NUL
| Prtorsgeld  INT NOT NULL TaOLiCHn (M ORC . L. — & uinusiStersge VARCHAR(255) NULL
applicationls INT NOT NULL serizlNumber VARCHAR(255) NULL protectionType VARCHAR(Z55) NULL
| :L‘:’E:’::;:S:” ;ﬁ:ﬁ;ﬁﬂ?ﬁ) :ﬂtt flashPoolEligibility ENUM MULL
dedupeRatio FLOAT NULL
| peeeHoml apent Ui B NULL totalAliccatedCapacityMB  BIGINT NOT NULY
| failzdRawCapacityMBBIGINT HULL | e - o]
memaryMB BIGINT NULL totalUsedCapacityFromDeviceMBBIGINT NULL
| couloud HEL | datsAllocatedCapscityME. BIGINT MULL
| mansgeURL VARCHAR(2BS) NULL i Sihin i
:’a"i'\"';‘ ¥TN?V'I:::(?(:25E) :ﬂtt | snapshotdliccatedCapaciyME  BIGINT NULL
snapshotUsedCapacityMa BIGINT NULL
| dstaCinia N e | rawTolssbleRatio FLOAT NoT NULY
| ki TRIINIL) ML | otherUsedCapacityMB. BIGINT MULL
| M i T, Ut otherAllocatedCapacityMB  BIGINT NULL
Scotumn ot i VARCHORLAH | f; totalCloneSavedCapacityMB  BIGINT NULL
Time DATETIME  NULL
| [ e T T | | R TINVINTET)  NOT NuLL
—_——— T compressionRatic FLOAT MULL
¢ spplicationldINT MOT NUL | ‘ iy ksl
¥ ateeld N DRI — —r ******** A il VARCHAR(ZE5) NULL i
inherted  TINYINT(1)NOT NULL | | | ‘
D — || | i T
=Hcolumn | * I
et sopicsiET S| e | e ——
Sicolumn } storageld INT NOT NuLY] | | ‘
N | [T INT not nuLL} "_C;qhee\d ::I :ﬂi — T|* INT noT nuLL
 srplicationldINT NOT NULLJ LR VARcmR(zsamuLL | f intemalvolumeld INT NOT NULL]
§ volumeld  INT NOT NULL labal WARCHARL: | P storsgeia INT NOT NULLS
inhesited. _ TINVRGHNRETES thinProvisioned TINYINT{1)  NOT NULL} | L. .. entner AR ]
capacityMB BIGINT nNoT nuLLl L g mame V“RC”"R‘X’E”"OT ik
consumedCapscityMB BIGINT oEpaegs < ouotot edCapereil MR I
Eonlaine st i quotaSofiCapacityLimittBBIGINT HULL
e e quotaUsedCapscityME  BIGINT NULL
type ENUN HOT NuLL
replicaSouroe TINYINT(1)  NULL bl o v
replicaTarget TINYINT(1)  NULL
teition bl o status VARCHAR(256] NULL
Eh i W oplocs TINYINT(1)  NOT NULLL
disGroup VARCHAR[2E5) NULL
TINYINT(1)  NULL
virtualStorage VARCHAR(2E5) NULL
hesd VARCHAR{ZEE) NULL
protectionType VARCHARI255) NULL
autoTieringPolicdd  INT
autoTiering TINYINT(1)  NOT NuLL)
IsstinownAcosssTime DATETIME  NULL
writenCapsciyME  BIGINT NULL
isvirtual TINYINT(1)  NULL
technologyType  ENUM NULL
uvid VARCHAR[2E8) NULL
isMainframe TINYINT(1)  NOT NULLY
url VARCHAR{2E5) NULL



!
=Jcolumn o Datatype |
=1 INT |

lidentiier | VARCHAR(255) |
Slname VARCHAR (255)
=lobjectid INT |
=lobjectType | VARCHAR(50) |
P Sclusterld NT |
Slphase VARCHAR(64)
= sizeBytes BIGINT ‘
=lstorageClass | VARCHAR(255)| [[] |
— |
|
\
|
|
EETTO -
ADataype | NN |
¢ =id INT 7 |
Slidentifier VARCHAR(255) |
=name VARCHAR(255) ‘
§ =Spvia INT ]
§ Sdusterd INT v |
= INT L
Slphase VARCHAR(64)
SlsizeBjtes | BIGINT
—

Kubernetes S 251750

P
|
|
\

A

&% Datatype NN
INT /
VARCHAR(255)

o Datatype
?Ria INT
Slidentifier | VARCHAR(255)

f Sdustend|INT
=

VARCHAR (255)

Scolumn

& T Sworkioadid
T Soveid

F Sousterid
5

=Column ¥ Datatype.
[ =10 INT
=lhostid INT l =lvmware_host
kés_node = moid VARCHAR(255) Slcolumn S Datatype NN
—& =iColumn | ¢} Datatype Sname VARCHAR(255) | [[] =T INT
[ET] NT =l dnsName VARCHAR(255) | [£]
= VARGHAR(4098) [ =lidentifier VARCHAR(255)
=Jidentifier | VARCHAR(258) B powersiae L =i = Senverld INT
Sclusterld | INT = SJname VARCHAR(255)
owerStateChangeTime | DATETIME =
Sname | VARCHAR(255) gp g i = = numCpuCares BIGINT
§ Svmia INT =numCp BIGINT
L 0s VARCHAR(255)
Sintemallp| VARCHAR(EA) e R SnumCouThreass [ BIGINT
=osimage | VARCHAR(64) =JnumNodes BIGINT
= memory BIGINT [l =
— 5 i = SlhyperThreadactive | CHAR Fl
SlnaturalKey VARCHAR(255) Smenitored CHAR
= "VARCHAR(255) | =l hyperThreadAvailable | CHAR W
=l BT o SJhyperThreadConfig | CHAR &
lusedCapacityMs. BIGINT &
Surl VARCHAR(255) | [F]
—
Datatype.
INT
=lidentifier VARCHAR(255)
Sname VARCHAR(255) A Hpoi
75 Sctser cuch N Sohm Aosawe 1
‘§ S clusterld INT = o Datatype =i INT /
— ——< Sltpe VARCHAR(20) =T INT =lidentifier VARCHAR(255)
=lidentiier VARCHAR(255) E e
Slstorageld INT S storageld INT [l
Sname | VARCHAR(255) Slstoragehodeld INT
ks label Sladdress VARCHAR(255) Slname VARCHAR(255) | []
—_— . =lserialNumber VARCHAR(255) E duplexType VARCHAR(255)
Slcolumn hDatatype | NN Snetwork VARCHAR(255) S storageNodePoriName | VARCHAR(255)| [[]
P Sovjectia | INT Slversion VARCHAR(258) g storageNodePorthity | VARCHAR(258)
‘=] objectType | VARCHAR(255) =model VARCHAR(255) =] portindex VARGHAR(255) | []
= VARCHAR(64) =Jmonitored CHAR Hisl CHAR
llabeNValue | VARCHAR(258) [l Sl macadaress VARGHARIZ ) (I
— ‘SlmonitoringReason | VARCHAR(255) | [] Smu VARCHAR(255)
— =l number VARCHAR(255)| []
Stype VARCHAR(255)
=speed VARCHAR(255) [[]
—
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=ltime_dimens
= Column

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
I ?_Eldate_diM'
|
|
|
|

=JColumn
Tk INT
s fullDate DATETIME
M_ anbonth  TNYINT Zk8s_cluster_ daily
=lColumn daylnYear SMALLINT = = =
T INT dateYear SMALLINT ki
¢ timestamp BIGINT i vearLabel CHAR4) 7t i I
e i monthNum TINYINT 7 timestamp BIGINT
dateTk INT monthLabel CHAR(T) dateTk INT
iy b dayinWeekMum  TIMYINT e — g clusterTk INT
allocatableCpuSaturation DOUBLE [] quarter TINYINT aIIoca?ableCpuSatu.ratmn DOUBLE []
CADAGHC P SR DOUBLE Tl — — — — ZuanerLabel CHARI(T) capacityCpuSaturation . DOUBLE [
allocatableMemonySaturation DOUBLE [ ayinCuarter SMALLINT aIIoca?ableMemorySatu.rahon DOUBLE []
M b DOUBLE [] repQuarter TIMYINT capacityMemorySaturation DOUBLE [
allocatableCpuCores DOUBLE [] repMonth TIMNYINT aIIoca?abIeCpuCores DOUBLE []
CApAGNCIICoI DOUBLE [] repWeek TINYINT capacityCpuCores DOUBLE [
(S agBC T ares DOUBLE [ repDay TIMNYINT usageCpuCores DOUBLE []
e e DOUBLE [ _ repN'lTnthDrLatest ;:::::1 r— - r.eq.ueststuCGres DOUBLE [
limitsCpuCores DOUBLE [} | Tast:stag Tevaeres Bl | limitsCpuCores DOUBLE []
allocatableMemaryBytes DOUBLE [ HocilieMeman e o
capacityMemoryBytes DOUBLE [] | future TINYINTC) | c.ap.‘acnyMemoryElytes DOUBLE []
limitsMemonBytes DOUBLE [ | | R E Shices W
requestsMemaoryBytes DOUBLE [] | | EquesE MoV Liiioh
usageMemoryBytes DOUBLE [T | | usageMemontidey DOUBLE []
| =lColumn |
| 9t INT | |
|_ e identifier VARCHAR(7E8) . _|
name VARCHAR(255)
id INT Il
latest TINYINT(T) [
[

§ dateTk  INT

Kubernetes #5% = [a)$EFR3E 52
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=lColumn

7tk INT
fullDate DATETIME
SlColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

= Column

7tk INT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

Kubernetes T =Sf5tR5E 50

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

= Column

7tk INT .
identifier ~ VARCHAR(768)
name VARCHAR(255)
id INT £
latest TINYINT(1) £

@ dateTk  INT [F

Ptk INT
identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [
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=k8s_node_hourly.

=lColumn =l Column
Wt INT Ptk INT
¢ timestamp BIGINT fullDate DATETIME
timeTk DOUBLE dayinMonth TINYINT
dateTk INT daylnYear SMALLINT
nodeTk INT dateYear SMALLINT
clusterTk INT yearLabel CHAR(4)
vmTk INT monthMum TINYINT
allocatableCpuSaturation DOUBLE [|§®— — — monthLabel CHAR(T)
capacityCpuSaturation DOUBLE [7] dayinWeekMum  TINYINT
allocatableMemorySaturation DOUBLE [7] quarter TINYINT
capacityMemorySaturation ~ DOUBLE [[] quarterLabel CHAR(T)
allocatableMemoryBytes DOUBLE [ dayinQuarter SMALLINT
capacityMemoryBytes DOUBLE [7] repQuarter TINYINT
memoryUsageBytes DOUBLE [] repMaonth TINYINT
cpullsageNanocores DOUBLE [7] repWeek TINYINT
allocatableCpu DOUBLE [ repDay TINYINT
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) O]
future TINYINT(1)

=|Column

7k INT
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

microsecond  MEDIUMINT

Kubernetes PVC {5752
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|

|

|

|

; |
® hourDateTime DATETIME |
f

\

\

\

\

\

\

=lcolumn
f tk INT
identifier VARCHAR(768)
J> name VARCHAR(255)
ki —— — —<* clusterName VARCHAR(255)
= id INT [
Scotumn latest TINYINT(1) [
7 tk INT dateTk INT El
identifier  VARCHAR(768) internallp  VARCHAR(G4) []
name VARCHAR(255) oslmage VARCHAR(B4) [
id INT [
latest TINYINT(1) [
P dateTk  INT [

=]Column

7 INT

? timestamp BIGINT
dateTk INT
nodeTk DOUBLE
clusterTk INT
vmTk INT
allocatableCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [7]

 — & allocatableMemorySaturation DOUBLE [

capacityMemorySaturation DOUBLE [T
allocatableMemoryBytes DOUBLE [
capacityMemaoryBytes DOUBLE [7]
memoryUsageBytes DOUBLE [
cpulJsageManocores DOUBLE [
allocatableCpu DOUBLE [
capacityCpu DOUBLE [7]

f

=JColumn
7tk INT
% name VARCHAR(255)
naturalkey VARCHAR(768)
0s VARCHAR(255) []
vintualCenterlp VARCHAR(255) []
ips VARCHAR(4096) []
url VARCHAR(255) [
id INT 1
latest TINYINT(1) E]
dateTk INT [P




=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e

Kubernetes T{EfEFEIREE
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS
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volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL os
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL WP:MSO st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturalizy VARCHAR(255) NULL cpuCount VARCHAR(255) NULL [ e ) m b |
memory  INT NULL virtuaiCenterlp VARCHAR(ZES) NULL cpuSpeed VARCHAR{2E5) NULL Eyilecs
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL |
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| urd VARCHAR(255) NULL active TINYINT{1) NULL | vinusiStorage VARCHAR(255) NULL |
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m& |
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL |
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL |
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL |
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML |
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage |
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn | |
¥ shareld INT NULL id INT MOT NULL
| | ke | nams VARCHAR[2ES) NOT NULL | |
| it VARCHAR(TES) NOT NULL | Ssorage ol TS
J) | | | | io VARCHAR(1024) NOT NULL S column |
S e UL | | | eI i | 3% |
S Column | seriaiNumbsr VARCHAR{2E8) NULL | ¥ storageld o b
fu INT NOT NULL | | | | microcodsVersion  VARCHAR(2SS) NULL | :f'“"'e' ::22::2% E; :ﬂ’i |
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL |
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT() O ThAL
ientifier  VARCHAR(TE8) NOT NULL-_ J_ failedRawCapacityMB BIGINT NULL inciudelnDwhCapacity TINYINT(T) NOT NULL |
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — R
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o et e s, Eg
active TR Y feh redunds VARCHAR({Z55) NULL |
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il :ﬁpslwwbcahedCaPacmyuB BIGINT NULL |
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL |
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ :t:t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totalAllocatedCapacityME  BIGINT NoT NULL |
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL |
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{255) NOT NULLJ | _l_ | otherUsedCapacityMB BIGINT NULL |
securityType VARCHAR(2EE) NOT NULL] - - —|' - ‘|— - _| T 71 otherAllocatedCapacityMB  BIGINT NULL |
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL |
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL |
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | comprezsionEnabied TINYINT(T)  NOT NULL |
%qﬁee | = Column | dedupeRatio FLOAT NULL
SCoumn T T NOT NULL | | | dedupeSavingsGB BIGINT NULL |
T INT NOT NULL Fintemalolomeld  INT NOT NULL || compes gt FLOM: MR |
F intemaiVolumeld INT NOT NULL| ¥ storageld INT NoT NULL| | sompressionsavingsGa RIS Ao
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N |
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARCHAR(ZES) NOT NULLL targetiiser VARCHAR{ZES) NULL | M |
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | = Column |
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — —— |
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL oL VARCHAR(T88) NOT NULL |
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL |
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
url VARCHAR(Z53) NULL us=dCapacityM3  BIGINT MULL thinFrovisioningSupportad TINYINT{f)  NOT NULL |
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL |
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL |
| napshaotCount INT NULL |
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL |
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL |
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL

VARCHAR(ZEE) NULL |
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- —sy
Y INT NOT NULL
name VARGHAR(255) NOT NULL Ll MORIAEE INT NOT NULL
idantifier VARCHAR(TEE) NOT NULL frestia INT NULL VARCHAR(255) NOT NULL
i VARCHAR{1024) NOT NULL f genericeviceld INT i dentifier VARCHAR(TEE) NOT NULL
os VARGHAR(ZES) NULL  f g T storageld INT NULL i VARCHAR(1024) NOT NLULL
model VARCHAR[255) MULL — — — e INT s T e | modl VARCHAR{255) NULL
manufacturar VARCHAR(258) NUILL ’J o ,‘? “':;""*'d L:TRCHAR :&LMULL manufactursr VARCHAR(255) NULL
nstalledMemoryMB VARCHAR(25) NULL - ot (255) | seniziNumber VARCHAR(255) NULL
hostF=Fre=GE VARCHAR{ZES) NULL T :[ - | i::ragePonwwn ::;E:g&ﬁm g :t["LU-L microcodeVersion VARGHAR{255) NULL
hostFsTotsi38  VARCHAR{255) NULL | o | rawCapacityMB BIGINT NULL
hostFslisedGE  VARCHAR(255) NULL | | | A path between host port thriough a storage port __!__ — — —  spareRawCapacityMB BIGINT NULL
cpuCount VARCHAR{ZEE) MULL | | | t0 & volume. | — — — — iaikedRawCapacityMB BIGINT NULL
cpuSpesd VARCHAR{25E) MULL | | | | memaryME BIGINT NULL
nicCount VARCHAR(ZEE) NULL | | epuCount INT NULL
ricSpesd VARCHAR(255) MULL 1 — — Lr - -I— | | | managelRL VARCHAR(255) NULL
active TINYINT(1) NULL = <= famity VARCHAR(255) NULL
wrl VARCHAR(ZEE) NULL | J—L | | g;’:;;w i —| —l—| — — — — active TINYINT(1) NULL
dataCenter VARGHAR(255) NOT NULLE-— —|' —| —|— T T RN | | | datzCanter VARCHAR(Z55) NOT NULL
isVirtual TINYINT{1) NULL
| | | | | i hostld INT NOT NULL | | — — —=F cluster TINYINT{1) NULL
| § storageld INT NOT N J_ el | wrl VARCHAR(255) NULL
= generic_device _ | | | | F volumeld INT NOT NULL| | | | lsstAcquiredTime  DATETIME NULL
=] Column | | | | numberOfSecgions  INT NOT NULL | |
Tid INT NOT NULL| | | numberOfConnections INT NOT NULL | | || |
wan VARCHAR{ZES) NOT NULL| | | | | Fepresents a scscilogical path between a | | T
identifier  VARCHAR(TSE) NOT NULL | | | | | host and a valume., | | | | .
manufactursr VARCHAR(ZES) NULL  fo— — | |
e vowRE L o — B Svoume |
firmware  VARGHAR{255) NULL | n | | = logical | | |Ir _| — & SqCoumn
diver VARCHAR{255) NULL I | | =column 0 T e TR
serialNumber  VARCHAR({2EE) NULL | ”_ _I_ _3 ? id INT NOT MULL | | ?stora@eld N ]
i’;:ec’::::""e?de maybe sHBA, storagear [ | § nostla INT NULL | | | intemnaVolumeld INT NULL
I | F genencheviceld INT NULL qtresld INT NULL
| i storsgeld INT NULL | | | name VARCHAR(2E5) NULL
|| | i tapeld INT NULL | tabel VARCHAR{255) NULL
| ” | ¥ volumeld INT NULL g _I, _| . thinProvisioned TINYINT(1)  NOT NULL
minHophumber INT NULL | capacin B BIGINT NOT NULL
| ” | hopsToDisplay VARCHAR(ZE5) NULL | | consumedCapacityMB  BIGINT NOT NULL|
| numberOfFabrics INT NULL | | | rawCapacityMB BIGINT NOT NULL
= i || | numberOfHostPorts  INT NULL | type VARCHAR({255) NULL
E o numberOfStorageForts INT NULL replicaSource TINYINT(1)  NULL
Sl Column _ _”_ J_ oo TINYINT NULL | | | replicaTarget TINYINT(1)  NULL
Fi INT MNOT MULL| ” | Riepresents alogical path between a host and a wolume. |. _| oo e el 5"*3_PS""t TINYINT{1} WULL
name VARCHAR(Z55) NOT NULL | Cyfiiess) 18 S
dentifier  VARGHAR(TEZ) NOT MULL ” | | diskGroup VARCHAR(255) NULL
ip VARCHAR{1024) NOT NULL | | i TN
manufsctorer VARCHAR(ZES) NULL || | | virniatfoese N
serisiNumber VARCHAR Sunknown_lagical Y | head YR
active TINYINT(1) NULL ” | SColumn | protectionType T s
4 | autoTieringPolicyld  INT NULL
| [ | i BEENOTR L | sutoTizring TINYINT(T)  NOT NULL
T I L __gWhostid  INT NOTNULL T | lsst¥nowndcoessTime DATETIME  NULL
§ storageld  INT NOT NULL o ___ wittnCapacityMB  BIGINT NULL
| ”  volumeld INT NOT NULL —]— isVirtual TINYINT(1) ~ NULL
Fepres ents alogicd pathbetweena technokegy Type ENUM MULL
| || hiost and awokime thioug | wuid VARCHAR(25E) NULL
| ” | is:.aainnam Ir::f:l.fr:[;?{zm EL. NULL
wuri
| || S |
|| Column S | T
| Fi INT NOT NULL
| ||_ L T INT NULL |
% genericDeviceld INT NULL
| | i storageld INT NULL |
L —— — #% e INT SN — . T T T T T T T e T
—————————— * 9 volumeld INT NULL
volumeNams  VARCHAR{ZES) NULL
type ENUM NOT NULL
technologyType ENUM NOT NULL
since DATETIME  NOT NULL

IO
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=lColumn =lColumn =lColumn
fid INT Pid INT pid INT
name VARCHAR(255) ? hostid INT fabricld INT Fl
identifier VARCHAR(768) ———® un VARCHAR(255) identifier VARCHAR(768)
in VARCHAR(1024) model VARCHAR(255) [] wwn VARCHAR(255)
0s VARCHAR(255) [ manufacturer VARCHAR(255) [ i VARCHAR(255)
model VARCHAR(255) [ driver VARCHAR(255) [] name VARCHAR(255)
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [ manufacturer VARCHAR(255) [
installedMemonMB VARCHAR(255) [ 2 modsl VARCHAR(255) [
hostFsFreeGE  VARCHAR(285) [ — firmware VARCHAR(255) []
hostFsTotalGB VARCHAR(255) [ M domainid VARCHAR(285) [[]
hostFsUsedGE  VARCHAR(2S5) [ SColumn domainidType  VARCHAR(255) [
cpuCount VARCHAR(255) [T Fid INT prierity VARCHAR(255) [T
cpuSpeed VARCHAR(255) [ p——— vsanEnabled  TINYINT(1)
nicCount VARCHAR(255) [ ——— %00 wT serialNumber  VARCHAR(255) [
nicSpeed VARCHAR(255) [ L VARGHAR(255) . manageURL WARCHAR(255) [
url VARCHAR(255) [ e el ‘ sanRouteEnabled TINYINT(1)
active TINYINT(1) Fl oot e e | npv TINYINT(1)
dataCenter VARCHAR(255) . type ENUM
speed  VARCHAR(12) [ ‘ it R
il VARCHAR(255) [ ‘ lastAcquiredTime DATETIME
e TINNTC) | o | T
switchLevel VARCHAR(255)
M M } isGenerated TINYINT(1)
=|Column Scolumn ‘ Y
Fia INT 71d = |
name VARCHAR(255) -
identifier VARCHAR(768) P storageld N5 | l
» e lo——— e wm Veowe ot por
model VARCHAR(255) [ mme‘r o xﬁg:ﬁ‘ﬁ:? | SCotumn
manufacturer VARCHAR(255) [ :1;:': - e AREZSS: | 710 e
e R eV | o
rawCapaciyB Facit A numberOfPorts VARCHAR(255) ‘ fabricld . INT F
spareRawCapaciyMB BIGINT | |  vituaiSwitchid  INT B
failedRawCapaciyMB BIGINT B | e LSt
memonMB BIGINT A ‘ status VARCHAR(100) [T
i B B =IColurn rawPortStatus  VARCHAR(255) []
manageURL VARCHAR(255) [] pid INT | tpe VARCHAR(255) []
iy VARCHAR(SS) [ P ‘ [— j; portPhysicalState VARCHAR(258) [
v number BIGINT [
cluster TINYINT(1) ] — — _g P storageld INT | || i ke -
url VARCHAR(255) [[] wwn VARCHAR(255) _ | o v
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) S : - | pogid VARCHORIZS
active TINYINT(1) £l portld VARCHAR(255) | T | e v O
dataCenter VARCHAR(255) name VARCHAR(255) [7] | [ snced VARCHURMZINE
\ | fedPratocal VARCHAR(255) [7]
isvirtual TIMNYINT(1) 1 speed VARCHAR(12) [] ‘ ‘ | ‘ | classOfSenice  VARCHAR(255) [
controller VARCHAR(255) [ ‘ | daeTiee VARCHAR(255) [
url VARCHAR(255
active T\NYINT(ﬂ( ) | \ : | | wl VERCHARGRI
nme—— | ‘ \ aclive TINYINT(1)
‘ | ‘ | isGenerated TIMNYINT(1)
=lColumn ‘ ‘ | | ry
(CH— Srtpe_coneoer IR 1 |
name VARCHAR(255) ECo\u;n ‘ | | \
identifier VARCHAR(768) J \ I |
ip VARCHAR(1024) L e gy ? g ild ‘ ‘ | ‘ | =|Column
manufacturer VARCHAR(258) [  tapeld INT \ | 7id INT
serialNumber VARCHAR(258) [ wwn VARCHAR(255) | | | | Tabncia NT
h TINVINT(1) B — model VARCHAR(255) | [ | ol
| manufacturer  VARCHAR(255) | I o 258
| driver VARCHAR(255) | ‘ \ W VARCHAR(1024)
firmware VARCHAR(255) | [ | Hame! VARG RIS
| numberofPors VARCHAR(255) | ‘ [ ] | domainid_ iMARCHAR St
| ‘ | domainidType VARCHAR(255)
T \ I priority VARCHAR(255)
| | | L | switchRole  VARCHAR(255)
| i | I | chassisWwn  VARCHAR(255)
| | ‘ | | npv TINYINT(1)
| = canone | | I genersted  TINVINT(1)
] | L | type ENUM
| # 10 L | | isGenerated  TINYINT(1)
| P contrallerld INT | | I |
| ?iﬁld I\fNALCHAR(zssj | | : | |
— — —® nodeWwn VARCHAR(255) | | ‘ |
potid  VARCHAR(255) e l_[
name VARCHAR(255) [ | | _Ll fria INT
speed VARCHAR(12) [ T L ’_1____': ¢ portid INT
controller  VARCHAR(255) [] B e o _'_ — . ? type ENUM
url VARCHAR(255) [] F————1 1 — & wwn VARCHAR(255)
=lColumn active TIMYINT(1) | ‘ | ? connectedld INT
7id INT | ‘ | ¢ connectedType ENUN
= TR | | connectedWwn VARCHAR(255)
identifier VARCHAR(758) | i
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) ?C‘“”m” =lfc_name_server_
frmware  VARCHAR(255) ————efi A Slcolumn
driver VARCHAR(2585) # genericDeviceld INT id INT
serialNumber VARCHAR(255) wwn VALCHEE: =) & 7 portia INT
number BIGINT
portid VARCHAR(255) men 5::&“{255]
nams e W 0 connectedSwitchPorlld  INT
spasd VEHCHEHEL IR connectedSwitchParWwm VARCHAR(255)
e VARCHAR(285) [C] physicalPortwwn VARCHAR(255) [
active TINYINT(1) o e
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=lzone_member

=] Column

7 id INT NOT NULL

Fzoneld  INT NOT NULL

# fabricld  INT NOT NULL
type ENUM NOT NULL
wwn VARCHAR(255) NOT NULL

zoneMame VARCHAR(255)
Zone Members info.

=]zone

= Column

@ id INT NOT NULL

# fabricid INT NOT NULL
name VARCHAR(255) NOT NULL
fabricWwn VARCHAR(255) NOT NULL

configurationname YARCHAR({255) NOT MULL

=fabric

= Column

P id INT NOT NULL
wwn VARCHAR(255) NOT NULL
Name VARCHAR(255) NOT NULL
VSANEnabled  TINYINT(1) NOT NULL
VSANId VARCHAR(255) NULL
zoningEnabled TINYINT(1) NOT NULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*
=l virtual_switch
= Column
¢id INT MOT MULL
@ fabricld INT NULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL

MName
Domainld

YARCHAR(255)
VARCHAR(255)

DomainldType VARCHAR(255) MNULL
Priority VARCHAR(255) NULL
SwitchRole YVARCHAR(Z255) NULL
ChassisWWhN VARCHAR(255) NULL
npv TINYINT(1) MNOT MULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL
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Zone and Zone Capabilities info.

=lswitch

= Column

P id IMT NOT NULL

? fabricld INT NULL
identifier VARCHAR(TES) NOT MNULL
Wi YARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT NULL
Mame VARCHAR(255) NOT NULL
Manufacturer VARCHAR(255) MNULL
Model YARCHAR(255) NULL
Firmware VARCHAR{255) MNLULL
Domainld VARCHAR(255) NULL
DomainldType VARCHAR(255) MNULL
Priarity YARCHAR(255) NULL
Y3AMEnabled TIMNYINT( 1) MNULL
SerialMumber VARCHAR(Z55) NULL
ManagelURL VARCHAR(255) NULL
SANRouteEnabled TINYINT NOT MULL
active TIMYINT( 1) MNOT MULL
npv TINYINT( 1) NOT NULL
isGenerated TINYINT(1) NOT MULL
type ENUM NULL
url VARCHAR{255) MNULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT MULL
switchLevel YARCHAR(255) NOT MULL




2

W NGT UL
T NoT UL
Weniifer  VARCHAR(TE8) NOT NULL S storage oot T
‘name VARCHAR{255) NULL sy
e T N Hoen
capacityB8  BIGINT NULL ] INT NOT NULL]
location  VARCHAR(258) NULL F o INT NOT N
role. ENUM NOT NULL| identifier VARCHAR(TE2) NOT NULLJ
vendor  VARCHAR(SS) NULL e VARGHAREZS5) NOT NULLJ
P —. model  VARCHARQE) NULL rame VARCHAR(2E8) NOT NULLJ
o
o= EnuM NOT hULL tneoseigSupEres  TINYINTLY)  NOT NULL
Bcohm diskGroup  VARCHAR285) NULL inciuseinDunCapssty TINvINTE) ot NuLL
1 rargetolumeld 1N MC e status. EN NOT NULL| rainGroup TINYINTG)  NOT WU
W sourceVolmeld INT NOT NUL serisiNumber VARCHAR{255) NULL wendorTier VARCHAR(255) NULL
§ souceSiorageld [ NOT UL ut IARCHAR(2S5) NULL auloTiesing TINVINTE) NoT NULLS
¥ targetStorageld INT NOT NULLS usesFlashPoois. TINYINT(1) NGT NULL
fabeios wr NULL r e VARCHAR(ZSS) NULL
- TIVINT N e et SrspaotAlosst=aCapanyNE BIGINT NULL
L A = S voums ‘ Sant
—— INT NULL e — — [ | | BIGINT NULL
hopsCount INT ML e —— BIGINT NULL
mase Enun NOT U I BIGIHT NoT HuL
modeRaw VARCHAR(255) NULL BIGINT NULL
wectnsiogy VARCHAR(28S) NULL [ FLOAT nor nuu
s un NoT NuL BIGIT NULL
e Vi il I } : e H
SmestanTine DATETME UL SIGINT NuLL
peaaii e wuLL I | MH PRI . pryscsDskCapachVE  BIGINT
stateStanTimeCalcuisted TINVINT(T)  NULL N [ Ee— - einual TINVINTE)  NoT NULLE
sunCaicustes TINVINT()  NOT NUL | somosPood S R e e e o e e VARCHARIZ56) NULL
i 17| = T s
| & [ | s P e
g | viEw upeEna
e e AR [ AR Slor_internal_volume_repica’ [ IIINEY) :
| voume map | T ‘ S a = | Soumn_ —— el
| I . | J; | | T gmtinemaniomes INT woT NuLLl dedupeSavingsGE sIGINT nuLL
T NOT NULL & . T sourcesiorageld T WoT UL comprassionRiat FLOAT NULL
| [ pEm—r] T NOT NULL| [ = et - | il B seurssintemaoiumald INT wor nu) comprassionSavingsGE BIGINT NULL
|  sioregeld INT NOT NULL [ SHCounn —— 7|7 — — — —— — 7§ s INT N huL ui VARCHAR(255) NULL
prtocciControler  VARCHAR{Z59) NULL e mese NuLL
- || B V= e
td INT ‘ e MR T | ‘ dahGaloulsted TINYINT()  NOTNULLg® — — — 1
I e LT ., | et Myt L | | |
nnSecurty ety TNYINT | NOT NULL ®
= I . E=ma | | i
e ARGHAR(SS) NULL
| S — | ! el | ER i
| 2= TS micosodeVersion  VARGHAR(2SS) NULL ‘ =JColumn | ‘
| =] —4+H————=Z= TZ wCopstie  BIGINT VTR IR N T [ WGT NULL
| L T — T H— — — — — — & seRaCaanMBEONT e e e L T wor oL I
E— o] LC T S S ST Smcamewemont | ===
| foeas o roruuk| " L1— TH==="=""7=F e ot oL | s L wiih I
| Sererortom virchangzs vt [ ﬁuf T ———— 7 T o hn o | I, " e Pt [
agel > manage T T T T T T et VARCHAR(25) NULL
S
e vancranzen e (] oy VARARES) UL |
ype ENUM NOT NULL)
| 5 asive VT | || e mew o | |
| Enlll SO ‘:"’Cu:"?' ;‘:‘P;’C‘:;%W ﬁg‘“‘l | softFieLimit EIGINT nNULL |
v
| H |55 i NoTRUL] o AT | | raraCapscnyLmave eiGiNT NuLL | | ‘
| | | ‘SofCapactyLImIME BIGINT NULL
. | H = T NoThUL] | wt VARGHAR(ZSS) NULL || s ! o * l
Stoackend_tun S8 VeREIES] FemaNoumeld  INT NuLL festhoqiedline  DATETME  NULL
| B | = s 1L | || e BIGINT NULL ;
EEE—— usesCapsotyNe BIGINT NuLL
| R S e | TOTTTT ! |
FrontensStoragels INT NOT NULL® — — ﬁ : e e
| backetuna T NSRS — | thinProvisioned mwvity nornouly | || | L7777777¥777777r777-‘ | L2
hackendStorageld INT NOT NUL ||| copecin BIGINT NoT NuLLj § storsgeFoolld INT NOT NULI
| e ] consumedCapsciy8 BIGINT  NoT NULJ I Bl o o o s o o e Lo o e e e e Joo e e o i ]  stomgeld Nt o ol
| | | | BIGINT NoT NuLL) ‘ | 1 ‘ identifier VARCHAR(T88) NOT NULLY
2 Iy VARCHAR) NULL | L L nne VARCHARG28) NOT UL
l J> | replicaSource TINYINT(1) NULL Tiir‘iiiiiiiiiriiiiii - 0 Tiiii type. VARCHAR(265) NOT NULLJ
| L S v | I I s R
SHbackend i il e et Ty w et —— o —————— —— | o srsa T worhud
Scokm |77 ovteiers T NuLL | [ L | | | spaceuarm snun NULL
Fe [ NOTNULL® — — — — — ascroun VARCHAR(ZED) NULL e ‘ pop— TNt nor oy
Vamrayi o | | =3l TARGARED ML || Staut_ocrng s _: 4L Y e i i
rame  WARGHAR(2ES) NGT NULL et = - = Eepsheiton
‘ head VARCHAR(285) NULL ‘ SJColumn T lastSnapshotTime DATETIME NULL
| VARCHAR(Z8) NULL F= T NOT NULLY | | | lastinomnAcoessTme DATETME  NULL
§ auteTieningPoiicyld  INT NULL | sutoTrmgPoieyia NT NOT NULL| | | E VARCHAR(255) NOT NuLLY
| | saeremng TNVINTY)  NoT NuL § storageis i e ke | vrsStenge VARCHAR(ZSS) NULL
el B | [P e (S \ARCHANRIR) NUAL
s | wntencapactus  BiGINT NULL | | e Nt NoT UL | flashPeolElgiilty ENUM NULL
oo v TINYINTID UL —_— ‘ e FLOAT N
Fomr, | omoommee  enun NULL [ | | | desupeSavingsG8 BIGINT NULL
Boam VARCHAR{ZS9) NULL e BIGINT NoT UL
[pu T svantans TNt nor u) e ——" BIGINT nor ru
Fu INT NoT NULLY | |
¥ bsckendLunld  INT noTRoly 1 m VARCHAR{Z59) NULL ‘ | | tslUsedCapasty FromDev e MEBIGINT N
§ storsgeld INT NoT nuLL) L % AataAonateAGapacityME BIGINT NULL
n VARCHARIZS5) NCT NULL | . | ‘ Pt ——— BiGiNT NuLL
e I | auto_sering_poiicy WNMNES| Tavee | | st rkoseiCuetn B e
e’ SColumn snapshotUsedCapaoity)
renToUsabieRat FLoAT wor nuw
I | Fu L3 RO SR B N T T T T T s BIGINT NuLL
i {L TFooma T NOTNULL] 4 intermaliolameld INT NOT NULL L citeloatedCapaciyM8 BIGINT Saai
| identfie  VARCHAR(TES) NOTNULL|  § storagels INT NGT NUL dr_qtree_replica. ey
‘ name VARCHAR(255) NULL identifier VARCHAR(T8E) NOT NULI Scolmn TINVINTE N RuL
———N | = VARCHARIZS5) NCT NULL Wowecien W7 NoT UL Sk i
T T T T T qutaHaCapacityLmiiB BIGINT NuLL ¥ sowceStorsgeld INT noT wu compressionSavingsG8 BiGIT NuLL
quotaSaftCapacityLinitd BIGINT NuLL § cowoettenld  INT noT huJ w VARCHAR(ZSS) NULL
quotalisedCapacityM  BIGINT NUL R o tametStormgeld INT NOT NULL wid VARCHAR(255) NULL
type ENUM NOT NULL mode VARCHAR{255) NULL.
securitySryle fechnokgy  VARCHAR[2SS) NULL
sistus VARCHARDSHINULL 1 ®  uiCacusied TINYINT()  NOT NUL
oplocks TINYINT(T) NOT NULLY e
it VARCHARZS5) NULL

TR
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Sstorage poot |

= Column
T INT []
storageld INT =
S identifier VARCHAR(TES) [
SColumn T stormgellodsld | INT 1] | type VARCHAR(255) [&]
i i INT I e@cwomgeroois INT 1] name VARCHAR(255) [F]
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
name VARCHAR(255) (7] chassisConnectorld INT (7] includelnDwhCapacity TINVINT(1)  []
identifier VARCHAR(TES) [7] E = raidGroup TINYINT(Y) [
version VARCHAR(255) [0 vendorTier VARCHAR(2E5) [
——  modsl VARCHAR(255) [T sutoTiering TINVINT(T) ]
serisiNumber VARCHAR(255) [T usesFlashPools TINYINT(T) [
state VARCHAR(2E8) [T redundancy VARCHAR(255) [
§ partnerNodeld INT ] snapshotAllocatedCapacityMB BIGINT B
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSizeMB BIGINT 0 datahliocatedCapacityME  BIGINT (]
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1Column
Fe INT NOT NULL
= = VARCHAR(255) NOT NULL]
S application_t =L entifier VARCHAR(768) NOT NuLL
SlCoumn Scokmn storsgeFoolidentifier  VARCHAR(TES) NOT NULLJ
T INT NOT NULL F INT NOT NULL storageName VARCHAR[ES) NOTNULY SR i Erers
name  VARGHAR[ZS5) NOT NULL storagelP VARCHAR(1024) NOT NULLJ
repApp  VARCHAR{255) NOT NULLY o il pi S — VARCHAR(ZE) NOT NULL
§ repapeTe INT NOT NULLS identifier VARCHAR(788) NOT NULL|
lapplication_ iy SMRL IR SRS o oo M2 g VARCHAR(Z5E) NULL ip WVARGHAR(1024) NOT NULL|
dateTk _INT NULL i T, AL medel VARCHAR(ZES) NCT MULL
SCaiumn Iatest TINYINT()  NULL thinFrovisioningSupparted TINYINT(1) HULL
] apeGrougTk INT NOT NULL " T gsteTk  INT NULL thinProvisionsd TINYINT(1) NULL "m*:"‘m“'ﬁ' x:gg::ﬂm ﬁi"“‘-‘-
G} appTc INT NOT NULL ‘ wuid VARGHAR(255) NULL “M"‘""ﬂu | vmcmn{zsamg i
flexGroupldentifier VARGHAR(TES) NULL s TR,
e bisbdan 25 | % = e N family VARCHAR(255) NOT NULL]
l | | latest TINYINT()  NULL M I it
S fi el latest TINYINT(f)  NULL
| | il VARCHAR(255) NULL el 1 el
i VARCHAR(258) NULL
T INT NOT NULL | | [ G VARCHAR(258) NULL
name  VARCHAR(255) NOT NULL| |
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VARCHAR(255) NOT NULL]
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= e type VARCHAR(258) NULL
Scolumn redundancy VARCHAR(255) NULL
i INT NOT NULLS b L T LE @ thinProvisioningSupported  TINYINT(1) NULL
— — — —# hostGroupTk INT NOT NULL 5 i
fullame  VARCHAR(1024) NOT NULL] spplcationTk i pElis
tenant VARCHAR(255) NOT NULL] . latest TINYINT{1) NULL
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fierTk INT NOT NULL :
businessUnit VARCHAR(235) NOT NULL) I v=r isinual TINYINT(1)  NULL
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i=Rep TINYINT(1) NULL yearLabel CHAR(4)  NOT NULL|
bl INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NULLJ
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7t INT NOT MULL
name VARCHAR(255) NOT NULL
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vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
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| CraChE HCH microcodeVersion VARCHAR(255) NULL
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identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
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rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
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latest TIMNYINT(1) [
dateTk INT [
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=l Column
Ptk INT
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name VARCHAR(255)
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Sistorage_pool_ dimension IS

Sicoumn
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nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoolTk INT NOT NULLp— — — —x ® INT NULL
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spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(Z55) NOT NULL b
Srvic T Jemr SR e |
L —— — —#7 kEsNamespaceTk INT NOT NULL
T NOT NULL mNMmmm‘k INT NOT NULL kiR INT NOT NULL |
VARGHAR(255) NOT NULL storagehocessTyps ENUM NOTNULLE™ — — —— —F  repKBsNamespace  WARCHAR(25S) NOT NULLJS— — — — —
e ) el protectionType VARCHAR(ZE5) NOT NULL repkBsNamespaceTk INT NOT NULL
S e hardLimitCapacityMB  BIGINT NOT NULL candinality SMALLINT HOT NULL
INT NULL ‘softLimitCapacityMB BIGINT NOT NULL dateTk INT MULL
— —*®  usedCapacinyMB BIGINT NOT NULL
::_;k m‘rmm) zﬂ& [ ranTolsableRati FLOAT NOT NULL smerson I
| missingQuotalimits  ENUM NOT NULLE®™— — colmn
| T L] T | it INT NOT NULL
| | name VARGHAR(25E) NOT NULL
L _| | | | _ . dentifier VARCHAR(TEE) NOT NULL
= Column | | | | storagaldentifier VARCHAR[TEE) NOT NULL
te INT NOT NULL] type ENUM NOT NULL
| :
name VARCHAR{2E5) NOT NULL] l | " INT NULL
identifier VARCHAR(TE®) NOT NULL | | latest TINYINT(1)  NULL
storageFoolidentifier VARCHAR(TES) NOT MULL) | dat=T INT NULL
storageName VARCHAR(ZEE) NOT NULL [ |
storagelF VARCHAR(1024) NOT NULLE & T i | )
bo VIRCHARO S TRk fulname  VARCHAR{1024) NOT NULL]
vinuslStorags VARCHAR(ZES) NULL ) W Er
{255} NOT NULL| =
paceGuarantes VARGHAR(2ES) NULL b ke s T INT NOT NULL
S oty | 2 e M| S G e
wuid VARCHAR(ZES) NULL Projac VARGHAR(IES] IR DI = dayinMionth TINYINT  NOT NULL
; ] 1 NULL T INT NOT NULL daylnYear SMALLINT NOT NULL
:ugmup‘m'rﬂ :",:TRCW zﬁ iatest TINYINT(1}  NULL P VARCHAR(Z55) NOT NULL dateYear SMALLINT NOT NULL
dateTk INT NULL identifier VARCHAR(TEE) NOT NULL manthium TINYINT  NOT NULL
latest TINYINT(1)  NULL
dateTk INT NULL P VARGHAR(1024) NOT NULL day::;\:\‘eewum ;:::::—Tr Nﬂgl :i—
d VARCHAR(ZES) NULL model VARCHAR(25E) NOT NULL quar
- manufscturer  VARCHAR(Z55) NOT NULL dayinQuarter  SMALLINT NOT NULLJ
seralNumber  VARCHAR(Z5E) NULL repQuarter TINYINT  NOT NULL
micropodeVersion VARGHAR(255) NULL rephionth TINYINT - NOT NULL
Fanily VARCHARY regilesk TINYINT  NOT NULL
] INT NULL repDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT() NULL
datsTk INT NULL yearLabel CHAR(4] NOT NULL]
wl VARCHAR(25S) NULL monthLabel CHAR[T)  NOT NULL
dataCanter VARCHAR(2EE) NULL quaterlabel  CHAR(T) NOT NULLJ
rephonthOrLatest TINYINT  NOT NULLJ
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
A ) $
EFERE
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=l efficiency_fact

= Column

7tk INT NOT NULL
¥ dateTk INT NOT NULL
? storageTk INT MOT MULL

rawCapacityMB BIGINT
| backendCapacityMB BIGIMNT
storageTechnology VARCHAR(255) MULL

gainMB BIGINT MOT MULL
lossMB BIGIMT MOT MULL
potentialGainMB BIGIMNT MOT MULL

potentialLossMB BIGIMNT MOT MULL

|
|
|
1
|
}

=Istorage_dimension

=] Column

? tk INT NOT NULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
ip VARCHAR(1024) NOT NULL
model VARCHAR(255) NOT NULL

manufacturer
serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)

family VARCHAR(255) NOT MULL
id INT NULL
latest TINYINT(1) NULL

¢ dateTk INT NULL
url VARCHAR(255) NULL

dataCenter VARCHAR(255)

EFHENEFELEE

=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL
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=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
inseiomeCapadhE BONT  NOTNULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL
FETRAE
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= Column

T INT NOT NULL
name VARCHAR{255) NOT NULL
sequence  INT MULL
cost DOUBLE NULL
id INT NULL
latest TINYINT()  MULL
dateTk  INT NULL

= Column
¥tk INT NOT NULL = Column
name VARCHAR{ZES) NOT NULL it INT NOT NULL
identifier VARCHAR(TEE) NOT NULL T dateT INT NOT NULL
version VARCHAR{ZEE) NOT MULL G storageTk INT MOT HULL
modsl VARCHAR{ZES) NOT NULLf— — — — —# ] storsgeNodeTk INT NoThULLE,
serislNumber VARGHAR{ZEE) NOT NULL G b= INT NOT NULL
siteMName VARCHAR{ZE5) NUILL totaiNodeC spacity UtilEationMB DOUBLE NULL
url VARCHAR{ZE5) NULL usableModzCapacity UtilizationMB DOUBLE MULL
i INT NULL usedhodeCapacityUtiizationMB DOUBLE MULL
Istest TINYINT(1)  NULL ussdMstaDataNodeCapacityltizationMB  DOUBLE NULL
datsTk INT NULL allowsdhetaD CapacityltilzationMB DOUBLE NULL
I
1
= Cohsmn
Ttk INT NOT NULL]
name VARCHAR{2E5) NOT NULL
ilentifier VARCHAR{TEE) NOT NULL
ip VARCHAR{1024) NOT NULL
model VARCHAR{2EE) NOT NULL
manufacturer  VARCHAR{ZEE) NOT NULL
serislMumber  VARCHAR(255) MULL
microcodeVersion VARCHAR(ZE5) MULL
famity VARCHAR{2EE) NOT NULL
W INT NULL
latest TINYINT{1) MULL
dateTk INT MULL
wrl VARCHAR{2EE) NULL
dataCenter VARCHAR{2EE) NULL
VM BE

T

= date_di

= Column

e INT NOT NULL
fullDate DATETIME NOT NULL
dayinMonth TINVINT  MOT MULL
daylin¥ear SMALLINT MOT MULL
dateYear SMALLINT MOT MULL
manthhum TINYINT  MOT HULL
dayinWeskNum  TINYINT  MOT NULL
quarter TINVINT  MOT NMULL
dayInCuarter SMALLINT MOT MULL
repluarter TINYINT  MOT MULL
rephonth TINYVINT  MOT NULL
repiVesk TINYINT  MOT MULL
repDay TINYINT  MOT MULL
latest TINYINT{T) MULL
yearLabal CHAR{#)  MOT MULL
maonthl sbel CHAR(T) MOT NULL
quarterLabel CHAR{T)  MOT MULL
rephonthOrLatest TINYINT  MOT NULL
sspFlag TINYINT  MOT MULL
furture TINYINT{E) MOT MULL
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Slvm dimension |

S Column
Fie INT NOT NULL]
=
name VARCHAR{255) NOT NULL]
naturslitey  VARCHAR{TEE) MOT NULLJ ?CWM E:”:mc"&—'“m o T MOT NULL
o VARCHAR[255) NULL _ e INT NOT NULL
— name  WARCHAR(255) NOT NULL]
virtuaiGenterlp VARCHAR(255) NULL ‘ name VARCHAR(2E5) NOT NULL| ¥ e i sl — —%  zaquence INT MULL
i INT NULL sequence INT NULL used TINVINT(1)  NULL [ i i i
Istest TINYINT(1) NULL | i DOUBLE NULL vmSpecific TINVINT(1)  NULL | i i s
dateTh INT NULL i INT NULL replicationSpecific TINYINT(T)  NULL
: latest  TINYINT()  NULL
ips VARCHAR{4058) NULL ‘ est  TINYINT{)  NULL description VARCHAR(255) NULL | wie | 0 s
url VARCHAR({255) NULL ‘ dateTk  INT NULL T |
Savee cmersionES) ‘ | | Semesn
e ‘ | l | Column
Tt INT NOT NULL ‘ ] Fu INT NOT NULL
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — — tephpp  VARCHAR(255) NOT NULL
identifier VARCHAR(TEE) NOT NULL ‘ I —— L NOT NULL
storageldentifier VARGHARITEE) NOT NULL NOT NULL cardinality SMALLINT  NOT NULL § -
type ENUM NOT NULL NGT NULL dateTk  INT NULL  — =] application_
id INT NULL NOT NULL [ Sl Column
Iatest TINYINT{f)  NULL NOT NULL T 2ppGroupTk INT NOT NULL]
dateTk INT NULL NOT NULL P speTk INT NOT NULL
intemalVolumeTk  INT NOT NULL] i M Rep TINYINT(1) NULL
Tk INT NOTHULLE®— — — — — — — —
ldatastore. qh:::émup'rk INT NOT NULL| ?ﬁm“”n—m
HiColumn appiicationTk INT NOT NULL|
G INT NOT NULL appiicationGroupTk  INT NOT NULL nams VARCHAR(238) NOT NULLJ
natursley VARGHAR(285) NOT NULL] therTk INT NOT NULL desorption VARCHARIZEE) NULL
name VARCHAR(2E5) NOTNULLE— —— —— ~— —— —— “® ¥ sarvicelevellk INT NOTNULLRg paniTy VARCHAR({255) NULL
moid VARCHAR(255) NULL wmTk INT NOT NULL ‘ i INT NULL
d INT NULL datastorsTk INT NOT NULL bies TITYIECH S
test  TINYINT(T)  NULL duaSioehbame | VARCAVBIDIZ)TAN e — — — — — _l ‘ ::mm \‘;N:RCHAR :t:&
datsTk  INT NULL dataStoreld INT NULL (28)
vitusiCenterlp  VARGHAR{Z5%) NULL ‘
businessUnit VARCHAR(ZS5) NOT NULLfg— — — — | |
businessEntityTk  INT NOT NULL| |
M P kBsNodeTk INT NOT NULL ‘ ‘
fo— — — — — —#*  ciorageAcosssType ENUM MOTHULLEy |
INT NOT NULL T capaciyType ENUM NOT NULL 1 ‘ e i Rt Tent
VARCHAR(255) NOT NULL] aonalME BIGINT NOT NULL | ‘ |
identifier VARCHAR(TSE) NOT NULL] — == = =% pwvisoncdMB  BIGINT NOT NULL VARGHAR(Z55) NOT NULLJ
storag=Poolldentifier VARGHAR(TE8) NOT NULL | . | ‘ | lenies ::zg: ““025‘”4 E :ﬁ
storageName VARCHAR{255) NOT NULL| | | | o4 vmcm\m ]MLFLL
storagelP VARCHAR{1024) NOT NULL| | | | VARCHMW ]
type VARCHAR(255) NULL | | ol o
/ manufacturer VARCHAR(ZES) NOT NULL
vintuslStorage VARCHAR(258) NULL | | :
INT NULL
spso=Guarantee VARGHAR(258) NULL |
thinProyisioni TINYINT{T NULL | | ‘ | el TR I s Sl host_group_
reg Tppone: m | | dateTk INT NULL
thinProvisioned TINYINT(1) NULL | | ‘ 7 s i L » = Column
wuid VARCHAR(255) NULL | | - i [25? e F hostGroupTk INT NOT NUL]
flexGroupldentifier VARCHAR(TEE) NULL | | | | il pd P hostTk INT NOT NULL]
] NULL :
latest TINYINT(T) NULL | B Lol b | ‘ | —— LS
dateTk INT NULL | | identifier  VARCHAR(TES) NOT NULL] |
url VARCHAR(255) NULL name VARCHAR{ZES) NOT NULLJ | |
| clusterName VARCHAR{258) NULL | ‘
| i INT HULL | ‘ ik INT NOT NULL
Iatest TINYINT{1)} NULL
S Column dateTk INT NULL repHost VARCHAR{255) NOT NULL}
| T INT NOT NULL l J> k'l repH.nst.Tk INT NOT NULL]
| fullDate DATETIME NOT NULL E ::T"?"V I“;N"_'r’"'“m :&_TL"”""
INT NOT NULL dayinonth TINYINT  NOT NULL Sl storage_
= VARCHARIT24) NOT NULL | dayinyear SMALLINT NOT NULL SColumn
tenant VARCHAR(Z55) NOT NULL b greoien SMALLITE Dy e T INT NOT NULL
o ARG NOTMULE — ~ L aweatom TiINT T = Ve el e
businessUnit VARCHAR(255) NOT NULL ""'m"g'* T Re P identifier VARCHAR(TEZ) NOT NULLJ
project VARGHAR(255) NOT NULL} b g io VARCHAR{1024) NOT NULL}
“ INT NULL oy ke SMetLI R modsl VARCHAR{25E) NOT NULL
latest TINYINT(T) NULL 'qﬁ:r;e' Eg:g ﬁ :i‘l‘ VARCHAR NOT NULL
dateTk INT NULL i)
replesk TINYINT  NOT NULL *_""N‘"“"’:’ ::;g:::ﬁ :um“{
repDay TINVINT  NGT NULL r": e L o el
istest TINYINT{1} NULL :"'“" o 2 il
yesrlabel CHAR{4) NOT NULL
monthLabel CHAR{T) NOT NULL :::_;k T;T‘m{“ :ﬁ
quarterlsbel  CHAR(T) NOT NULL
rephlonthOrLatest TINYINT ~ NOT NULL o YRREHANEES (RS
sspFlag TINYINT  NOT NULL o VARCHAN A
future TINYINT(1) NOT NULL
o =]
RN
ﬁ*/ Rt ===}
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Sivotume simension WNNNNNNNINES| S =orege.peol_dimensi Stivtermal voisne G|

Sicolumn Scolumn Stcaremn
t INT NOT NULI
& = o ! identif VARCHAR(7E8) NOT NULL B nr sl
identifier
i‘:’f"’“"""ﬁiiﬁm;{”z?ii :gLrLuuL name VARCHAR(255) NOT NULL namé VARGHARIZSY) HOT ML 5 HoT W
perie . igentifier VARCHAR(7E8) NOT NULL VARCHAR{255) NOT NuL] e
PR storagelP VARCHAR(1024)NOT NULL storagePoolidentifier  VARCHAR{TE3) NOT NULL VARCHAR(7EE) HOT NULL] Slservice lavel
type VARCHAR(255) NULL type WARCHAR(255) NULL storsgeName VARCHAR(255) NOT NULL VARCHAR(1024)NOT HULL Scelumn
n it Y e g Varciazizen L ISP i et I
snapshot TINVINT(1)  NULL thinProvisicningSupportedTINYINT(1)  NULL i = enle izl name  VARCHAR(Z55)NOT NULL
e TYp PH Sy TINVINT(T NOT RULL vinusiStorage VARCHAR(255) NULL serialNumber  VARCHAR(25S] NULL b e el
= RS s = s R spacsGuarantes VARCHAR(2E5) NULL micacadeVarnsion VARCHAR(ZES) NULL | s e e
tninProvisioningSupponadTINYINT(1 NULL family VARCHAR(255) NOT NuL
id INT NULL latest TINYINT{1) NULL id INT NULL
thinProvisioned TINVINT(1)  MULL id INT HULL |
Istest TINVINT{1)  NULL isVirtual TINVINT{1) MULL Istest TINYINT(1)  NULL
uuid VARCHAR(255) NULL Iatest TINYINT(1)  NULL §
En: RO LT e i e flexGroupldentif VARCHARI7E8) NOT NULI dstaCents VARCHARIZ5S] NULL | e St
R  dateri M T exGroupldentifier 1788) istaCenter (255) e ————
id INT NULL url VARCHAR(ZES) HULL
2 :len VATF‘CMR{Z‘F’E" :5tt Y Iatest TINYINT(1)  NULL § asteTe INT NULL |
&l url VARCHAR(255) MULL | Elstorage_and_storage.
| ‘ § asteT INT NULL T | Scolumn
Elchargeback_fact | ‘ i INT NOT NULLY
| § storagePool Tk INT NOT HuLL]
INT NOT NULI | ‘ | P storageTx INT NOT NULLY
 storageTi INT NOT NULI R | e INT NOT NULL
 storaePool Tk . S | | ' badkend TINYINT(1)HOT HULL]
§ intemalVolumeTe  INT NOT NULI | INT NOT NULL 1 capecityMB BIGINT  NOT NULLJ
9 gtreeTe S e — e rawCapacityMB BIGINT  HOT HULL]
T = T | S Pl usedCapacityMB BIGINT  NOT UL
¥ nostGroupT NT NOT NULI | ST e oL - usedRewCapEciyME BIGINT  NOT NuL]
spplicationTk T e — it L e snapshatls=dCapacityMB BIGINT  HOT NULL]
§ spplicationGroupTe  INT NOT NUL | s ot B, T znapshotUsedRawCapacityMB BIGINT  NOT NuLL]
§ tierTk INT NOT NULI AR gen) T ) ey unconfiguredRawCapaciyMa BIGINT  HOT HULL]
§ servicelevel Tk INT NOT NULL hestGraupTh INT NOT NULI Scolumn spareRawCapacityMB BIGINT  NOT NULY
businessUnit VARCHARZES)NOT NULLFS— — — — — — — — — —# o T NOT NULL Pu INT NOT NUL] IailechiawCapacyits |
i lumeCapacityMa BIGINT  NOT NULL]
' businessEntityTx INT NOT NULL senviceLevel Tk INT NOT NULI name VARCHAR(255) NOT NuLLL :::senwr:;a e i bl
 protectionType VARGHAGIAM NOTAIS storagePocl Tk INT NOT NULL identifier  VARCHAR(7E8) NOT NULLY i e e ]
¥ storagercoessType  ENUM NOT NULL internalVolumaTe INT NOT NULL ip VARCHAR(1024) NOT NULL ;ftlul:m s i £ ’NULL
resourceName VARCHAR(255) NOT NULI qtresTk INT NOTNULKy P ‘VARCHAR(255) NULL e n:: (CapadtyME s shE
§ resourceType ENUM NOT NULI kBsNamespaceTh INT NOT NULI madel VARCHAR(2ES) NOT NULL} i P;WMB s B
§ mappedByVM TINYINT{1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLE Dedvm E:BD'HWMB i ]
virtualStorage. TINYINT{1)  NOT NULL isVirtual TINYINT(1)  NOT NULI id NT NULL iy ”pa tecCapacityMBBIGINT  NOT NULLL
5 internalValumeAlloest ci
provisionedCapacityMEBIGINT NOT NULL isBackend TINYINT(1)  NOT NULL latest TINYINT()  NULL imiie el ur::na i et
usedCapacityMB BIGINT NOT NULI protectionType VARCHAR(255) NOT NULI wl VARCHAR(255) NULL S5
F osteTt £ R intemalVelumeConsumedCapacity MBIGINT  HOT HULL
isAcosssed TINYINT{1)  NOT NULL dstaCenter VARCHAR(258) NULL e s
isOrphaned TINYINT(1)  NOT NULL FasteTe INT o i e
isProtection TINYINT(1)  NOT NULL § antars ek |
iate’
isUnused TINYINT(1)  NOT NULY T ?
isMasked TINYINT(1)  NOT NULI % B sep veptue sep e u
e T ishappead TINYINT(1)  NOT NULL [l
() ] DOTAe provisionedCapacityMB BIGINT vornody Bloorm
name VARCHAR(ZES)NOT NULLES— —— —— —— —— —— ~— ~— ~— —— #  amcedCapacityMB  BIGINT NULL = Eleas
identifier VARCHAR(TE8) NOT NULL crphanedCapaciyME  BIGINT NULL LD i Laluid » SlColumn
storageldentifier VARCHAR({TEE) NOT NULI protectionCapacityMB  BIGINT NULL repHost  VARCHAR(256)NOT NULLE™ - m
type ENUM NOT NULL unusedCapacityMB BIGINT NULL J repHostTe INT NOT NULL : e
id INT NULL | . consumedCapacityM8  BIGINT noTNULLhy cardinelity SMALLINT  NOT NULL] ¥ nostT L SRR
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL | isRep TINVINT{1jNULL
—_ —_—
9 dateTr INT NULL | w |
url VARCHAR(ZES) NULL ) |
| i | Idate_dimension
| i ki =Column
- =] k8s_namespace_grt 1 e P INT NOT NULL
o S8 ramespace aroup e CRN|
EW"—‘— | Scolumn fullDate DATETIMENOT NULL
Scalumn | W INT NOT MULL INT nNOT NuLL daylnManth TINYINT  NOT NULL]
e Lif siEnll | (255) NOT NUL VARCHAR(TE8)NOT NULL] dayinYesr SMALLINT NOT NHULLJ
name  VARCHAR(255)NOT NULL] | rapkBsNamespacaTk INT Ty VARCHAR(ZEZ)NOT NULLL dsteYear SMALLINT HOT NULL
sequence INT N iy e AT clusterName VARCHAR[Z5S)NULL yesrlabel CHAR(4) NOT HULL]
cost DOUBLE UL gt e e id INT NULL monthNum TINYINT  NOT HULL]
id NT NULL \atest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULL]
lstest  TINYINT(1)  NULL T dataTh T NULL dayinWeesNum  TINYINT  NOT NULL]
P asteT  INT NULL quarter TINYINT  HOT UL
| quarterLabel  CHAR(7) NOT NULL]
dayinQuerter  SMALLINT HOT HULL)
oz sz iz oz - —_ repQuarter TINYINT  NOT HULL
rephonth TINYINT  NOT NULL]
repWeek TINYINT  HOT UL
repDay TINYINT  NOT NULL]
KkBs_namespace
zw repMonthOrLatest TINYINT ~ NOT HULL)
=2 sspFlag TINYINT  NOT NULL]
7 rasNamespacaGroupTk INT NOT NULL] atast TINYINT{1)NULL
# kgshamespace Tk INT NOT NULLY future TINYINT{1)NOT NULL]
isRep TINYINT(1NULL
K3 INT NULL

SRS ™
TEH#R T ek dEE ™,

N AEF 85\ R
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)

SRR RE
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HESARN

Eltime_dii
= Column

Ptk INT

'? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

=ldate_dimensic
=|Column

e
| 7tk INT — ] =l cluster_switch _p_
fullDate DATETIME | =lColumn
Hcluster_switch_port | dayinionth TINYINT 7« INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPortTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephionth TINYINT receiveDiscards ~ DOUBLE [
totalBytes DOUBLE [7] repWeek TINYINT transmitDiscards DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
tatalErrors DOUBLE [ | transmitPackets DOUBLE [
receivePackets DOUBLE [7] | totalPackets DOUBLE []
transmitPackets DOUBLE [ | Y
totalPackets DOUBLE [f] SoElarlE ] |
¥ | R
|
I ! | = cluster_switch_|
| SColumn | B t INT
| 7R INT | identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) | storageld INT [l
| address VARCHAR(255) [ | storageNodeld INT E
serialMumber VARCHAR(255) | name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —<  version VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
manitored CHAR 1 portindex VARCHAR(255) [[]
monitoringEnabled CHAR F isl CHAR [
monitoringReason CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) [
latest TINYINT(1) B number VARCHAR(255) [
? dateTk INT [l type VARCHAR(255) []
? timestamp BIGINT 1 speed VARCHAR(255) [
id INT F
latest CHAR E
dateTk INT F
P timestamp BIGINT E]
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Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) []
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

A= RSN NN
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=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
_____ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
A aE e readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopsMax DOUBLE [ 7t INT
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
i -I— — totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l

=lstorage_dimens




SlColumn =] Column
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
IEI::I::EEE:EEIME}( ggﬂgtg E thinProvisioningSupported TINYINT(1) 1
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ Iudrl :}ECHARQSS] S
| totallops DOUBLE
SColumn totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT B r _
yearLabel CHAR(4) =lColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT “1disk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = - model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =
FHFABNIFRI
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=lhost_volume_hol

TINYINT(1) Dl

=lColumn SlColumn
=Column 7 & BIGINT | LA INT
A iif @ timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
project VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) 1 readResponseTime DOUBLE id INT El
¢ dateTk INT = writtResponseTime DOUBLE latest TINYINT(1) [
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
—service | readThroughput DOUBLE
=Colurnn writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOMaxvolumeThroughput DOUBLE
name  VARCHAR(255) sumOMaxVolumeThroughput ~ DOUBLE | Zinost_group_bridge iz
sequence INT BfpF————* readlops DOUBLE | = Column
cost DOUBLE £ wiitelaps DOUBLE | % hostGroupTk INT
id INT ] sumOfAveragesVolumelops DOUBLE 72 hostTk INT
latest  TINVINT(T) [ maxOfaxvolumelops DOUBLE | =
? dateTk INT 1 sumOMaxVolumelops DOUBLE | .
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
totalCacheHitRatio DOUBLE [] M_
: totalCacheHitRatioMax DOUBLE [T =lColumn
=lColumn writePending BIGINT ? tk INT
Tt INT readloDensity DOUBLE [] - 7
fullDate DATETIME o DOUELE ] ? il
3 repHostTk INT
dayintionth TINYINT o sn oug CONTEEE DO cardinality SMALLINT
dayinYear SMALLINT totalloDensityMax DOUBLE [] ? gt e &l
e SMALLINT compressionSavingsPercent DOUBLE [ e
Jear ahel CHAR(4) compressionSavingsSpace DOUBLE [
rronHNm TINYINT totalTimeToFull DOUBLE [
manthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ SlColumn
quarter TINYINT ¥tk INT
quarterLabel CHAR(7) | - ?name VARCHAR(255)
daylnQuarter SMALLINT sequence INT E1
repQuarter TINYINT cost DOUBLE [
repMonth TINYINT id INT ]
repWeek TINYINT Sl Column latest TINYINT(1) El
repDay TINYINT Ptk INT P dateTk INT [
repMonthOrLatest TINYINT —_ —.? hourDateTime DATETIME
sspFlag TINYINT hour TINYINT
latest TINYINT(1) [] S TINYINT
futuire TINYINT(1) second TINYINT

ENESWIE B 1ERE
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microsecond  MEDIUMINT

@ dateTk INT




=ldate_dimensi

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”"t';"ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT ]
perfarmance. latest TIMNYINT(1) E7
dataCenter VARCHAR(255) [
url VARCHAR(255) [

FENEIUHE B RE
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=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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=Istorage_pool_dime

=service_leve

- = Column
=]Column ? ™ NT
i LiTE name VARCHAR(255) name VARCHAR(255)
identifier VARCHAR(768) sequence INT [l ___ __ description VARCHAR(255) [7]
e RIS ) cost DOUBLE Ll | priorty  VARCHAR(255) []
storageName VARCHAR(255) id INT B ‘ url VARCHAR(255) [F]
storagelP VARCHAR(253) latest TINYINT(1) F id INT 0
tipe VARCHAR(255) [C] P dateTk  INT &l | |atest TINYINT(1) B
redungancy VARCHAR(258) [ | @ dateTk  INT &
thinProvisioningSupported TINYINT(1) (al |
isvirtual TINYINT(1) al L. ‘
usesFlashPools TINYINT(H) Slinternal_volume_hotifly pereraREENEEIE]| \ .+
ircHizss) Scom | | Sevplcoton soupBAGHEN]
id INT fF———*§nx INT | Hca
latest TNYINT() ¢ timestamp BIGINT J | 2
} dateTk INT il
: t;g:lﬁ ::1 ‘ _IsRep TINYINT(1) [
internalVolumeTk INT ‘ .? NPT
storageTk INT | ? appTk LT
virtualStorageTk INT b
INT storageNodeTk INT l |
identifier VARCHAR(768) appiConEE L =Column
storagePoolidentiier  VARCHAR(768) 4pplcalONLfoupE il 7 INT
storageName VARCHAR(255) terTk INT o — — — e ARCHAREZES)
storagelP VARCHAR(255) seniceLevelTk INT  repAppTk INT
type VARCHAR(255) [[] businessEntityTk INT cardinaliy SMALLINT
virtualStorage VARCHAR(255) [FIf— — — —#  K8shamespacelk Bl PaateTk  INT =
spaceGuarantee VARCHAR(255) [7] KESNAMespace GOk i
thinProvisioningSupported TINYINT(1) B readResponseTime DOUBLE  [7]
thinProvisioned TINYINT(1) B wilteResponseTHns DOUBLE [ M_
waid VARCHAR(255) [] totalResponseTime DOUBLE [F] =column
flexGroupldentiier VARCHAR(768) [T totalResponseTimeMax DoUBLE [ [ INT
ul VARCHAR(255) [] readTitough e Teliis 1 identifier  VARCHAR(763)
id INT B writeThroughput DOUBLE [ o VARCHAR(25E)
totalThroughput DOUBLE [7]
latest TINVINT(1) (@ clusterName VARCHAR(255) [C]
9 dateTk INT A totalThroughputhlax DOUBLE [ b he
readlops DOUBLE [
writelops DOUBLE [ - e I:;?;_:k ::ngrm E
totallops DOUBLE []
— = = totallopshlax DOUBLE [7]
;Ib"s'"essj writePending BGNT [ ? =column
SCnlumn readloDensity DOUBLE [ 72 k8sNamespaceGroupTk INT
P INT writeloDansity DOUBLE [ l 72 k8sNamespaceTk INT
fullname VARCHAR(1024) totalloDensity DOUBLE [ isRep TINYINT(1) [
tenant VARCHAR(255) totalloDensityMax DOUBLE [ =IColumn
lob VARCHAR(255) e ohjsdCount DOUBLE [ R NT
businessUnit VARCHAR(255) accessed INT =] repk8sNamespace  VARCHAR(255)
project VARCHAR(255) frontend TINYINT(1)
repK8shamespaceTk INT
id INT (| backend TINYINT(1) cartindiy S
latest TINYINT(1) il filesystemCapacitPhysicalused  DOUBLE [ dateTk INT
P dateTk INT [l flesystemCapacityPhysicalAvailable DOUBLE [
filesystemCapacityLogicalUsed DOUBLE [
r— — —®  taTimeToFull DOUBLE [
Zltier_dimens| ‘ confidencelntervalTimeToFull DOUBLE [|jp#———— — — — ]
= Column | - ? b ‘
Pk INT ‘ | | | |
name VARCHAR(255) | | ;o T T T T ‘ —— — %k
S ‘E’:;uE\LE g 77777 | | | @ hourDateTime DATETIME
< w5 | | S e
latest TINYINT(1) ]
# dateTk  INT [l storagg Hlstorage n * f:z?;:e:und EES:E;INT
SiColumn =lColumn fullDate DATETIVE 9 dateTk INT
P INT gaylnMonth TINYINT
name VARCHAR(255) name VARCHAR(255) dayinYear SMALLINT
identifier VARCHAR(768) identifier VARCHAR(768) daleYear SMALLINT
ip VARCHAR(255) version VARGHAR(258) yearLabel CHAR(4)
model VARCHAR(255) irda VARGHAR(258) monthNum TINYINT
manufacturer VARCHAR(255) serialumber VARGHAR(255) monthLabel CHAR(T)
serialNumber VARCHAR(255) [ siteMame VARGHAR(255) dayinWeekNum  TINYINT
microcodeVersion VARCHAR(255) [ url VARCHAR(255) quarter TINYINT
family VARCHAR(255) id INT quarterlabel CHAR(T)
urt VARGHAR(255) [ Jatast TINYINT(1) daylnQuarter SMALLINT
id INT (| dateTk INT repQuarter TINYINT
latest TINYINT(1) [ rephonth TINYINT
‘? dateTk INT [l repWeek TINYINT
dataCenter VARCHAR(255) [ repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(1)

=lapplication_
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INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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246



E dbDatatyps (NN SCoumn | ghDatatype |NN S Column Dstatype NN
fi=Ed INT ] e INT ] = INT ]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
" Hoost DOUBLE | Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Slatest | TINYINT{T) [ Siatest | TINYINT(T) & r— ;WDQ ::gm; ia
T [ ‘ = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= coumn &Daatype | NN | ‘ g VARCHAR(EES [
(= INT g A =1 INT
Srame VARCHAREZSS) | [ [ | Siatest TINVINT()
identifier VARCHAR{TEE) | [ i l ‘
S | VARCE AR i TN -
S mode! VARGHAC I S atree_caily_performance et LS| | ERmRe———
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ =% T SlColumn s Datatype
= microcodeVersion | VARCHAR(255) | [ e (=D INT
= family VARCHARDES) [FIf— — — — — — =5 — = = Slidentifier | VARCHAR(7E2)
El VARCHAR(ZS%) | [ Saem s @t — — — —% Smm VARCHAR[2E5)
— . S w8 S e
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
S Y —— Szervolevarry W | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR({255) | [ 4 ;_
Sticentifir veRGHARGE® | T -2 T L] e O el
S storageF VARCHAR(TEE) | [7] 5 i Tl | l =JisRep TINYINT(1)| O]
B stormgelame, {WARHAR{0)E " =i = ——]lL)E — L]
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B wciangss Of | e - R rErm |
® INT Ei]
Guarantes 1 ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
TINYINT(1) | | | El INT &
Sincrovisionsd TINYINT(T) | | = carinaiity SMALLNT | [
Srocusies | o sme— | (R C—
roupldantifier _dimer
£ | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
== i ] - ‘ = rulDate DATETIME | [ ‘ | | 3 3
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
S dayinrear SMALLINT | [ | f =L INT d
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
Sl Column @Datatype NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED INT ‘ =] monthNum TINVINT [ (] atree | FE e TR
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
=l Wﬂ =l dayinWeekNum | TINYINT | [# =L INT 8] | Hia INT
Hterant sz il B = quarter TINYINT | [ Srame VARCHAR(255) [ T Sllatest | TINVINT(T)
b VARCHAR(255) | [ & i 3 & |
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = R{TE8)
- — | — i o i a— o I J o
Slatest TINYINT() e S gu v 5 | l :$ 5
S repCay TINYINT | [#] Siatest TINYINT() | =
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= =spFlag TINVINT | [ o & R +
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=

Qtree &/\BF1EEE
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e SJCoumn | ffDatatyps
Vo o = i
Slname | VARCHAR(ZS5) =
T — Ers = amcrang |
St [DOUBE ([ Rcict MUEH VARCHAR(2E5) | 7
EL INT B I VARCHAR(1024) (7]
Siatest | TINVINT(T} ] Histest | TINYINT(1) VARCHAR(25E)
— VARCHAR(258)
‘ T TINYINT(1} M
| TINVINT() | [
S stoiagal | TINVINT() | (1)
Y ‘ | VARCHAR{2E8) | [T
=13 INT s ‘T’T;wmm %
rame VARCHAR{255) ‘ gm—m
= isentifier VARCHAR(TEE) Column
ED VARGHAR( 1021 I, - BGINT || lkes_namespace dimensionga|
= model VARCHAR(ZEE) | i Stmestamp BIGINT [ (/] Scokmn Dzatype NN
" Smanfaciurer | VARCHAR(ZES) Bl INT [} Tan INT ]
SJseralNumber | VARCHAR(255) — e — 4 R INT 5} : HAR(TES)
S mirscecelrmen VARCHAR(SS) | ¥ B ], o e IR e
_ S tamiy A S =torageTk INT il =] clusteriame| VARCHAR:
wrl VARCHAR{258) | [ Sl storageFooTk INT JEil - INT
=L INT Sl intemalolumeTk INT ]
istest TINYINT(1} =] virtualStorageTk INT = gbﬁﬁ lw:wmm
=] datsCenter VARCHAR(ZES) | [ ek INT = e | S Column 0
Sservicelevallk INT il T ;E 4T
= applicationTk INT & =] e
Tk INT = =isRep TINYINT{1)
=] businessEntity Tk INT |[# | J>
SJinternal_volume. _= :ﬂ '3
SJColumn 3 Datatype NN —_———— — — S DOUBLE ([ — — — — — —=SColmn dbDatatyps r_w_w
=L INT L — & Swtaliopeiix DOUBLE [[If® — — F=L INT o
Hname VARCHAR(255) | [ | ‘-T 3 =lrepisNamespace | VARCHAR(ZSS) Ff— — — — — —
Jtentitier VARCHAR(TEE) % | | S repi@sNamespaceTk |INT |
VARCHAR{TEB) =] cardinality SMALLINT i
VARCHAR(255) | [¥]| | | ‘ ‘ | stk INT 0
VARCHAR(1024) [ | | ‘ ‘ |
VARCHAR(ZSS) | [
xi;g““m? E | | | | application_
a2 M | | | SCoumn | dbDsttype NN
TINYINTE) || LETD N
VARCHAR(ZES) | | || | Srame | VARCHAR(ES]
VARCHAR(ZES) | — — — —  jdescrpton | VARCHAR(EE| [ #— — — — ]
NT l ‘ ‘ Spriorty | VARCHAR(255] |
Hotest [t |1 | Home TS [varowaresn| [ é
‘Sl fiexGroupldentifier VARCHAR(TEE) | [ | = = oy ‘ ‘ g;ﬂ !r,;ﬁwmm } = —
T3 [ ] — : i
| SfulDate DATETIE | [, | T SECLL oo
SJdaylnkdonth TINYINT | [ C e o
SDanpe | NN | Sasyinvear SWALLINT | [#1 | - 1 | Filsten INYVINTY ]
INT il | Sdatevear SMALLINT | [ Sapek Sx =
Sltulname | VARCHAR(1024) [ = CHARE) | [ J} l J, =3 LSl L
Er— i) N R — . SSaicason_srous simeSHRRE| T
lob VARCHAS Ei— HART) i
gmmu«u vmcm:gg % SdayinWeskNum | TINYINT | S Column o Datatype m |
Boia VARCHAR(ZES) | qusrter TINYINT | [ T=x | f=0) INT &) J—
- INT uf Squarterizbel CHART) | [ Slrephpp | VARCHAR(ES) [ |
e TINVINTE | Sdayinduaner  SMALLINT | B f— — — —# T SlhouDateTime | DATETIE | [ SrepbppTx | INT ™
Srepuznz TINYINT | [ Shost I::\tﬁ L] Scardinality| SMALLINT | [
Eregbioat LAt Nl ;m“: TINYINT E o= -
Slrepesk TINYINT | [ B0 T
SlrepDay TINYINT | [ .E"“’w" £
SrepblonthOrLatest | TINYINT | [
SeepFlag TINYINT | @
Siatest TINYINTY
Sfuture TINYINT()] [ |
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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=lColumn

7tk INT 1
name VARCHAR(255) m— -
identifier  VARCHAR(768) tier_dimension NN
version VARCHAR(255) =lColumn
model VARCHAR(255) Pk INT
seriaiNumber VARCHAR(255) name WVARCHAR(255)
?tk T I siteName VARCHAR(255) g - — — sequence INT A
url VARCHAR(255)
'-? hourDateTime DATETIME id 2 B | F;st :Z:JC_)FUEILE E
|
hour TINYINT latest TINYINT(1) Fl |
: ; latest TINYINT(1) [
minute TINYINT P dateTk INT Fl | S B =
second TINYINT ? date
microsecond  MEDIUMINT | |
dateTk INT l |
| | =lstorage node_he |
| | =lColumn |
| | Ttk INT |
| | ¢ timestamp BIGINT |
| —— — — — — — % imeTk INT | PR Zstorage._di
dateTk INT Scolumn
_ * storageTk INT 7 G I
Hldate_dime storageMNodeTk INT L
SiColumn tierTk INT i VAREHREAY)
7 t INT I readResponseTime DOUBLE [] FEnbReE gt
: i ip VARCHAR(1024) [#
fullDate DATETIME wnteResponseﬁme DOUBLE [ i VARCHAR(255)
dayinblonth TINYINT totalResponseTime DOUBLE [
it totalResponseTimeMax ~ DOUBLE [ manitiaciures. S8 el SEIE R
daylnYear SMALLINT p :
reRdThrGU AT DOUBLE [7] serialMumber VARCHAR(255) [
dateYear SMALLINT anp L !
L microcodeVersion WARCHAR(255) [O]
writeThroughput DOUBLE [
yearLabel CHAR(4) family VARCHAR(255)
totalThroughput DOUBLE []
maonthNum TINYINT i VARCHAR(255) [
totalThroughputhasx DOUBLE [7] e
monthLabel CHAR(T) B DOUBLE [F] id INT El
daylnWeekNum  TINYINT sl ::reilte;:}; oowee F latest TINYINT(1) ]
guarter TINYINT dataCenter VARCHAR(255) [7]
totallops DOUBLE [
quarterLabel CHAR(T) et DOUBLE [ P dateTk INT £
dayinQuarter SMALLINT olalpnsar
repQuarter TINYINT d|skRe§dsReplaced DOUBLE [
rephlonth TINYINT caTr.;hel.—htRatlo DOUBLE [
repWeek TINYINT Ulenon DOUBLE []
aniiae TINYINT ut|I|zat.|0nMax DOUBLE [7]
rephonthOrLatest TINYINT readilietysteniops DOUBLE []
sspFlag TINYINT wr|teF.|IeSystemI0ps DOUBLE [
latest TINVINT(1) [ readFileSystemThroughput DOUBLE [
fitire TINYINT(1) wnteF?I.eSy.stemThroughput DOUBLE [
portUtilization DOUBLE [
porErrors BIGINT [
portTraffic DOUBLE [
accessed INT il
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=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT
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=lswitch_perfo

=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT




=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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= switch J}El'fﬂnﬂﬂﬂﬂ_ff_:"':..

=ltape_dime

254

microsecond  MEDIUMINT

9 dateTk

IMNT

= Column =lColumn

7tk BIGINT 7 tk INT

? timeTk IMT name VARCHAR(255)

P dateTk INT identifier VARCHAR(768)

? tapeTk INT — — = ip VARCHAR(1024)
reTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [ serialMumber VARCHAR(255) @
errorRateFlag TINYINT() [ id INT [
crcErrorFateFlag TINYINTC) [ |atest TIMNYINT(T) [
syncLossCount BIGINT [F ¥ dateTk IMT [
signalLossCount BIGINT [F
class3DiscardCount BIGINT [
frameTooShontCount BIGIMNT [ P date dime""ﬂ"'
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ =
r DOUBLE [ ¥tk INT
tx DOUBLE [T fullDate DATETIME
reM ax DOUBLE [ daylnMonth TINYINT
boax DOUBLE [0 daylnYear SMALLINT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed IMT maonthMum TINYINT
portCount IMNT monthLabel CHAR(T)
totalTraffic DOUBLE [ __ __ __ daylnWeekNum  TINYINT
trafficltilizationTotal DOUBLE [ quarter TIMNYINT
trafficlitilization T otalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [F daylnQuarter SMALLINT
tilinkResets BIGINT [ repCiuarter TINYINT
portErrarsLinkFailure BIGINT [ repMaonth TINYINT
bbCreditZeroRx BIGINT [F repWeek TINYINT
bbCreditZeroTy BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrlatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [T
trafficRateTx DOUBLE [ future TINYINT(T)
trafficRateRx DOUBLE [ szpFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRy DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ =ltime_di
trafficFrameSizeAvaRx BIGINT [ =|Column
pontErrorsTimeoutDiscardTx BIGINT [F S { ?tk IMNT
POETIE,EE BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT [ _— TINYINT
portErrarsEncOut BIGINT [ s TINYINT

second TIMYINT




VM 45E

=] business. ¢

=lvm_dimen:
=|Column

SiCouimg __ =lvm_hourl I o -
AL il = I =lcColumn ? : I
fuliname VARCHAR(1024) T BIGINT 7 dateTk INT [
tenant VARCHAR(255) S name WARCHARIZ55)
lob VARCHAR(255) ? timeTk lm— naturalkey VARCHARI(768)
businessUnit VARCHAR(255) — .:"? daleTk e os VARCHAR(255) [
project VARCHAR(Z55) ? hostTk INT vifualCentarlp VARCHAR(255) [
id INT & 7 vmTk INT id INT &
latest TINVINT(1) B S Rk it latest TINYINT(1)
7 dataTk INT ] applicaionte: en url VARCHAR(255) [7]
applicationGroupTk INT ips VARCHAR(4096) I:‘
readlops DOUBLE [
writelops DOUBLE [
= 7 totallops DOUBLE
=lapplica totallopshlax DOUBLE [
Slcolumn readThroughput DOUBLE - =
7tk T R ®  wiiteThroughput DOUBLE [ Pt o]
name VARCHAR(255) totalThroughput DOUBLE  dateTk INT _
descripion VARCHAR(255) [ totalThroughputhax DOUBLE [T} name VARCHAR(Z55)
priory  VARGHAR(255) [ readResponseTime  DOUBLE [ ideftner  MARCHARIA)
url VARCHAR(255) [] writeResponseTime  DOUBLE [f#— — — — — —< P YARCHERL
id INT @ totalResponseTime  DOUBLE 95 VARCHARURS) [
latest TINYINT(T) totalResponseTimelax DOUBLE [ HEGE R RS
9 dateTk INT Fl cpuUtilization DOUBLE manufacturer VARCHAR(255)
memornyUtilization DOUBLE [ :dt , EI[\I]I-\II—YINTH)
swaplnRate DOUBLE [ RIS
| swaEOutRate DOUBLE E dataCenter  VARCHAR(255) [
swapTotalRate DOUBLE [ url VARCHAR(255) []
= | swapTotalRateMax DOUBLE [ ?
S s | timestamp BIGINT
= | ipReceiveThroughput  DOUBLE J)
¢ appGroupTi INT ipTransmitThroughput DOUBLE
T appTk INT | ipTotalThroughput ~ DOUBLE [ Sdate_di
isRep TINYINT() | ipTotalThroughputMax  DOUBLE =lcolumn
| processors INT [l 7t INT
memory BIGINT  [7] fullDate DATETIME
| dayinManth TINYINT
| daylnYear SMALLINT
| | dateYear SMALLINT
| yearLabel CHAR(4)
| | monthMum TIMNYINT
| monthLabel CHAR(T)
| | daylnWeekhMum  TINYINT
P | quarter TIMNYINT
. | quarterLabel CHAR(T}
: daylnCiuarter SMALLINT
= Column _ T INT . repQuarter TINVINT
B INT /] | 9 gateTx INT rephonth TINYINT
~ repApp VARCHAR(255) | ‘¢ hourDateTime DATETIME repiveek TINYINT
F repAppTE  INT ¥ N haur TINYINT repDay TIMYINT
cardinality SMALLINT T minute TINYINT repMonthOrLatest TINYINT
P dateTk INT ] secand TINYINT sspFlag TIMNYINT [
microsecond  MEDIUMINT latest TINYINT(1)
future TINYINT(1)
FHEMNE B %R
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=lvm_dimensior

=lColumn
7t INT i |
= z ; = # dateTk INT [
T_élbmm? gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk NT Elvm_daily o8 VARCHAR(255)  []
fullname VARCHAR{1024) = Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) B INT y C e 40 INT H
lob VARCHAR(255) [V ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumn | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughpuUﬂax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel WﬁRU]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dateTk INT F totalResponseTimelax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINT(1)
=lColumn | swapTotalRate DOUBLE [7] future TINYINT()
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipReceiveThroughput DOUBLE E
; - ipTransmitThroughput DOUBLE
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Eappﬁcﬁﬁqﬁ: 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ dateTk INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1
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=lvm_dimensior

=lColumn
7t INT i |
= z ; = # dateTk INT [
T_élbmm? gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk NT Elvm_daily o8 VARCHAR(255)  []
fullname VARCHAR{1024) = Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) B INT y C e 40 INT H
lob VARCHAR(255) [V ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
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P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
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latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
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il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
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= maodel VARCHAR{255)
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# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
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serialNumber VARCHAR(255)
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url VARCHAR[Z5E) INT
id INT
e AL — — i — —*  timestamp BIGINT []
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T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
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quarter TINYINT
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latest TINYINT(1} 0 KBsNamespaceT INT Fix INT ]
i =Tk 14T A kBzMamespaceGroupTk  INT dentifier  VARCHAR(TES) [
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futur TINYINT(1) [ totaMimeToFul DOUBLE
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frontend TINYINT(S) [ a2 Soomn
P backend TINYINT(T) 5]
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url VARCHAR(255) [ \ AN
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repQuarter TINYINT writeResponseTime DOUBLE
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totallopsMax DOUBLE dateTk INT F
Scolumn readCacheHilRatio DOUBLE [}
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P dateTk INT | | ¥ ¥ ¢ INT
| | name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) ‘ | url VARCHAR(255) [T]
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siteName VARCHAR(255) [ @ dateTk INT 0 redundancy VAR 55)
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id INT [F1 isVirtual TINYINT(1) [
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