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使用System Manager 11.7管理单个阵列

主接口

System Manager界面概述

System Manager是一个基于Web的界面、可用于在一个视图中管理存储阵列。

主页

主页页面提供了用于存储阵列日常管理的信息板视图。登录到System Manager时、主页页面将显示第一个屏
幕。

信息板视图包含四个摘要区域、其中包含有关存储阵列状态和运行状况的关键信息。您可以从摘要区域中找到更
多信息。

区域 Description

通知 Notifications区域将显示问题通知、指示存储阵列及其组件的状态。此外、此portlet

还会显示自动警报、有助于您在问题影响存储环境的其他区域之前对问题进行故障
排除。

性能 通过"性能"区域、您可以比较和对比一段时间内的资源使用情况。您可以查看存储
阵列的响应时间(IOPS)、传输速率(MiB/秒)和正在使用的处理容量(CPU)性能指
标。

Capacity 容量区域显示存储阵列中已分配容量、可用存储容量和未分配存储容量的图表视
图。

存储层次结构 "存储层次结构"区域提供了存储阵列管理的各种硬件组件和存储对象的有序视图。
单击下拉箭头对该硬件组件或存储对象执行特定操作。

接口设置

您可以从主界面更改显示首选项和其他设置。

正在设置 … Description

显示首选项 从界面右上角的首选项下拉列表中更改容量值和时间范围。

会话超时 配置超时、以便用户的非活动会话在指定时间后断开连接。

帮助 从界面右上角的下拉列表中访问帮助文档和其他资源。
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用户登录和密码

登录到系统的当前用户显示在界面的右上角。

有关用户和密码的详细信息、请参见：

• "设置管理员密码保护"

• "更改密码"

查看性能数据

性能概述

"性能"页面提供了监控存储阵列性能的简单方法。

我可以从性能数据中了解哪些内容？

性能图形和表几乎实时显示性能数据、这有助于您确定存储阵列是否遇到问题。您还可以保存性能数据以构建存
储阵列的历史视图、并确定问题发生的时间或导致问题的原因。

了解更多信息。

• "性能图和准则"

• "性能术语"

如何查看性能数据？

性能数据可从主页页面和存储页面获得。

了解更多信息。

• "查看图形性能数据"

• "查看并保存表格性能数据"

• "解读性能数据"

性能图和准则

"性能"页面提供了数据图形和表、可用于评估存储阵列在多个关键领域的性能。

通过性能功能、您可以完成以下任务：

• 近乎实时地查看性能数据、以帮助您确定存储阵列是否遇到问题。

• 导出性能数据以构建存储阵列的历史视图、并确定问题发生的时间或导致问题的原因。

• 选择要查看的对象、性能指标和时间范围。

• 比较指标。

您可以通过以下三种格式查看性能数据：
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• 实时图形--近乎实时地在图形上绘制性能数据。

• 接近实时表格-以接近实时的方式在表中列出性能数据。

• 导出的CSV文件—用于将表格性能数据保存在一个逗号分隔值文件中、以供进一步查看和分析。

性能数据格式的特征

性能监控类型 采样间隔 显示的时间长度 显示的最大对象数 能够保存数据

实时图形、实时

实时图形、历史

10秒(实时)

5分钟(历史)

显示的数据点取决于
选定的时间范围

默认时间范围为1小
时。

选项：

• 5分钟

• 1 小时

• 8 小时

• 1天

• 7天

• 30天

5. 否

近乎实时的表格(表
视图)

10秒-1小时 最新值 无限制 是的。

逗号分隔值(CSV)文
件

取决于选定的时间范
围

取决于选定的时间范
围

无限制 是的。

查看性能数据的准则

• 性能数据收集始终处于打开状态。无法关闭此选项。

• 每次经过采样间隔后、都会查询存储阵列并更新数据。

• 对于图形数据、5分钟时间范围支持10秒更新、平均更新时间为5分钟。所有其他时间范围每5分钟更新一
次、并在选定时间范围内平均更新一次。

• 图形视图中的性能数据会实时更新。表视图中的性能数据会近乎实时地进行更新。

• 如果在收集数据期间受监控对象发生更改、则该对象可能没有一组跨越选定时间范围的完整数据点。例如、
卷集可能会随着卷的创建、删除、分配或取消分配而发生更改；或者驱动器可能会添加、删除或出现故障。

性能术语

了解性能术语如何应用于存储阵列。

期限 Description

应用程序 应用程序是一种软件程序、例如SQL或Exchange。
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期限 Description

CPU CPU是"中央处理单元"的缩写。 CPU表示正在使用的存储阵列处理容量的百分比。

主机 主机是指向存储阵列上的卷发送I/O的服务器。

IOPS IOPS表示每秒输入/输出操作数。

延迟 延迟是指读取或写入命令等请求与主机或存储阵列响应之间的时间间隔。

LUN 逻辑单元号(LUN)是分配给主机用于访问卷的地址空间的编号。卷以LUN的形式呈
现给主机。

每个主机都有自己的LUN地址空间。因此、不同的主机可以使用同一个LUN来访问
不同的卷。

MIB MIB是兆字节(megb二进制字节)的缩写。一个MIB为220或1、048、576字节。请
比较MB、它表示基数为10。1 MB等于1、024字节。

对象 对象是任何逻辑或物理存储组件。

逻辑对象包括卷组、池和卷。物理对象包括存储阵列、阵列控制器、主机和驱动
器。

池 池是指一组按逻辑分组的驱动器。您可以使用池创建一个或多个可供主机访问的
卷。(您可以从池或卷组创建卷。)

读取 Read是"读取操作"的缩写、当主机从存储阵列请求数据时会发生此操作。

Volume 卷是应用程序，数据库和文件系统用于存储数据的容器。它是为主机创建的逻辑组
件，用于访问存储阵列上的存储。

卷是使用池或卷组中的可用容量创建的。卷已定义容量。尽管一个卷可能包含多个
驱动器、但一个卷在主机中显示为一个逻辑组件。

Volume name 卷名称是指在创建卷时为其分配的字符串。您可以接受默认名称、也可以提供更具
描述性的名称来指示卷中存储的数据类型。

卷组 卷组是具有共享特征的卷的容器。卷组已定义容量和RAID级别。您可以使用卷组
创建一个或多个可供主机访问的卷。(您可以从卷组或池创建卷。)

工作负载 工作负载是指支持应用程序的存储对象。您可以为每个应用程序定义一个或多个工
作负载或实例。对于某些应用程序、系统会将工作负载配置为包含具有类似底层卷
特征的卷。这些卷特征会根据工作负载支持的应用程序类型进行优化。例如、如果
您创建了一个支持Microsoft SQL Server应用程序的工作负载、然后为该工作负载
创建了卷、则底层卷特征将进行优化以支持Microsoft SQL Server。
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期限 Description

写入 写入是"写入操作"的缩写、当数据从主机发送到阵列进行存储时。

查看图形性能数据

您可以查看逻辑对象、物理对象、应用程序和工作负载的图形性能数据。

关于此任务

性能图显示了历史数据以及当前正在捕获的实时数据。图形上标记为实时更新的竖线可将历史数据与实时数据区
分开。

主页视图

主页页面包含一个显示存储阵列级别性能的图形。您可以从此视图中选择有限的指标、也可以单击*查看性能详
细信息*以选择所有可用指标。

详细视图

详细性能视图中的图形位于三个选项卡下：

• 逻辑视图-显示按卷组和池分组的逻辑对象的性能数据。逻辑对象包括卷组、池和卷。

• 物理视图-显示控制器、主机通道、驱动器通道和驱动器的性能数据。

• 应用程序和工作负载视图-显示按已定义的应用程序类型和工作负载分组的逻辑对象(卷)列表。

步骤

1. 选择*主页*。

2. 要选择阵列级别视图、请单击IOPS、MIB/s或CPU按钮。

3. 要查看更多详细信息、请单击*查看性能详细信息*。

4. 选择*逻辑视图*选项卡、*物理视图*选项卡或*应用程序和工作负载视图*选项卡。

根据对象类型、每个选项卡中会显示不同的图形。

查看选项卡 显示每个对象类型的性能数据

逻辑视图 • 存储阵列：IOPS、MiB/秒

• 池：延迟、IOPS、MiB/秒

• 卷组：延迟、IOPS、MIB/s

• 卷：延迟、IOPS、MIB/s

物理视图 • 控制器：IOPS、MiB/秒、CPU、余量

• 主机通道：延迟、IOPS、MiB/秒、余量

• 驱动器通道：延迟、IOPS、MIB/s

• 驱动器：延迟、IOPS、MIB/s
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查看选项卡 显示每个对象类型的性能数据

应用程序和工作负载视图 • 存储阵列：IOPS、MiB/秒

• 应用程序：延迟、IOPS、MIB/s

• 工作负载：延迟、IOPS、MiB/秒

• 卷：延迟、IOPS、MIB/s

5. 使用选项查看所需的对象和信息。

选项

用于查看对象的选项 Description

展开抽盒以查看对象列
表。

导航抽盒_包含存储对象、例如池、卷组和驱动器。

单击抽盒可查看抽盒中的对象列表。

选择要查看的对象。 选中每个对象左侧的复选框以选择要查看的性能数据。

使用筛选器查找对象名
称或部分名称。

在筛选器框中、输入对象的名称或部分名称以仅列出抽盒中的这些对象。

选择对象后、单击*刷新
图形*。

从抽盒中选择对象后、选择*刷新图形*以查看选定项的图形数据。

隐藏或显示图形 选择图形标题以隐藏或显示图形。

6. 根据需要、使用其他选项查看性能数据。
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其他选项

选项 Description

时间范围 选择要查看的时间长度(5分钟、1小时、8小时、1天、7天、 或30天)。默认
值为1小时。

加载30天时间范围内的性能数据可能需要几分钟时间。加载
数据时、请勿离开网页、刷新网页或关闭浏览器。

数据点详细信息 将光标悬停在图上可查看特定数据点的指标。

滚动条 使用图形下方的滚动条查看较早或较晚的时间跨度。

缩放条 在图形下方、拖动缩放条控点可在一个时间范围内进行缩小。缩放条越宽、
图形详细信息的粒度越低。

要重置图形、请选择一个时间范围选项。

拖放 在图形上、将光标从一个时间点拖动到另一个时间点以放大某个时间范围。

要重置图形、请选择一个时间范围选项。

查看并保存表格性能数据

您可以以表格形式查看和保存性能图形数据。这样、您可以筛选要显示的数据。

步骤

1. 从任何性能数据图形中、单击*启动表视图*。

此时将显示一个表、其中列出了选定对象的所有性能数据。

2. 根据需要使用对象选择下拉列表和筛选器。

3. 单击*显示/隐藏列*按钮以选择要包含在表中的列。

您可以单击每个复选框以选择或取消选择某个项目。

4. 选择屏幕底部的*导出*、将表格视图保存到逗号分隔值(CSV)文件中。

此时将显示导出表对话框、指示要导出的行数和导出的文件格式(逗号分隔值或CSV格式)。

5. 单击*导出*继续下载、或者单击*取消*。

根据您的浏览器设置、文件将被保存、或者系统会提示您选择文件的名称和位置。

默认文件名格式为 performanceStatistics-yyyy-mm-dd_hh-mm-ss.csv，包括文件的导出日期和时
间。

7



解读性能数据

性能数据可以指导您调整存储阵列的性能。

在解释性能数据时、请记住、影响存储阵列性能的因素有多种。下表介绍了需要考虑的主要方面。

性能数据 对性能调整的影响

延迟(毫秒或毫秒) 监控特定对象的I/O活动。

可能会发现瓶颈对象：

• 如果一个卷组在多个卷之间共享、则各个卷可能需要自己的卷组来提高驱动器
的顺序性能并降低延迟。

• 使用池时、延迟会增加、驱动器之间可能存在不平衡的工作负载、因此延迟值
的意义会降低、而且通常会更高。

• 驱动器类型和速度会影响延迟。使用随机I/O时、旋转速度更快的驱动器在磁盘
上不同位置之间的移动时间更短。

• 驱动器太少会导致排队的命令增多、驱动器处理命令的时间也会延长、从而增
加系统的一般延迟。

• 由于传输数据需要额外的时间、I/O越大、延迟越长。

• 较高的延迟可能表示I/O模式本质上是随机的。与使用顺序流的驱动器相比、具
有随机I/O的驱动器的延迟更大。

• 一个通用卷组中的驱动器或卷之间的延迟差异可能表示驱动器速度较慢。

IOPS 影响每秒输入/输出操作数(IOPS或IOS/sec)的因素包括：

• 访问模式(随机或顺序)

• I/O大小

• RAID级别

• 缓存块大小

• 是否启用读取缓存

• 是否启用写入缓存

• 动态缓存读取预取

• 区块大小

• 卷组或存储阵列中的驱动器数量

缓存命中率越高、I/O速率就越高。与禁用写入缓存相比、启用写入缓存时的写
入I/O速率更高。在确定是否为单个卷启用写入缓存时、请查看当前IOPS和最
大IOPS。顺序I/O模式的速率应高于随机I/O模式。无论I/O模式如何、都可以启用
写入缓存、以最大程度地提高I/O速率并缩短应用程序响应时间。

您可以看到因更改卷的IOPS统计信息中的区块大小而导致的性能提升。尝试确定
最佳区块大小、或者使用文件系统大小或数据库块大小。
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性能数据 对性能调整的影响

MiB/秒 传输速率或吞吐量速率由应用程序I/O大小和I/O速率决定。一般来说、小型应用程
序I/O请求会降低传输速率、但I/O速率更快、响应时间更短。对于较大的应用程
序I/O请求、可以提高吞吐量。

了解典型的应用程序I/O模式有助于确定特定存储阵列的最大I/O传输速率。

CPU 此值表示正在使用的处理容量的百分比。

您可能会发现相同类型的对象的CPU使用率存在差异。例如、一个控制器的CPU使
用率较高或随着时间的推移而增加、而另一个控制器的CPU使用率则较轻或较稳
定。在这种情况下、您可能需要将一个或多个卷的控制器所有权更改为CPU百分比
较低的控制器。

您可能需要监控存储阵列中的CPU。如果随着时间的推移、CPU会继续增加、而应
用程序性能会降低、则可能需要添加存储阵列。通过向企业添加存储阵列、您可以
继续以可接受的性能级别满足应用程序需求。

余量 性能余量是指控制器、控制器主机通道和控制器驱动器通道的剩余性能。此值以百
分比表示、表示这些对象能够提供的最大可能性能与当前性能级别之间的差距。

• 对于控制器、余量是指最大可能IOPS的百分比。

• 对于通道、余量是最大吞吐量的百分比或MiB/秒计算中包括读取吞吐量、写入
吞吐量和双向吞吐量。

查看存储层次结构

主界面上的存储层次结构可提供存储阵列所管理的各种硬件组件和存储对象的有序视图。

要查看存储层次结构、请转到主页页面、然后单击存储阵列组件或存储对象上的下拉箭头。存储阵列由一组物理
组件和逻辑组件组成。

物理组件

此表介绍了存储阵列的物理组件。

组件 Description

控制器 控制器由主板，固件和软件组成。它控制驱动器并实施 System Manager 功能。

磁盘架 磁盘架是安装在机柜或机架中的机箱。它包含存储阵列的硬件组件。磁盘架有两种
类型：控制器磁盘架和驱动器磁盘架。控制器架包括控制器和驱动器。驱动器架包
括输入 / 输出模块（ IOM ）和驱动器。

如果存储阵列包含不同的介质类型或不同的接口类型、则会显示每
种驱动器类型的驱动器架。
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组件 Description

驱动器 驱动器是一种为数据提供物理存储介质的机械设备或固态内存设备。

主机 主机是指向存储阵列上的卷发送I/O的服务器。

主机总线适配器(HBA) 主机总线适配器(HBA)是驻留在主机中并包含一个或多个主机端口的板。

主机端口 主机端口是主机总线适配器(HBA)上的一个端口、用于与控制器建立物理连接并用
于I/O操作。

管理客户端 管理客户端是指安装了浏览器以访问System Manager的计算机。

逻辑组件

存储阵列中的驱动器可为数据提供物理存储容量。使用System Manager将物理容量配置为逻辑组件、例如池、
卷组和卷。这些组件是用于配置、存储、维护和保留存储阵列上的数据的工具。此表介绍了存储阵列的逻辑组
件。

组件 Description

池 池是指一组按逻辑分组的驱动器。您可以使用池创建一个或多个可供主机访问的
卷。(您可以从池或卷组创建卷。)

卷组 卷组是具有共享特征的卷的容器。卷组已定义容量和RAID级别。您可以使用卷组
创建一个或多个可供主机访问的卷。(您可以从卷组或池创建卷。)

Volume 卷是应用程序，数据库和文件系统用于存储数据的容器。它是为主机创建的逻辑组
件，用于访问存储阵列上的存储。

逻辑单元号(LUN) 逻辑单元号(LUN)是分配给主机用于访问卷的地址空间的编号。卷以LUN的形式呈
现给主机。

每个主机都有自己的LUN地址空间。因此、不同的主机可以使用同一个LUN来访问
不同的卷。

管理接口设置

管理密码保护

您必须为存储阵列配置密码、以防止其遭受未经授权的访问。

设置和更改密码

首次启动System Manager时、系统会提示您设置管理员密码。具有管理员密码的任何用户都可以对存储阵列进
行配置更改、例如添加、更改或删除对象或设置。要在初始启动期间设置管理员密码、请参见 "访问System

Manager"。
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出于安全原因、您只能在存储阵列进入"锁定"状态之前尝试输入五次密码。在此状态下、存储阵列将拒绝后续的
密码尝试。您必须等待10分钟、使存储阵列重置为"正常"状态、然后才能再次尝试输入密码。

除了管理员密码之外、存储阵列还包括预定义的用户配置文件、其中包含一个或多个映射到这些配置文件的角
色。
有关详细信息，请参见 "映射角色的权限"。无法更改用户配置文件和映射。只能修改密码。如果要更改管理员密
码或其他用户密码、请参见 "更改密码"。

在会话超时后重新输入密码

系统仅会在单个管理会话期间提示您输入密码一次。但是、如果会话处于非活动状态30分钟、则会超时、此时
您必须再次输入密码。如果从另一个管理客户端管理同一存储阵列的另一用户在会话期间更改了密码、则在下次
尝试配置操作或查看操作时、系统会提示您输入密码。

您可以调整会话超时、也可以完全禁用会话超时。请参见 "管理会话超时"。

删除驱动器或密码保护

如果删除受密码保护的驱动器或要禁用密码保护、请注意以下事项：

• 如果删除具有密码保护的驱动器-密码存储在存储阵列上每个驱动器的保留区域。如果从存储阵列中删除所有
驱动器、则其密码将不再起作用。要更正此情况、请将原始驱动器之一重新安装到存储阵列。

• 如果要删除密码保护-如果您不再希望命令受密码保护、请输入当前管理员密码、并将新密码文本框留空。

在存储阵列上运行配置命令可能会造成发生原因 严重损坏、包括数据丢失。因此、您应始终为存
储阵列设置管理员密码。请使用长度较长的管理员密码并至少包含15个字母数字字符、以提高安
全性。

设置容量值的默认单位

System Manager可以显示容量值、以吉字节(GiB)或太字节(TiB)为单位。

首选项存储在浏览器的本地存储中、因此所有用户都可以拥有自己的设置。

步骤

1. 选择菜单：首选项[设置首选项]。

2. 单击*吉字节*或*太字节*的单选按钮、然后确认您要执行此操作。

有关缩写词和值、请参见下表。

缩写 价值

GIB 1、0243字节

TIB 1、0244字节
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设置性能图形的默认时间范围

您可以更改性能图显示的默认时间范围。

关于此任务

主页页面和性能页面上显示的性能图最初显示的时间范围为1小时。首选项存储在浏览器的本地存储中、因此所
有用户都可以拥有自己的设置。

步骤

1. 选择菜单：首选项[设置首选项]。

2. 在下拉列表中、选择* 5分钟*、* 1小时*、* 8小时*、* 1天*或* 7天*、 并确认要执行此操作。

配置登录横幅

您可以创建一个登录横幅、在用户在System Manager中建立会话之前、该横幅将呈现给用
户。横幅可以包括咨询通知和同意消息。

关于此任务

创建横幅时、它会显示在对话框的登录屏幕之前。

步骤

1. 选择菜单：设置[系统]。

2. 在常规部分下、选择*配置登录横幅*。

此时将打开配置登录横幅对话框。

3. 输入要显示在登录横幅中的文本。

请勿使用HTML或其他标记标记标记进行格式化。

4. 单击 * 保存 * 。

结果

用户下次登录到System Manager时、文本将在对话框中打开。用户必须单击*确定*才能继续进入登录屏幕。

管理会话超时

您可以在System Manager中配置超时、以便在指定时间后断开用户的非活动会话。

关于此任务

默认情况下、System Manager的会话超时为30分钟。您可以调整该时间、也可以完全禁用会话超时。

如果使用阵列中嵌入的安全断言标记语言(SAML)功能配置访问管理、则当用户的SSO会话达到其
最大限制时、可能会发生会话超时。可能会在System Manager会话超时之前发生这种情况。

步骤

1. 选择菜单：设置[系统]。
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2. 在常规部分下、选择*启用/禁用会话超时*。

此时将打开启用/禁用会话超时对话框。

3. 使用spinner控件以分钟为单位增加或减少时间。

您可以为System Manager设置的最小超时时间为15分钟。

要禁用会话超时、请取消选中*设置时间长度…*复选框。

4. 单击 * 保存 * 。

管理通知

问题通知概述

System Manager可使用图标和其他几种方法来通知您存储阵列存在问题。

图标

System Manager可使用这些图标指示存储阵列及其组件的状态。

图标。 Description

最佳

非最佳或出现故障

需要注意或修复

小心

System Manager会在不同位置显示这些图标。

• 主页页面上的通知区域将显示失败图标和消息。

• 导航区域中的主页图标将显示故障图标。

• 在组件页面上、驱动器和控制器的图形显示故障图标。

警报和LED

此外、System Manager还会通过其他方式通知您问题。

• System Manager会发送SNMP通知或电子邮件错误消息。

• 硬件上的"Service Action Required LED"亮起。

收到问题通知后、请使用Recovery Guru帮助您解决问题。如有必要、请使用硬件文档以及恢复步骤来更换故障
组件。
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查看正在进行的操作并采取相应措施

要查看长时间运行的操作并对其执行操作、请使用操作进行中页面。

关于此任务

对于"Operations in Progress"页面上列出的每个操作、将显示完成百分比以及完成该操作所需的预计剩余时间。
在某些情况下、您可以停止某个操作或将其置于较高或较低的优先级。您也可以从列表中清除已完成的卷复制操
作。

步骤

1. 在主页页面上、选择*显示正在执行的操作*。

此时将显示操作进行中页面。

2. 如果需要、可使用操作列中的链接停止或更改操作的优先级。

阅读对话框中提供的所有注意事项文本、尤其是在停止操作时。

您可以停止卷复制操作或更改其优先级。

3. 卷复制操作完成后、您可以选择*清除*将其从列表中删除。

操作完成后、主页页面顶部将显示一条信息消息和黄色扳手图标。此消息包含一个链接、可用于从"正在执行
的操作"页面中清除此操作。

"Operations in Progress"页面上显示的操作包括以下内容：

操作 操作的可能状态 可以执行的操作

卷副本 已完成 清除

卷副本 正在进行中 • 更改优先级

• 停止

卷副本 待定 清除

卷副本 失败 • 清除

• 重新复制

卷副本 已停止 • 清除

• 重新复制

卷创建(仅限大于64 TiB的厚池卷) 正在进行中 无 _

卷删除(仅限大于64 TiB的厚池卷) 正在进行中 无 _
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操作 操作的可能状态 可以执行的操作

异步镜像组初始同步 正在进行中 暂停

异步镜像组初始同步 已暂停 恢复

同步镜像 正在进行中 暂停

同步镜像 已暂停 恢复

Snapshot映像回滚 正在进行中 取消

Snapshot映像回滚 待定 取消

Snapshot映像回滚 已暂停 • 取消

• 恢复

驱动器清空 正在进行中 取消(取决于驱动器清空类型)

向池或卷组添加容量 正在进行中 无 _

更改卷的RAID级别 正在进行中 无 _

减少池的容量 正在进行中 无 _

精简卷回收 正在进行中 无 _

检查池卷在即时可用性格式(IAF)操
作上的剩余时间

正在进行中 无 _

检查卷组的数据冗余 正在进行中 无 _

对卷组进行碎片整理 正在进行中 无 _

初始化卷 正在进行中 无 _

增加卷的容量 正在进行中 无 _

更改卷的区块大小 正在进行中 无 _

驱动器副本 正在进行中 无 _

数据重建 正在进行中 无 _
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操作 操作的可能状态 可以执行的操作

回写 正在进行中 无 _

驱动器擦除 正在进行中 无 _

远程存储导入 正在进行中 • 更改优先级

• 停止

远程存储导入 已停止 • 恢复

• 断开连接

远程存储导入 失败 • 恢复

• 断开连接

远程存储导入 已完成 断开连接

使用Recovery Guru从问题中恢复

Recovery Guru是System Manager的一个组件、用于诊断存储阵列问题并建议恢复过程以
修复问题。

步骤

1. 选择*主页*。

2. 单击窗口中央顶部标记为*从_n_问题恢复*的链接。

此时将显示Recovery Guru对话框。

3. 选择摘要列表中显示的第一个问题、然后按照恢复操作步骤 中的说明更正此问题。如有必要、请按照更换说
明更换出现故障的组件。对列出的每个问题重复此步骤。

一个存储阵列中的多个问题可能是相关的。在这种情况下、更正问题的顺序可能会影响结果。按问题在摘要
列表中的列出顺序选择并更正问题。

一个电源箱的多个故障会分组在一起、并作为一个问题列在摘要列表中。风扇箱的多个故障也列为一个问
题。

4. 要确保恢复操作步骤 成功、请单击*重新检查*。

如果您为异步镜像组或异步镜像组的成员选择了问题、请先单击*清除*以从控制器中清除故障、然后单击*重
新检查*以从Recovery Guru中删除此事件。

如果所有问题均已解决、则存储阵列图标最终会从需要注意过渡到最佳状态。对于某些问题、在执行重建等
操作时会显示一个修复图标。

5. *可选：*要将Recovery Guru信息保存到文件中、请单击*保存*图标。
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文件将保存在浏览器的"Downloads"文件夹中、并使用名称 recovery-guru-failure-yyyy-mm-dd-

hh-mm-ss-mmm.html。

6. 要打印Recovery Guru信息、请单击*打印*图标。

常见问题解答

支持哪些浏览器？

System Manager支持这些浏览器版本。

浏览器 最低版本

Google Chrome 79

Mozilla Firefox 70

Safari 12.

Microsoft Edge 79

Microsoft Edge旧版 18.

Microsoft Internet Explorer (MSIE) 11.

什么是键盘快捷键？

您可以单独使用键盘在System Manager中导航。

整体导航

Action 键盘快捷方式

移至下一项。 选项卡

移至上一项。 Shift + Tab

选择一个项目。 输入 …

下拉列表—移动到下一个或上一个项目。 向下箭头或向上箭头

复选框—选择一个项目。 空格键

单选按钮—在项目之间切换。 向下箭头或向上箭头

可扩展文本—展开或缩减项目。 输入 …
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表导航

Action 键盘快捷方式

选择一行。 按Tab键选择行、然后按Enter键

向上或向下滚动。 向下箭头/向上箭头或向下翻页/向上翻页

更改列的排序顺序。 按Tab键选择列标题、然后按Enter键

日历导航

Action 键盘快捷方式

移至上个月。 向上翻页

移至下个月。 下一页

移至上一年。 Control + Page Up

迁移到下一年。 Control + Page Down

如果已关闭、请打开日期选择器。 控制+主页

移至当前月份。 控制/命令+主页

移至前一天。 控制/命令+左侧

移至第二天。 控制/命令+右

移至上一周。 控制/命令+启动

移至下一周。 控制/命令+关闭

选择关注的日期。 输入 …

关闭日期选择器并擦除日期。 控制/命令+结束

关闭日期选择器而不进行选择。 转义

各个卷的性能统计信息与总数有何关系？

池和卷组的统计信息是通过聚合所有卷计算得出的、包括预留容量卷。

预留容量由存储系统内部使用、用于支持精简卷、快照和异步镜像、不会对I/O主机可见。因此、池、控制器和
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存储阵列统计信息的总和可能不等于可查看卷的总和。

但是、对于应用程序和工作负载统计信息、只会聚合可见的卷。

为什么数据在图形和表中显示为零？

如果在图形和表中为某个数据点显示零、则表示该对象在该时间点没有I/O活动。发生这种
情况的原因可能是主机未向该对象启动I/O、或者该对象本身存在问题。

仍可查看对象的历史数据。一旦对象开始发生I/O活动、图形和表将显示非零数据。

下表列出了任何给定对象的数据点值可能为零的最常见原因。

阵列级别的对象类型 原因数据显示为零

Volume • 卷未分配主机。

卷组 • 正在导入卷组。

• 卷组不包含分配给主机的卷、*卷组和_*卷组不包含任何预留容量。

驱动器 • 驱动器出现故障。

• 已删除驱动器。

• 驱动器处于未知状态。

控制器 • 控制器已脱机。

• 控制器出现故障。

• 已删除控制器。

• 控制器处于未知状态。

存储阵列 • 存储阵列不包含卷。

延迟图显示了什么内容？

延迟图形可提供卷、卷组、池的延迟统计信息、以毫秒(ms)为单位。 应用程序和工作负
载。此图形显示在逻辑视图、物理视图以及应用程序和工作负载视图选项卡中。

延迟是指读取或写入数据时发生的任何延迟。将光标悬停在图形上的某个点上、可查看该时间点的以下值(以毫
秒(ms)为单位)：

• 读取时间。

• 写入时间。

• 平均I/O大小。

19



IOPS图显示了什么？

IOPS图显示每秒输入/输出操作的统计信息。在主页页面上、此图显示存储阵列的统计信
息。在性能图块的逻辑视图、物理视图以及应用程序和工作负载视图选项卡中、此图显示
存储阵列、卷、卷组、池、应用程序、 和工作负载。

IOPS是_input/output (I/O) operations per second_的缩写。将光标悬停在图形上的某个点上、可查看该时间点
的以下值：

• 读取操作的数量。

• 写入操作的数量。

• 读取和写入操作总数的总和。

MIB/s图显示什么？

MIB/s图以每秒兆字节为单位显示传输速度统计信息。在主页页面上、此图显示存储阵列的
统计信息。在性能图块的逻辑视图、物理视图以及应用程序和工作负载视图选项卡中、此
图显示存储阵列、卷、卷组、池、应用程序、 和工作负载。

MiB/秒是_mebibytes per second_的缩写、即1、048、576字节/秒。将光标悬停在图形上的某个点上、可查看该
时间点的以下值：

• 读取的数据量。

• 写入的数据量。

• 读取和写入的总数据量。

CPU图形显示了什么？

CPU图形显示了每个控制器(控制器A和控制器B)的处理容量统计信息。CPU是_central

processing unit_的缩写。在主页页面上、此图显示存储阵列的统计信息。在性能图块的物
理视图选项卡上、此图显示存储阵列和驱动器的统计信息。

CPU图形显示了阵列上的操作所使用的CPU处理容量百分比。即使没有发生外部I/O、CPU利用率百分比也可以
不为零、因为存储操作系统可能正在执行后台操作和监控。将光标悬停在图形上的某个点上、可查看该时间点所
使用的处理能力百分比。

性能余量图显示了哪些内容？

性能余量图与存储阵列控制器的剩余性能功能相关。此图形可在主页页面和性能图块的物
理视图选项卡上查看。

性能余量图显示了存储系统中物理对象的剩余性能。将光标悬停在图中的某个点上方、可查看控制器A和控制
器B的剩余IOPS和MiB/秒功能百分比

在哪里可以找到有关显示首选项的详细信息？

要查找有关可用显示选项的信息、请执行以下操作：
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• 要阅读有关显示容量值的默认单位的详细信息、请参见 "设置容量值的默认单位"。

• 要阅读有关显示性能图形的默认时间范围的详细信息、请参见 "设置性能图形的默认时间范围"。

池和卷组

池和卷组概述

您可以从存储阵列中未分配的部分驱动器创建逻辑存储容量。此逻辑容量可以采用池或卷
组的形式、具体取决于您的环境需求。

什么是池和卷组？

池_是一组逻辑分组的驱动器。卷组_是具有共享特征的卷的容器。您可以使用池或卷组创建可供主机访问的
卷。

了解更多信息。

• "池和卷组的工作原理"

• "容量术语"

• "确定是使用池还是卷组"

如何创建池？

您可以允许System Manager在检测到存储阵列中的未分配容量时自动创建池。或者、如果自动创建无法确定最
佳配置、您也可以从菜单：Storage[Pools & Volume Groups]手动创建池。

了解更多信息。

• "自动创建池与手动创建池"

• "自动创建池"

• "手动创建池"

• "向池或卷组添加容量"

如何创建卷组？

您可以从菜单：Storage[Pools & Volume Groups]创建卷组。

了解更多信息。

• "创建卷组"

• "向池或卷组添加容量"

相关信息

详细了解与池和卷组相关的概念：

• "预留容量的工作原理"
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• "SSD缓存的工作原理"

概念

池和卷组的工作原理

要配置存储、请创建一个池或卷组、其中包含要在存储阵列中使用的硬盘驱动器(HDD)或
固态磁盘(SSD)驱动器。

物理硬件配置到逻辑组件中、以便对数据进行组织并轻松检索。支持两种类型的分组：

• 池

• RAID卷组

池和卷组是存储阵列中的顶级存储单元：它们将驱动器的容量划分为可管理的分区。在这些逻辑分区中、是指存
储数据的单个卷或LUN。下图说明了这一概念。

1主机LUN；2卷；3卷组或池；4 HDD或SSD驱动器

部署存储系统后、第一步是通过以下方式向各种主机提供可用驱动器容量：

• 创建具有足够容量的池或卷组

• 将满足性能要求所需的驱动器数量添加到池或卷组

• 选择所需的RAID保护级别(如果使用卷组)以满足特定业务要求

您可以在同一存储系统上使用池或卷组、但一个驱动器不能属于多个池或卷组。然后、使用池或卷组上的空间创
建提供给主机用于I/O的卷。

池

池用于将物理硬盘驱动器聚合到较大的存储空间中、并为其提供增强的RAID保护。池会根据分配给池的驱动器
总数创建多个虚拟RAID集、并在所有参与驱动器之间平均分布数据。如果某个驱动器丢失或添加、System

Manager会在所有活动驱动器之间动态重新平衡数据。
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池可作为另一个RAID级别运行、可对底层RAID架构进行虚拟化、以优化执行重建、驱动器扩展和处理驱动器丢
失等任务时的性能和灵活性。在8+2配置中、System Manager会自动将RAID级别设置为6 (八个数据磁盘加上两
个奇偶校验磁盘)。

驱动器匹配

您可以选择在池中使用HDD或SSD；但是、与卷组一样、池中的所有驱动器都必须使用相同的技术。控制器会
自动选择要包含的驱动器、因此您必须确保具有足够数量的驱动器来支持您选择的技术。

管理故障驱动器

池的最小容量为11个驱动器；但是、如果驱动器发生故障、则会为一个驱动器预留一个容量作为备用容量。此备
用容量称为"`保留容量"。`

创建池时、会保留一定的容量以供紧急使用。此容量以System Manager中的多个驱动器表示、但实际实施范围
分布在整个驱动器池中。保留的默认容量取决于池中的驱动器数量。

创建池后、您可以将保留容量值更改为容量或容量更多或更少、甚至可以将其设置为无保留容量(0驱动器值)。
可以保留的最大容量(以驱动器数表示)为10、但根据池中的驱动器总数、可用容量可能会更少。

卷组

卷组用于定义如何在存储系统中为卷分配容量。磁盘驱动器按RAID组进行组织、卷驻留在RAID组中的驱动器
上。因此、卷组配置设置可确定哪些驱动器属于该组、以及使用了哪些RAID级别。

创建卷组时、控制器会自动选择要包含在此组中的驱动器。您必须手动为组选择RAID级别。卷组的容量是所选
驱动器总数乘以其容量。

驱动器匹配

您必须匹配卷组中的驱动器、以确定其大小和性能。如果卷组中的驱动器较小或较大、则会将所有驱动器识别为
最小容量大小。如果卷组中的驱动器速度较慢、速度较快、则会以最慢的速度识别所有驱动器。这些因素会影响
存储系统的性能和整体容量。

您不能混用不同的驱动器技术(HDD和SSD驱动器)。RAID 3、5和6最多限制为30个驱动器。RAID 1和RAID 10

使用镜像、因此这些卷组的磁盘数量必须为偶数。

管理故障驱动器

如果卷组中包含的RAID 1/10、RAID 3、RAID 5或RAID 6卷中的驱动器发生故障、则卷组会使用热备用驱动器
作为备用驱动器。热备用驱动器不包含任何数据、并为存储阵列添加了另一个冗余级别。

如果存储阵列中的某个驱动器发生故障、则热备用驱动器会自动替换故障驱动器、而无需物理交换。如果在驱动
器发生故障时热备用驱动器可用、则控制器会使用冗余数据将故障驱动器中的数据重建到热备用驱动器。

容量术语

了解容量术语如何应用于存储阵列。

存储对象

以下术语介绍了可与存储阵列交互的不同类型的存储对象。

23



存储对象 Description

主机 主机是指向存储阵列上的卷发送I/O的服务器。

LUN 逻辑单元号(LUN)是分配给主机用于访问卷的地址空间的编号。卷以LUN的形式呈
现给主机。

每个主机都有自己的LUN地址空间。因此、不同的主机可以使用同一个LUN来访问
不同的卷。

镜像一致性组 镜像一致性组是一个或多个镜像对的容器。对于异步镜像操作、必须创建镜像一致
性组。

镜像卷对 镜像对由两个卷组成、一个是主卷、一个是二级卷。

池 池是指一组按逻辑分组的驱动器。您可以使用池创建一个或多个可供主机访问的
卷。(您可以从池或卷组创建卷。)

Snapshot一致性组 快照一致性组是创建快照映像时视为单个实体的卷的集合。其中每个卷都有自己的
快照映像、但所有映像都是在同一时间点创建的。

Snapshot组 快照组是一组来自单个基础卷的快照映像。

Snapshot卷 主机可通过Snapshot卷访问Snapshot映像中的数据。快照卷包含自己的预留容
量、这样可以在不影响原始快照映像的情况下保存对基础卷所做的任何修改。

Volume 卷是应用程序，数据库和文件系统用于存储数据的容器。它是为主机创建的逻辑组
件，用于访问存储阵列上的存储。

卷组 卷组是具有共享特征的卷的容器。卷组已定义容量和RAID级别。您可以使用卷组
创建一个或多个可供主机访问的卷。(您可以从卷组或池创建卷。)

存储容量

以下术语介绍了存储阵列上使用的不同容量类型。

容量类型 Description

已分配容量 已分配容量是指从池或卷组中的驱动器分配的物理容量。

您可以使用已分配的容量创建卷并执行复制服务操作。

可用容量 可用容量是指池或卷组中尚未分配给卷创建或复制服务操作和存储对象的可用容
量。
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容量类型 Description

池或卷组容量 池、卷或卷组容量是指存储阵列中已分配给池或卷组的容量。此容量用于创建卷并
满足副本服务操作和存储对象的各种容量需求。

池不可用容量 池不可用容量是指池中由于驱动器大小不匹配而无法使用的空间。

保留容量 保留容量是指池中为支持潜在驱动器故障而预留的容量(驱动器数量)。

已报告容量 报告的容量是指向主机报告并可由主机访问的容量。

预留容量 预留容量是指用于任何复制服务操作和存储对象的物理分配容量。主机不能直接读
取它。

SSD 缓存 EF600或EF300存储系统不支持此功能。

SSD缓存是一组固态磁盘(SSD)驱动器、您可以在存储阵列中对这些驱动器进行逻
辑分组。SSD缓存功能可将最常访问的数据("热"数据)缓存到延迟较低的SSD驱动
器上、以动态加速应用程序工作负载。

未分配的容量 未分配容量是指存储阵列中已*未*分配给池或卷组的空间。

写入容量 写入容量是指从为精简卷分配的预留容量中写入的容量。

确定是使用池还是卷组

您可以使用池或卷组创建卷。最佳选择主要取决于关键存储要求、例如预期I/O工作负载、
性能要求和数据保护要求。

选择池或卷组的原因

选择池

• 如果您需要更快的驱动器重建和简化的存储管理、需要精简卷和/或具有高度随机的工作负载。

• 如果要将每个卷的数据随机分布在构成池的一组驱动器上。

您不能设置或更改池或池中卷的RAID级别。池使用RAID级别6。

选择卷组

• 如果您需要最大的系统带宽、调整存储设置的能力以及高度顺序的工作负载、

• 如果要根据RAID级别在驱动器之间分布数据。您可以在创建卷组时指定RAID级别。

• 要在构成卷组的一组驱动器上按顺序写入每个卷的数据。

由于池可以与卷组共存、因此存储阵列可以同时包含池和卷组。
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池和卷组之间的功能差异

下表提供了卷组和池之间的功能比较。

使用 … 池 卷组

随机工作负载 更好 良好

工作负载顺序 良好 更好

驱动器重建时间 速度更快 速度较慢

性能(最佳模式) 好：最适合小型块、随机工作负
载。

好：最适合大型块、顺序工作负载

性能(驱动器重建模式) 优于：通常优于RAID 6 降级：性能下降高达40%

多个驱动器故障 更强的数据保护：更快地按优先级
重建

数据保护更少：重建速度较慢、数
据丢失风险较高

添加驱动器 更快：即时添加到池中 slower：需要动态容量扩展操作

精简卷支持 是的。 否

固态磁盘(SSD)支持 是的。 是的。

简化管理 是：没有要配置的热备用磁盘
或RAID设置

No：must allocate hotspares

、configure RAID

可调性能 否 是的。

池和卷组的功能比较

池和卷组的功能和用途相同。这两个对象都是一组驱动器、这些驱动器在存储阵列中逻辑分组在一起、用于创建
主机可以访问的卷。

下表可帮助您确定池或卷组是否最适合您的存储需求。

功能 池 卷组

支持不同的RAID级别 否在System Manager中始终使
用RAID 6。

是的。RAID 0、1、10、5和6可
用。

支持的精简卷 是的。 否

支持全磁盘加密(FDE) 是的。 是的。
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功能 池 卷组

支持数据保证(Data Assurance

、DA)

是的。 是的。

支持磁盘架丢失保护 是的。 是的。

支持抽盒丢失保护 是的。 是的。

支持混合驱动器速度 建议相同、但不是必需的。最慢的
驱动器决定了所有驱动器的速度。

建议相同、但不是必需的。最慢的
驱动器决定了所有驱动器的速度。

支持混合驱动器容量 建议相同、但不是必需的。最小驱
动器决定了所有驱动器的容量。

建议相同、但不是必需的。最小驱
动器决定了所有驱动器的容量。

最小驱动器数 11. 取决于RAID级别。RAID 0需要1

。RAID 1或10需要2 (需要偶数)

。RAID 5最小值为3。RAID 6最小
值为5。

最大驱动器数 最高可达存储阵列的最大限制 RAID 1和10—最多达到存储阵
列RAID 5的最大限制、6-30个驱动
器

可以在创建卷时选择单个驱动器 否 是的。

可以在创建卷时指定分段大小 是的。支持128 K。 是的。

可以在创建卷时指定I/O特征 否 是的。支持文件系统、数据库、多
媒体和自定义。

驱动器故障保护 在池中的每个驱动器上使用保留容
量、从而加快重建速度。

使用热备用驱动器。重建受驱动
器IOPS的限制。

达到容量限制时显示警告 是的。可以在已用容量达到最大容
量的百分比时设置警报。

否

支持迁移到其他存储阵列 否要求您先迁移到卷组。 是的。

动态区块大小(DSS) 否 是的。

可以更改RAID级别 否 是的。

卷扩展(增加容量) 是的。 是的。
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功能 池 卷组

容量扩展(添加容量) 是的。 是的。

容量减少 是的。 否

池或卷组均不支持混合驱动器类型(HDD、SSD)。

自动创建池与手动创建池

您可以自动或手动创建池、以便对物理存储进行分组、然后根据需要动态分配。创建池
时、您可以添加物理驱动器。

自动创建

当System Manager检测到存储阵列中的未分配容量时、将启动自动池创建。检测到未分配的容量后、System

Manager会自动提示您创建一个或多个池、或者将未分配的容量添加到现有池、或者同时添加这两者。

如果满足以下条件之一、则会自动创建池：

• 存储阵列中不存在池、并且有足够的类似驱动器来创建新池。

• 新驱动器将添加到至少具有一个池的存储阵列中。

池中的每个驱动器必须具有相同的驱动器类型(HDD或SSD)、并且具有类似的容量。System Manager将提示您
完成以下任务：

• 如果这些类型的驱动器数量充足、请创建一个池。

• 如果未分配的容量包含不同的驱动器类型、请创建多个池。

• 如果已在存储阵列中定义池、请将驱动器添加到现有池、然后将相同驱动器类型的新驱动器添加到该池。

• 将相同驱动器类型的驱动器添加到现有池中、如果新驱动器的驱动器类型不同、请使用其他驱动器类型创建
不同的池。

手动创建

如果自动创建无法确定最佳配置、您可能需要手动创建池。出现这种情况的原因可能如下：

• 新驱动器可能会添加到多个池中。

• 一个或多个新池候选项可以使用磁盘架丢失保护或抽屉丢失保护。

• 一个或多个当前池候选项无法保持其磁盘架丢失保护或抽盒丢失保护状态。

如果存储阵列上有多个应用程序、而不希望这些应用程序争用相同的驱动器资源、您可能还需要手动创建池。在
这种情况下、您可能会考虑手动为一个或多个应用程序创建一个较小的池。您只能分配一个或两个卷、而不能将
工作负载分配给一个大型池、该池包含许多卷、可用于分布数据。手动创建专用于特定应用程序工作负载的单独
池可以提高存储阵列操作的执行速度、并减少争用。
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配置存储

自动创建池

当System Manager检测到存储阵列中未分配的驱动器时、将自动启动池创建。您可以使用
自动创建池将存储阵列中所有未分配的驱动器轻松配置到一个池中、并将驱动器添加到现
有池中。

开始之前

如果满足以下条件之一、则可以启动池自动配置对话框：

• 至少检测到一个未分配的驱动器、可以将其添加到具有类似驱动器类型的现有池中。

• 检测到可用于创建新池的11个或更多未分配驱动器(如果由于驱动器类型不同而无法将其添加到现有池中)。

关于此任务

请记住以下几点：

• 向存储阵列添加驱动器时、System Manager会自动检测这些驱动器、并提示您根据驱动器类型和当前配置
创建一个或多个池。

• 如果先前已定义池、则System Manager会自动提示您选择将兼容驱动器添加到现有池。将新驱动器添加到
现有池后、System Manager会自动在新容量中重新分布数据、现在、新容量包含您添加的新驱动器。

• 在配置EF600或EF300存储阵列时、请确保每个控制器可以访问前12个插槽中相同数量的驱动器、以及最
后12个插槽中相同数量的驱动器。此配置有助于控制器更有效地使用驱动器端PCIe总线。

您可以使用以下任一方法启动池自动配置对话框：

• 检测到未分配的容量后、"通知"区域的主页页面上将显示池自动配置建议。单击*查看池自动配置*以启动对
话框。

• 您还可以从"池和卷组"页面启动"池自动配置"对话框、如以下任务所述。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择菜单：更多[启动池自动配置]。

此结果表列出了新池、已添加驱动器的现有池或这两者。默认情况下、新池使用序列号命名。

System Manager将执行以下任务：

◦ 如果有足够数量的驱动器具有相同的驱动器类型(HDD或SSD)并具有类似的容量、则创建一个池。

◦ 如果未分配的容量包含不同的驱动器类型、则创建多个池。

◦ 如果已在存储阵列中定义池、则将驱动器添加到现有池、并将相同驱动器类型的新驱动器添加到该池。

◦ 将相同驱动器类型的驱动器添加到现有池中、如果新驱动器的驱动器类型不同、则使用其他驱动器类型
创建不同的池。

3. 要更改新池的名称、请单击*编辑*图标(铅笔)。

4. 要查看池的其他特征、请将光标置于或轻触*详细信息*图标(页面)。
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此时将显示有关驱动器类型、安全功能、数据保证(Data Assurance、DA)功能、磁盘架丢失保护和抽盒丢
失保护的信息。

对于EF600和EF300存储阵列、还会显示资源配置和卷块大小的设置。

5. 单击 * 接受 * 。

手动创建池

如果池自动配置功能不提供满足您需求的池、您可以从一组候选对象手动创建池。

池可提供必要的逻辑存储容量、您可以从中创建各个卷、然后使用这些卷托管应用程序。

开始之前

• 必须至少有11个驱动器具有相同的驱动器类型(HDD或SSD)。

• 磁盘架丢失保护要求构成池的驱动器至少位于六个不同的驱动器架中、并且一个驱动器架中的驱动器不超过
两个。

• 抽盒丢失保护功能要求构成池的驱动器至少位于五个不同的抽盒中、并且池中每个抽盒包含同等数量的驱动
器架。

• 在配置EF600或EF300存储阵列时、请确保每个控制器可以访问前12个插槽中相同数量的驱动器、以及最
后12个插槽中相同数量的驱动器。此配置有助于控制器更有效地使用驱动器端PCIe总线。目前、System

Manager允许在创建卷组时在"高级"功能下选择驱动器。要创建池、建议使用存储阵列中的所有驱动器。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击菜单：创建[池]。

此时将显示创建池对话框。

3. 键入池的名称。

4. *可选：*如果存储阵列中有多种类型的驱动器、请选择要使用的驱动器类型。

结果表列出了您可以创建的所有可能池。

5. 根据以下特征选择要使用的候选池、然后单击*创建*。

特性 使用 …

可用容量 以GiB显示候选池的可用容量。选择一个具有满足应用程序存储需求的容量的候
选池。

保留(备用)容量也会分布在整个池中、而不是可用容量的一部分。
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特性 使用 …

驱动器总数 显示候选池中的可用驱动器数量。

System Manager会自动预留尽可能多的驱动器以保留容量(对于池中的每六个驱
动器、System Manager会为保留容量预留一个驱动器)。

发生驱动器故障时、会使用保留容量来保存重建的数据。

驱动器块大小(仅
限EF300和EF600)

显示池中驱动器可以写入的块大小(扇区大小)。值可能包括：

• 512—512字节扇区大小。

• 4k—4、096字节扇区大小。

支持安全保护 指示候选池是否全部由具有安全功能的驱动器组成、这些驱动器可以是全磁盘
加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理标准(Federal

Information Processing Standard、FIPS)驱动器。

• 您可以使用驱动器安全保护池、但所有驱动器都必须具有安全功能才能使用
此功能。

• 如果要创建仅FDE池、请在安全功能列中查找*是- FDE*。如果要创建
仅FIPS的池、请查找*是- Fips*或*是- FIPS (混合)*。"混合"表示140-2

和140-3级驱动器的混合。如果混合使用这些级别、请注意、池将在较低的
安全级别(140-2)下运行。

• 您可以创建一个由驱动器组成的池、这些驱动器可能支持安全功能、也可能
不支持安全功能、或者混合了多种安全级别。如果池中的驱动器包含不支持
安全的驱动器、则无法确保池的安全。

是否启用安全性？ 提供了使用支持安全的驱动器启用驱动器安全功能的选项。如果池支持安全、
并且您已创建安全密钥、则可以选中复选框来启用安全性。

启用驱动器安全性后删除驱动器安全性的唯一方法是删除池并擦
除驱动器。

支持DA 指示此池候选项是否可使用数据保证(Data Assurance、DA)。DA可检查并更正
在数据通过控制器向下传输到驱动器时可能发生的错误。

如果所有驱动器均支持DA、则会启用DA。创建卷后、可以通过选择菜单
：Storage[卷>查看/编辑设置>高级>永久禁用数据保证]来禁用DA。如果在卷上
禁用了DA、则无法重新启用它。

支持资源配置(仅
限EF300和EF600)

显示资源配置是否可用于此池候选项。资源配置是EF300和EF600存储阵列中提
供的一项功能、可在不执行后台初始化过程的情况下立即使用卷。
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特性 使用 …

磁盘架丢失保护 显示磁盘架丢失保护是否可用。

磁盘架丢失保护功能可确保在与单个驱动器磁盘架完全失去通信时能够访问池
中卷上的数据。

抽盒丢失保护 显示是否提供了抽盒丢失保护、只有在使用包含抽盒的驱动器架时、才会提供
此保护。

抽盒丢失保护功能可确保在与驱动器架中的单个抽盒完全失去通信时能够访问
池中卷上的数据。

支持的卷块大小(仅
限EF300和EF600)

显示了可为池中的卷创建的块大小：

• 512n—512字节原生。

• 512e—模拟512字节。

• 4 k—4、096字节。

创建卷组

您可以使用卷组创建一个或多个可供主机访问的卷。卷组是指具有RAID级别和容量等共享
特征的卷的容器。

借助容量更大的驱动器以及在控制器之间分布卷的功能、可以为每个卷组创建多个卷、从而充分利用存储容量并
保护数据。

开始之前

在创建卷组之前、请查看以下准则：

• 您至少需要一个未分配的驱动器。

• 一个卷组中可以包含的驱动器数量存在限制。这些限制因RAID级别而异。

• 要启用磁盘架/抽盒丢失保护、您必须创建一个卷组、该卷组使用至少位于三个磁盘架或抽盒中的驱动器、除
非您使用的是RAID 1、其中至少包含两个磁盘架/抽盒。

• 如果您使用的是EF600或EF300存储阵列、并且计划手动创建卷组、请确保每个控制器都可以访问前12个插
槽中相同数量的驱动器、以及最后12个插槽中相同数量的驱动器。此配置有助于控制器更有效地使用驱动器
端PCIe总线。目前、System Manager允许在创建卷组时在"高级"功能下选择驱动器。

• 查看您选择的RAID级别如何影响卷组的容量：

◦ 如果选择RAID 1、则必须一次添加两个驱动器、以确保选择镜像对。如果选择四个或更多驱动器、则会
实现镜像和条带化(称为RAID 10或RAID 1+0)。

◦ 如果选择RAID 5、则必须至少添加三个驱动器才能创建卷组。

◦ 如果选择RAID 6、则必须至少添加五个驱动器才能创建卷组。

步骤

32



1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击菜单：创建[卷组]。

此时将显示创建卷组对话框。

3. 键入卷组的名称。

4. 选择最符合数据存储和保护要求的RAID级别。

此时将显示卷组候选表、并且仅显示支持选定RAID级别的候选卷。

5. *可选：*如果存储阵列中有多种类型的驱动器、请选择要使用的驱动器类型。

此时将显示卷组候选表、并且仅显示支持选定驱动器类型和RAID级别的候选卷。

6. *可选：*您可以选择自动方法或手动方法来定义要在卷组中使用的驱动器。默认选择为"Automatic"方法。

要手动选择驱动器、请单击*手动选择驱动器(高级)链接。单击后、它将更改为*自动选择驱动器(高级)。

使用手动方法可以选择卷组包含哪些特定驱动器。您可以选择特定的未分配驱动器以获取所需的容量。如果
存储阵列包含具有不同介质类型或不同接口类型的驱动器、则只能为单个驱动器类型选择未配置的容量来创
建新的卷组。

只有了解驱动器冗余和最佳驱动器配置的专家才应使用手动方法。

7. 根据显示的驱动器特征、选择要在卷组中使用的驱动器、然后单击*创建*。

显示的驱动器特征取决于您选择的是自动方法还是手动方法。
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自动方法驱动器特征

特性 使用 …

可用容量 显示可用容量(以GiB为单位)。选择一个具有满足应用程序存储需求的容量
的卷组候选项。

驱动器总数 显示可用于此卷组的驱动器数量。选择包含所需驱动器数量的卷组候选项。

驱动器块大小(仅
限EF300和EF600)

显示了组中的驱动器可以写入的块大小(扇区大小)。值可能包括：

• 512—512字节扇区大小。

• 4k—4、096字节扇区大小。

支持安全保护 指示此卷组候选项是否全部由具有安全功能的驱动器组成、这些驱动器可以
是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理
标准(Federal Information Processing Standard、FIPS)驱动器。

• 您可以使用驱动器安全保护卷组、但所有驱动器都必须具有安全功能才
能使用此功能。

• 如果要创建仅FDE卷组、请在安全功能列中查找*是- FDE*。如果要创建
仅FIPS卷组、请查找*是- FIPS-FIPS 或*是- FIPS (混合)。"混合"表
示140-2和140-3级驱动器的混合。如果混合使用这些级别、请注意、卷
组将在较低的安全级别(140-2)下运行。

• 您可以创建一个由驱动器组成的卷组、这些驱动器可能支持安全功能、
也可能不支持安全功能、或者混合了多种安全级别。如果卷组中的驱动
器包含不支持安全的驱动器、则无法确保卷组的安全。

是否启用安全性？ 提供了使用支持安全的驱动器启用驱动器安全功能的选项。如果卷组具有安
全功能、并且您已设置安全密钥、则可以选中此复选框来启用驱动器安全
性。

启用驱动器安全性后删除驱动器安全性的唯一方法是删除卷
组并擦除驱动器。

支持DA 指示数据保证(Data Assurance、DA)是否可用于此组。数据保证(Data

Assurance、DA)可检查并更正在数据通过控制器向下传输到驱动器时可能
发生的错误。

如果要使用DA、请选择一个支持DA的卷组。(对于支持DA的驱动器、在池
中创建的卷会自动启用DA。)

卷组可以包含支持DA或不支持DA的驱动器、但要使用此功能、所有驱动器
都必须支持DA。

支持资源配置(仅
限EF300和EF600)

显示资源配置是否可用于此组。资源配置是EF300和EF600存储阵列中提供
的一项功能、可在不执行后台初始化过程的情况下立即使用卷。
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特性 使用 …

磁盘架丢失保护 显示磁盘架丢失保护是否可用。 磁盘架丢失保护功能可确保在与磁盘架完
全失去通信时能够访问卷组中卷上的数据。

抽盒丢失保护 显示是否提供了抽盒丢失保护、只有在使用包含抽盒的驱动器架时、才会提
供此保护。 如果与驱动器架中的单个抽盒完全失去通信、则抽盒丢失保护
功能可确保能够访问卷组中卷上的数据。

支持的卷块大小(仅
限EF300和EF600)

显示了可为组中的卷创建的块大小：

• 512n—512字节原生。

• 512e—模拟512字节。

• 4 k—4、096字节。
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手动方法驱动器特征

特性 使用 …

介质类型 指示介质类型。支持以下介质类型：

• 硬盘驱动器

• 固态磁盘(SSD)

一个卷组中的所有驱动器都必须具有相同的介质类型(所有SSD或所有硬盘
驱动器)。卷组不能混合使用介质类型或接口类型。

驱动器块大小(仅
限EF300和EF600)

显示了组中的驱动器可以写入的块大小(扇区大小)。值可能包括：

• 512—512字节扇区大小。

• 4k—4、096字节扇区大小。

驱动器容量 指示驱动器容量。

• 尽可能选择容量等于卷组中当前驱动器容量的驱动器。

• 如果您必须添加容量较小的未分配驱动器、请注意、卷组中当前每个驱
动器的可用容量会减少。因此、卷组中的驱动器容量相同。

• 如果您必须添加容量更大的未分配驱动器、请注意、添加的未分配驱动
器的可用容量会减少、以便与卷组中驱动器的当前容量匹配。

托盘 指示驱动器的托盘位置。

插槽 指示驱动器的插槽位置。

转速(rpm) 指示驱动器的速度。

逻辑扇区大小 指示扇区大小和格式。
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特性 使用 …

支持安全保护 指示此卷组候选项是否全部由具有安全功能的驱动器组成、这些驱动器可以
是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理
标准(Federal Information Processing Standard、FIPS)驱动器。

• 您可以使用驱动器安全保护卷组、但所有驱动器都必须具有安全功能才
能使用此功能。

• 如果要创建仅FDE卷组、请在安全功能列中查找*是- FDE*。如果要创建
仅FIPS卷组、请查找*是- FIPS-FIPS 或*是- FIPS (混合)。"混合"表
示140-2和140-3级驱动器的混合。如果混合使用这些级别、请注意、卷
组将在较低的安全级别(140-2)下运行。

• 您可以创建一个由驱动器组成的卷组、这些驱动器可能支持安全功能、
也可能不支持安全功能、或者混合了多种安全级别。如果卷组中的驱动
器包含不支持安全的驱动器、则无法确保卷组的安全。

支持DA 指示数据保证(Data Assurance、DA)是否可用于此组。数据保证(Data

Assurance、DA)可检查并更正数据通过控制器向下传输到驱动器时可能发
生的错误。

如果要使用DA、请选择一个支持DA的卷组。(对于支持DA的驱动器、在池
中创建的卷会自动启用DA。)

卷组可以包含支持DA或不支持DA的驱动器、但要使用此功能、所有驱动器
都必须支持DA。

支持的卷块大小(仅
限EF300和EF600)

显示了可为组中的卷创建的块大小：

• 512n—512字节原生。

• 512e—模拟512字节。

• 4 k—4、096字节。

支持资源配置(仅
限EF300和EF600)

显示资源配置是否可用于此组。资源配置是EF300和EF600存储阵列中提供
的一项功能、可在不执行后台初始化过程的情况下立即使用卷。

向池或卷组添加容量

您可以添加驱动器以扩展现有池或卷组中的可用容量。

扩展会导致池或卷组包含额外的可用容量。您可以使用此可用容量创建其他卷。在此操作期间、卷中的数据仍可
访问。

开始之前

• 驱动器必须处于最佳状态。

• 驱动器必须具有相同的驱动器类型(HDD或SSD)。
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• 池或卷组必须处于最佳状态。

• 一个卷组中允许的最大卷数为256。

• 池中允许的最大卷数取决于存储系统型号：

◦ 2、048个卷(EF600和E5700系列)

◦ 1、024个卷(EF300)

◦ 512个卷(E2800系列)

• 如果池或卷组包含所有支持安全的驱动器、请仅添加支持安全的驱动器、以继续使用支持安全的驱动器的加
密功能。

支持安全的驱动器可以是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理标
准(Federal Information Processing Standard、FIPS)驱动器。

关于此任务

对于池、一次最多可以添加60个驱动器。对于卷组、一次最多可以添加两个驱动器。如果需要添加的驱动器数
超过最大数量、请重复执行操作步骤。(池中的驱动器数不能超过存储系统的最大限制。)

添加驱动器后、可能需要增加保留容量。您应考虑在执行扩展操作后增加预留容量。

避免使用能够向不支持DA的池或卷组添加容量的数据保证(Data Assurance、DA)驱动器。池或卷
组无法利用支持DA的驱动器的功能。在这种情况下、请考虑使用不支持DA的驱动器。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要添加驱动器的池或卷组、然后单击*添加容量*。

此时将显示添加容量对话框。仅显示与池或卷组兼容的未分配驱动器。

3. 在*选择要添加容量的驱动器…*下、选择要添加到现有池或卷组的一个或多个驱动器。

控制器固件会使用顶部列出的最佳选项来排列未分配的驱动器。添加到池或卷组的总可用容量显示在*选定
总容量*中的列表下方。
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字段详细信息

字段 Description

磁盘架 指示驱动器的磁盘架位置。

托架 指示驱动器的托架位置。

容量(GiB) 指示驱动器容量。

• 尽可能选择容量等于池或卷组中当前驱动器容量的驱动器。

• 如果您必须添加容量较小的未分配驱动器、请注意、池或卷组中当前每
个驱动器的可用容量会减少。因此、池或卷组中的驱动器容量相同。

• 如果您必须添加容量更大的未分配驱动器、请注意、您添加的未分配驱
动器的可用容量会减少、以便与池或卷组中驱动器的当前容量匹配。

支持安全保护 指示驱动器是否支持安全保护。

• 要使用驱动器安全功能保护池或卷组、所有驱动器都必须具有安全功
能。

• 可以使用支持安全和不支持安全的驱动器组合创建池或卷组、但无法启
用驱动器安全功能。

• 包含所有支持安全的驱动器的池或卷组不能接受不支持安全的驱动器来
进行备用或扩展、即使未使用加密功能也是如此。

• 报告为支持安全的驱动器可以是全磁盘加密(Full Disk Encryption、FDE)

驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

• FIPS驱动器可以是级别140-2或140-3、而级别140-3则是更高的安全性
级别。如果选择140-2和140-3级别的混合驱动器、则池或卷组将以较低
的安全级别(140-2)运行。

支持DA 指示驱动器是否支持数据保证(Data Assurance、DA)。

• 建议不要使用数据保证(Data Assurance、DA)无法向支持DA的池或卷
组添加容量的驱动器。池或卷组不再具有DA功能、您也无法再对池或卷
组中新创建的卷启用DA。

• 建议不要使用能够向不支持DA的池或卷组添加容量的数据保证(Data

Assurance、DA)驱动器、因为该池或卷组无法利用支持DA的驱动器的
功能(驱动器属性不匹配)。在这种情况下、请考虑使用不支持DA的驱动
器。

支持DULBE 指示驱动器是否具有已取消分配或未写入逻辑块错误(DULBE")选
项。DULBE"是NVMe驱动器上的一个选项、它允许EF300或EF600存储阵
列支持资源配置的卷。
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4. 单击 * 添加 * 。

如果要向池或卷组添加驱动器、则如果选择的驱动器导致池或卷组不再具有以下一个或多个属性、则会显示
一个确认对话框：

◦ 磁盘架丢失保护

◦ 抽盒丢失保护

◦ 全磁盘加密功能

◦ 数据保证功能

◦ DULBE"功能

5. 要继续、请单击*是*；否则、请单击*取消*。

结果

将未分配的驱动器添加到池或卷组后、该池或卷组中每个卷中的数据将重新分配、以包括其他驱动器。

管理存储

检查卷冗余

在技术支持的指导下或按照Recovery Guru的指示、您可以检查池或卷组中某个卷的冗余
情况、以确定该卷上的数据是否一致。

如果池或卷组中的某个驱动器发生故障、则可以使用冗余数据快速重建替代驱动器上的信息。

开始之前

• 池或卷组的状态必须为最佳。

• 池或卷组不能正在进行任何卷修改操作。

• 您可以检查除RAID 0以外的任何RAID级别的冗余、因为RAID 0没有数据冗余。

只有在Recovery Guru指示并在技术支持的指导下、才检查卷冗余。

关于此任务

一次只能对一个池或卷组执行此检查。卷冗余检查将执行以下操作：

• 扫描RAID 3卷、RAID 5卷或RAID 6卷中的数据块、并检查每个块的冗余信息。(只能使用命令行界面将RAID

3分配给卷组。)

• 比较RAID 1镜像驱动器上的数据块。

• 如果控制器固件确定数据不一致、则返回冗余错误。

立即对同一个池或卷组运行冗余检查可能会出现发生原因 错误。要避免此问题、请等待一到两分
钟、然后再对同一个池或卷组运行另一个冗余检查。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。
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2. 选择菜单：不常见任务(检查卷冗余)。

此时将显示检查冗余对话框。

3. 选择要检查的卷、然后键入 check 以确认您要执行此操作。

4. 单击*检查*。

此时将启动检查卷冗余操作。从对话框中的表顶部开始、按顺序扫描池或卷组中的卷。扫描每个卷时会执行
以下操作：

◦ 此时将在卷表中选择此卷。

◦ 冗余检查的状态显示在*状态*列中。

◦ 如果遇到任何介质或奇偶校验错误、则此检查将停止、然后报告此错误。

有关冗余检查状态的更多信息

Status Description

待定 这是第一个要扫描的卷、您尚未单击"开始"启动冗余检查。

或

正在对池或卷组中的其他卷执行冗余检查操作。

正在检查 卷正在进行冗余检查。

已通过 卷已通过冗余检查。在冗余信息中未检测到不一致。

失败 卷未通过冗余检查。在冗余信息中检测到不一致。

介质错误 驱动器介质有缺陷且无法读取。按照Recovery Guru中显示的说明进行操
作。

奇偶校验错误 奇偶校验与给定部分数据的奇偶校验不同。奇偶校验错误可能很严重、
并且发生原因 可能会导致数据永久丢失。

5. 检查池或卷组中的最后一个卷后、单击*完成*。

删除池或卷组

您可以删除池或卷组以创建更多未分配容量、您可以根据应用程序存储需求对其进行重新
配置。

开始之前

• 您必须已备份池或卷组中所有卷上的数据。
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• 您必须已停止所有输入/输出(I/O)。

• 您必须卸载卷上的所有文件系统。

• 您必须已删除池或卷组中的任何镜像关系。

• 您必须已停止正在对池或卷组执行的任何卷复制操作。

• 池或卷组不得参与异步镜像操作。

• 卷组中的驱动器不能具有永久性预留。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 从列表中选择一个池或卷组。

一次只能选择一个池或卷组。向下滚动列表以查看其他池或卷组。

3. 选择菜单：uncommon Tasks[Delete]并确认。

结果

System Manager将执行以下操作：

• 删除池或卷组中的所有数据。

• 删除与池或卷组关联的所有驱动器。

• 取消分配关联的驱动器、以便在新的或现有的池或卷组中重复使用这些驱动器。

整合卷组的可用容量

使用整合可用容量选项整合选定卷组上的现有可用块区。通过执行此操作、您可以使用卷
组中的最大可用容量创建更多卷。

开始之前

• 卷组必须至少包含一个可用容量区域。

• 卷组中的所有卷都必须处于联机状态并处于最佳状态。

• 不得正在执行卷修改操作、例如更改卷的区块大小。

关于此任务

操作开始后、您将无法取消。在整合操作期间、您的数据仍可访问。

您可以使用以下任一方法启动整合可用容量对话框：

• 如果至少为卷组检测到一个可用容量区域、则"通知"区域的主页页面上将显示"整合可用容量"建议。单击*整
合可用容量*链接以启动对话框。

• 您还可以从"池和卷组"页面启动"整合可用容量"对话框、如以下任务所述。

42



有关可用容量区域的更多信息

可用容量区域是指删除卷或在创建卷期间未使用所有可用容量时可能产生的可用容量。在卷组中创建具有
一个或多个可用容量区域的卷时、卷的容量将限制为该卷组中最大的可用容量区域。例如、如果一个卷组
的可用容量总计为15 GiB、而最大可用容量区域为10 GiB、则可以创建的最大卷为10 GiB。

您可以整合卷组上的可用容量以提高写入性能。随着主机写入、修改和删除文件、卷组的可用容量将逐渐
变得碎片化。最终、可用容量不会位于一个连续块中、而是分散在卷组中的小片段中。这会导致文件进一
步碎片化、因为主机必须将新文件作为碎片写入、才能将其放入可用集群范围内。

通过将选定卷组上的可用容量整合在一起、您会发现、每当主机写入新文件时、文件系统性能都会提高。
整合过程还有助于防止新文件在将来被碎片化。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择具有要整合的可用容量的卷组、然后选择菜单：不常见任务(整合卷组可用容量)。

此时将显示整合可用容量对话框。

3. Type consolidate 以确认您要执行此操作。

4. 单击*整合*。

System Manager会开始将卷组的可用容量区域整合(碎片整理)为一个连续的容量、以便执行后续的存储配置
任务。

完成后

选择菜单：主页(查看正在执行的操作)以查看整合可用容量操作的进度。此操作可能会很长，并且可能会影响系
统性能。

导出/导入卷组

通过卷组迁移、您可以导出卷组、以便将卷组导入到其他存储阵列。

SANtricity System Manager用户界面不支持导出/导入功能。您必须使用命令行界面(CLI)将卷组导出/导入到其他
存储阵列。

打开池、卷组或SSD缓存中的定位灯

您可以找到驱动器、以物理方式识别构成选定池、卷组或SSD缓存的所有驱动器。选定
池、卷组或SSD缓存中的每个驱动器上都会亮起一个LED指示灯。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要查找的池、卷组或SSD缓存、然后单击菜单：更多(打开定位灯)。

此时将显示一个对话框、指示包含选定池、卷组或SSD缓存的驱动器上的指示灯已打开。

3. 成功找到驱动器后、单击*关闭*。
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从池或SSD缓存中删除容量

您可以删除驱动器以减少现有池或SSD缓存的容量。

删除驱动器后、池或SSD缓存中每个卷中的数据将重新分配给其余驱动器。已删除的驱动器将变为未分配、其容
量将成为存储阵列总可用容量的一部分。

关于此任务

删除容量时、请遵循以下准则：

• 要删除SSD缓存中的最后一个驱动器、必须先删除SSD缓存。

• 不能将池中的驱动器数量减少到少于11个驱动器。

• 一次最多可以删除12个驱动器。如果需要删除12个以上的驱动器、请重复执行操作步骤。

• 如果池或SSD缓存中没有足够的可用容量来容纳数据、则在将这些数据重新分配到池或SSD缓存中的其余驱
动器时、您无法删除这些驱动器。

了解潜在的性能影响

• 从池或SSD缓存中删除驱动器可能会降低卷性能。

• 从池或SSD缓存中删除容量时、不会占用保留容量。但是、根据池或SSD缓存中剩余的驱动器数量、
保留容量可能会减少。

了解对支持安全的驱动器的影响

• 如果删除最后一个不支持安全的驱动器、则池中将保留所有支持安全的驱动器。在这种情况下、您可以
选择为池启用安全性。

• 如果删除最后一个不支持数据保证(Data Assurance、DA)的驱动器、则池将保留所有支持DA的驱动
器。

在池中创建的任何新卷都将支持DA。如果您希望现有卷支持DA、则需要先删除此卷、然后
再重新创建此卷。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择池或SSD缓存、然后单击菜单：更多[删除容量]。

此时将显示删除容量对话框。

3. 在列表中选择一个或多个驱动器。

在列表中选择或取消选择驱动器时、*选定总容量*字段将更新。此字段显示删除选定驱动器后产生的池
或SSD缓存的总容量。

4. 单击*删除*、然后确认要删除这些驱动器。

池和卷组视图反映了池或SSD缓存容量新减少的情况。
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修改池和组设置

更改池的配置设置

您可以编辑池的设置、包括其名称、容量警报设置、修改优先级和保留容量。

关于此任务

此任务介绍如何更改池的配置设置。

您不能使用System Manager界面更改池的RAID级别。System Manager会自动将池配置为RAID

6。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要编辑的池、然后单击*查看/编辑设置*。

此时将显示Pool Setting对话框。

3. 选择*设置*选项卡、然后根据需要编辑池设置。
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字段详细信息

正在设置 … Description

Name 您可以更改用户提供的池名称。需要为池指定名称。

容量警报 您可以在池中的可用容量达到或超过指定阈值时发送警报通知。当存储在池
中的数据超过指定阈值时、System Manager会发送一条消息、让您有时间
添加更多存储空间或删除不必要的对象。

警报显示在信息板上的Notifications区域中、可通过电子邮件和SNMP陷阱
消息从服务器发送给管理员。

您可以定义以下容量警报：

• 严重警报-当池中的可用容量达到或超过指定阈值时、此严重警报将向您
发出通知。使用spinner控件调整阈值百分比。选中此复选框可禁用此通
知。

• 早期警报—此早期警报会在池中的可用容量达到指定阈值时向您发出通
知。使用spinner控件调整阈值百分比。选中此复选框可禁用此通知。

修改优先级 您可以指定池中修改操作相对于系统性能的优先级级别。如果池中修改操作
的优先级较高、则操作完成速度会更快、但可能会降低主机I/O性能。优先
级较低会导致操作所需时间较长、但对主机I/O性能的影响较小。

您可以从五个优先级中进行选择：最低、低、中、高和最高。优先级越高、
对主机I/O和系统性能的影响就越大。

• 关键重建优先级—如果多个驱动器故障导致某些数据没有冗余、而另一
个驱动器故障可能导致数据丢失、则此滑块条可确定数据重建操作的优
先级。

• 已降级重建优先级—此滑块用于确定发生驱动器故障时数据重建操作的
优先级、但数据仍具有冗余、并且附加驱动器故障不会导致数据丢失。

• 后台操作优先级-此滑块条用于确定池处于最佳状态时执行的池后台操作
的优先级。这些操作包括动态卷扩展(DVE)、即时可用性格式(IAF)以及
将数据迁移到更换或添加的驱动器。
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正在设置 … Description

保留容量(EF600

或EF300的"优化容量")

保留容量—您可以定义驱动器数量以确定池中为支持潜在驱动器故障而预留
的容量。发生驱动器故障时、会使用保留容量来保存重建的数据。在数据重
建过程中、池会使用保留容量、而不是在卷组中使用热备用驱动器。

使用spinner控件调整驱动器数量。根据驱动器数量、池中的保留容量显示
在spinner框旁边。

请记住以下有关保留容量的信息。

• 由于保留容量会从池的总可用容量中减去、因此您预留的容量会影响可
用于创建卷的可用容量。如果为保留容量指定0、则池中的所有可用容
量将用于创建卷。

• 如果减少保留容量、则增加可用于池卷的容量。

额外优化容量(仅限EF600和EF300阵列)—创建池时、系统会生成一个建议
的优化容量、以便在可用容量与性能以及驱动器使用寿命之间取得平衡。您
可以通过向右移动滑块以提高性能和驱动器使用寿命而降低可用容量的增加
来调整这种平衡、也可以将滑块移至左侧以增加可用容量、从而降低性能和
驱动器使用寿命。

如果未分配一部分容量、SSD驱动器的使用寿命将会延长、并且最大写入性
能也会提高。对于与池关联的驱动器、未分配的容量包括池的保留容量、可
用容量(卷未使用的容量)以及作为额外优化容量而预留的部分可用容量。额
外的优化容量可通过减少可用容量来确保最低的优化容量级别、因此不可用
于创建卷。

4. 单击 * 保存 * 。

更改卷组的配置设置

您可以编辑卷组的设置、包括其名称和RAID级别。

开始之前

如果要更改RAID级别以满足访问卷组的应用程序的性能需求、请确保满足以下前提条件：

• 卷组必须处于最佳状态。

• 卷组中必须有足够的容量才能转换为新的RAID级别。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要编辑的卷组、然后单击*查看/编辑设置*。

此时将显示卷组设置对话框。

3. 选择*设置*选项卡、然后根据需要编辑卷组设置。
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字段详细信息

正在设置 … Description

Name 您可以更改用户提供的卷组名称。需要为卷组指定名称。

RAID级别 从下拉菜单中选择新的RAID级别。

• * RAID 0条带化*—提供高性能、但不提供任何数据冗余。如果卷组中的
一个驱动器发生故障、则所有关联卷都会发生故障、并且所有数据都将
丢失。条带化RAID组将两个或更多驱动器组合成一个大型逻辑驱动器。

• * RAID 1镜像*—提供高性能和最佳数据可用性、适用于在企业或个人级
别存储敏感数据。通过自动将一个驱动器的内容镜像到镜像对中的第二
个驱动器来保护数据。它可以在单个驱动器发生故障时提供保护。

• * RAID 10条带化/镜像*-提供RAID 0 (条带化)和RAID 1 (镜像)的组合、
在选择四个或更多驱动器时实现。RAID 10适用于需要高性能和容错能
力的高卷事务应用程序、例如数据库。

• * RAID 5*—最适合多用户环境(例如数据库或文件系统存储)、其中典
型I/O大小较小且读取活动比例较高。

• * RAID 6*—最适合需要RAID 5以上冗余保护但不需要高写入性能的环
境。

使用命令行界面(CLI)只能将RAID 3分配给卷组。

更改RAID级别后、此操作将无法在开始后取消。在更改期间、您的数据将
保持可用。

优化容量(仅限EF600阵
列)

创建卷组时、系统会生成一个建议的优化容量、以便在可用容量与性能以及
驱动器使用寿命之间取得平衡。您可以通过向右移动滑块以提高性能和驱动
器使用寿命而降低可用容量的增加来调整这种平衡、也可以将滑块移至左侧
以增加可用容量、从而降低性能和驱动器使用寿命。

如果未分配一部分容量、SSD驱动器的使用寿命将会延长、并且最大写入性
能也会提高。对于与卷组关联的驱动器、未分配的容量由组的可用容量(卷
未使用的容量)以及作为额外优化容量而预留的部分可用容量组成。额外的
优化容量可通过减少可用容量来确保最低的优化容量级别、因此不可用于创
建卷。

4. 单击 * 保存 * 。

如果因RAID级别更改而导致容量减少、卷冗余丢失或磁盘架/抽屉丢失保护丢失、则会显示一个确认对话
框。选择*是*继续；否则单击*否*。

结果

如果更改卷组的RAID级别、System Manager将更改组成卷组的每个卷的RAID级别。在此操作期间、性能可能
会受到轻微影响。
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在现有卷组和池上启用或禁用资源配置

对于任何支持DULBE-的驱动器、您可以在池或卷组中的现有卷上启用或禁用资源配置。

资源配置是EF300和EF600存储阵列中提供的一项功能、可在不执行后台初始化过程的情况下立即使用卷。分配
给卷的所有驱动器块都会进行取消分配(未映射)、这样可以延长SSD的使用寿命并提高最大写入性能。

默认情况下、在驱动器支持DULBE"的系统上启用资源配置。除非您先前已禁用资源配置、否则无需启用该配
置。

开始之前

• 您必须具有EF300或EF600存储阵列。

• 您必须具有SSD卷组或池、其中的所有驱动器都支持NVMe已取消分配或未写入逻辑块错误启用(DULBEe)

错误恢复功能。否则、资源配置选项将不可用。

关于此任务

在为现有卷组和池启用资源配置时、选定卷组或池中的所有卷都会发生更改、以允许取消分配这些块。此过程可
能涉及后台操作、以确保在取消映射粒度处分配一致。此操作不会取消映射任何空间。后台操作完成后、操作系
统需要取消映射任何未使用的块以创建可用空间。

在为现有卷组或池禁用资源配置时、后台操作会重新写入每个卷中的所有逻辑块。现有数据保持不变。写入操作
将在与卷组或池关联的驱动器上映射或配置块。

对于新的卷组和池、您可以从菜单：设置[系统>其他设置>启用/禁用资源配置的卷]启用或禁用资
源配置。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 从列表中选择一个池或卷组。

一次只能选择一个池或卷组。向下滚动列表以查看其他池或卷组。

3. 选择*不常见任务*、然后选择*启用资源配置*或*禁用资源配置*。

4. 在对话框中、确认操作。

如果您重新启用DULBE-后台操作完成后、您可能需要重新启动主机以检测到DULBE*配置更改、
然后重新挂载所有文件系统。

为新卷组或池启用或禁用资源配置

如果您先前已禁用资源配置的默认功能、则可以为您创建的任何新SSD卷组或池重新启用
此功能。您也可以再次禁用此设置。

资源配置是EF300和EF600存储阵列中提供的一项功能、可在不执行后台初始化过程的情况下立即使用卷。分配
给卷的所有驱动器块都会进行取消分配(未映射)、这样可以延长SSD的使用寿命并提高最大写入性能。

默认情况下、在驱动器支持DULBE"的系统上启用资源配置。
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开始之前

• 您必须具有EF300或EF600存储阵列。

• 您必须具有SSD卷组或池、其中的所有驱动器都支持NVMe已取消分配或未写入逻辑块错误启用(DULBEe)

错误恢复功能。

关于此任务

在为新卷组或池重新启用资源配置时、仅会影响新创建的卷组和池。启用了资源配置的任何现有卷组和池将保持
不变。

步骤

1. 选择菜单：设置[系统]。

2. 向下滚动到*其他设置*、然后单击*启用/禁用资源配置卷*。

设置问题描述 指示当前是启用还是禁用资源配置。

3. 在对话框中、确认操作。

结果

启用或禁用资源配置仅会影响您创建的新SSD池或卷组。现有池或卷组保持不变。

为池或卷组启用安全性

您可以为池或卷组启用驱动器安全性、以防止未经授权访问池或卷组中驱动器上的数据。
只有使用安全密钥配置的控制器才能对驱动器进行读写访问。

开始之前

• 必须启用驱动器安全功能。

• 必须创建安全密钥。

• 池或卷组必须处于最佳状态。

• 池或卷组中的所有驱动器都必须是支持安全的驱动器。

关于此任务

如果要使用驱动器安全性、请选择一个支持安全的池或卷组。池或卷组可以同时包含支持安全和不支持安全的驱
动器，但所有驱动器都必须具有安全功能才能使用其加密功能。

启用安全性后、只能通过删除池或卷组并擦除驱动器来删除它。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要启用安全性的池或卷组、然后单击菜单：更多[启用安全性]。

此时将显示确认启用安全性对话框。

3. 确认要为选定池或卷组启用安全性、然后单击*启用*。
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管理SSD缓存

SSD缓存的工作原理

SSD缓存功能是一种基于控制器的解决方案 、可将最常访问的数据("热"数据)缓存到延迟
较低的固态驱动器(SSD)上、以动态提高系统性能。SSD缓存仅用于主机读取。

EF600或EF300存储系统不支持此功能。

SSD缓存与主缓存

SSD缓存是一种二级缓存、可与控制器动态随机存取存储器(DRAM)中的主缓存结合使用。

SSD缓存的运行方式与主缓存不同：

• 对于主缓存、每个I/O操作都必须通过缓存暂存数据才能执行此操作。

在主缓存中、数据会在主机读取后存储在DRAM中。

• 仅使用SSD缓存将数据置于缓存中有利于提高整体系统性能。

在SSD缓存中、数据会从卷中复制并存储在两个内部RAID卷(每个控制器一个)上、这两个卷在创建SSD缓存
时会自动创建。

内部RAID卷用于内部缓存处理。这些卷不可访问或显示在用户界面中。但是、这两个卷会计入存储阵列中允许
的卷总数。

如何使用SSD缓存

智能缓存会将数据放置在低延迟驱动器中、以便能够更快地响应未来对该数据的请求。如果某个程序请求缓存中
的数据(称为"`cache hit`")、则延迟较低的驱动器可以处理该事务。否则、将出现"`cache miss`"、并且必须从速
度较慢的原始驱动器访问数据。随着缓存命中次数的增加、整体性能也会提高。

当主机程序访问存储阵列的驱动器时、数据存储在SSD缓存中。当主机程序再次访问相同的数据时、系统会
从SSD缓存而非硬盘驱动器中读取这些数据。通常访问的数据存储在SSD缓存中。只有在无法从SSD缓存读取
数据时、才会访问硬盘驱动器。

只有在将数据置于缓存中有利于提高整体系统性能时、才会使用SSD缓存。

当CPU需要处理读取数据时、它会执行以下步骤：

1. 检查DRAM缓存。

2. 如果在DRAM缓存中未找到、请检查SSD缓存。

3. 如果在SSD缓存中未找到、请从硬盘驱动器获取。如果认为数据值得缓存、请复制到SSD缓存。

提高了性能

将访问量最多的数据(热点)复制到SSD缓存可以提高硬盘运行效率、降低延迟并加快读取和写入速度。使用高性
能SSD缓存HDD卷中的数据可提高I/O性能和响应时间。
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使用简单的卷I/O机制将数据移入和移出SSD缓存。在缓存数据并将其存储在SSD上后、随后会在SSD缓存上执
行这些数据的读取、从而无需访问HDD卷。

SSD缓存和驱动器安全功能

要在同时使用驱动器安全(已启用安全保护)的卷上使用SSD缓存、该卷的驱动器安全功能必须与SSD缓存匹配。
如果不匹配、则此卷将不会启用安全保护。

实施SSD缓存

要实施SSD缓存、请执行以下操作：

1. 创建SSD缓存。

2. 将SSD缓存与要实施SSD读取缓存的卷相关联。

分配给使用控制器SSD缓存的任何卷均不符合自动负载平衡传输的条件。

SSD缓存限制

了解在存储阵列上使用SSD缓存时的限制。

限制

• 分配给使用控制器SSD缓存的任何卷均不符合自动负载平衡传输的条件。

• 目前、每个存储阵列仅支持一个SSD缓存。

• 存储阵列上的最大可用SSD缓存容量为5 TB。

• Snapshot映像不支持SSD缓存。

• SSD缓存在EF600或EF300存储系统上不可用。

• 如果导入或导出启用或禁用了SSD缓存的卷、则不会导入或导出缓存的数据。

• 要删除SSD缓存中的最后一个驱动器、必须先删除SSD缓存。

驱动器安全限制

• 只有在创建SSD缓存时、才能在SSD缓存上启用安全性。您稍后无法像在卷上那样启用安全性。

• 如果将支持安全的驱动器与SSD缓存中不支持安全的驱动器混合使用、则无法为这些驱动器启用驱动器安全
性。

• 启用了安全保护的卷必须具有启用了安全保护的SSD缓存。

创建SSD缓存

要动态提高系统性能、您可以使用SSD缓存功能将最常访问的数据("热"数据)缓存到延迟较
低的固态驱动器(SSD)上。SSD缓存仅用于主机读取。

开始之前

您的存储阵列必须包含一些SSD驱动器。
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SSD缓存在EF600或EF300存储系统上不可用。

关于此任务

创建SSD缓存时、您可以使用一个或多个驱动器。由于读取缓存位于存储阵列中、因此使用该存储阵列的所有应
用程序将共享缓存。选择要缓存的卷、然后自动动态缓存。

创建SSD缓存时、请遵循以下准则。

• 您只能在创建SSD缓存时启用安全性、而不能稍后启用。

• 每个存储阵列仅支持一个SSD缓存。

• 存储阵列上的最大可用SSD缓存容量取决于控制器的主缓存容量。

• Snapshot映像不支持SSD缓存。

• 如果导入或导出启用或禁用了SSD缓存的卷、则不会导入或导出缓存的数据。

• 分配给使用控制器SSD缓存的任何卷均不符合自动负载平衡传输的条件。

• 如果关联卷已启用安全保护、请创建启用安全保护的SSD缓存。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击菜单：创建SSD缓存。

此时将显示创建SSD缓存对话框。

3. 键入SSD缓存的名称。

4. 根据以下特征选择要使用的SSD缓存候选项。

特性 使用 …

Capacity 显示可用容量(以GiB为单位)。根据应用程序的存储需求选择容量。

SSD缓存的最大容量取决于控制器的主缓存容量。如果向SSD缓存分配的容量
超过最大值、则任何额外容量都将不可用。

SSD缓存容量计入您的总分配容量。

驱动器总数 显示可用于此SSD缓存的驱动器数量。选择包含所需驱动器数量的候选SSD。

支持安全保护 指示候选SSD缓存是否全部由具有安全功能的驱动器组成、这些驱动器可以是
全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理标
准(Federal Information Processing Standard、FIPS)驱动器。

如果要创建启用了安全保护的SSD缓存、请在支持安全保护列中查找*是- FDE*

或*是- FIPS-FIPS-*。
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特性 使用 …

是否启用安全性？ 提供了使用支持安全的驱动器启用驱动器安全功能的选项。如果要创建启用了
安全保护的SSD缓存、请选中启用安全性复选框。

启用后、将无法禁用安全性。您只能在创建SSD缓存时启用安全
性、而不能稍后启用。

支持DA 指示数据保证(Data Assurance、DA)是否可用于此SSD缓存候选项。数据保
证(Data Assurance、DA)可检查并更正在数据通过控制器向下传输到驱动器时
可能发生的错误。

如果要使用DA、请选择一个支持DA的SSD缓存候选项。只有在启用了DA功能
后、此选项才可用。

SSD缓存既可以包含支持DA的驱动器、也可以包含不支持DA的驱动器、但要使
用DA、所有驱动器都必须支持DA。

5. 将SSD缓存与要实施SSD读取缓存的卷相关联。要立即在兼容卷上启用SSD缓存、请选中*在映射到主机的
现有兼容卷上启用SSD缓存*复选框。

如果卷共享相同的驱动器安全性和DA功能、则这些卷是兼容的。

6. 单击 * 创建 * 。

更改SSD缓存设置

您可以编辑SSD缓存的名称并查看其状态、最大和当前容量、驱动器安全性和数据保证状
态及其关联的卷和驱动器。

EF600或EF300存储系统不支持此功能。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要编辑的SSD缓存、然后单击*查看/编辑设置*。

此时将显示SSD缓存设置对话框。

3. 根据需要查看或编辑SSD缓存设置。
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字段详细信息

正在设置 … Description

Name 显示SSD缓存的名称、您可以对其进行更改。SSD缓存的名称为必填项。

特性 显示SSD缓存的状态。可能的状态包括：

• 最佳

• 未知

• 已降级

• 失败(失败状态会导致严重的MEL事件。)

• 已暂停

容量 显示SSD缓存的当前容量和允许的最大容量。

SSD缓存允许的最大容量取决于控制器的主缓存大小：

• 最多1 GiB

• 1 GiB到2 GiB

• 2 GiB到4 GiB

• 超过4 GiB

安全性和DA 显示SSD缓存的驱动器安全性和数据保证状态。

• 支持安全-指示SSD缓存是否全部由支持安全的驱动器组成。支持安全的
驱动器是一种自加密驱动器、可以保护其数据免受未经授权的访问。

• 已启用安全-指示是否已在SSD缓存上启用安全性。

• *支持DA *-指示SSD缓存是否全部由支持DA的驱动器组成。支持DA的
驱动器可以检查并更正在主机和存储阵列之间传输数据时可能发生的错
误。

关联对象 显示了与SSD缓存关联的卷和驱动器。

4. 单击 * 保存 * 。

查看SSD缓存统计信息

您可以查看SSD缓存的统计信息、例如读取、写入、缓存命中率、缓存分配百分比、 和缓
存利用率百分比。

EF600或EF300存储系统不支持此功能。
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标称统计信息是详细统计信息的一部分、显示在查看SSD缓存统计信息对话框中。只有在将所有SSD统计信息

导出到时、才能查看SSD缓存的详细统计信息 .csv 文件

在查看和解释统计信息时、请记住、某些解释是通过结合统计信息得出的。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择要查看其统计信息的SSD缓存、然后单击菜单：更多(查看SSD缓存统计信息)。

此时将显示查看SSD缓存统计信息对话框、并显示选定SSD缓存的标称统计信息。

字段详细信息

设置 Description

读取 显示已启用SSD缓存的卷中的主机读取总数。 读取与写入的比率越大、缓
存的运行就越好。

写入 主机写入启用了SSD缓存的卷的总数。 读取与写入的比率越大、缓存的运
行就越好。

缓存命中次数 显示缓存命中数。

缓存命中率% 显示缓存命中百分比。此数字源自缓存命中/(读取+写入)。要实现有效
的SSD缓存操作、缓存命中百分比应大于50%。

缓存分配% 显示分配的SSD缓存存储的百分比、以此控制器可用的SSD缓存存储的百分
比表示、此百分比是从已分配的字节/可用字节派生的。

缓存利用率% 显示包含已启用卷中的数据的SSD缓存存储的百分比、以分配的SSD缓存存
储的百分比表示。此数量表示SSD缓存的利用率或密度。源自已分配的字
节/可用字节。

全部导出 将所有SSD缓存统计信息导出为CSV格式。导出的文件包含SSD缓存的所有
可用统计信息(标称和详细)。

3. 单击*取消*关闭对话框。

管理预留容量

预留容量的工作原理

在为卷提供复制服务操作(例如快照或异步镜像操作)时、系统会自动创建预留容量。

预留容量的目的是、在出现问题时、将数据更改存储在这些卷上。与卷一样、预留容量也是从池或卷组创建的。

56



复制使用预留容量的服务对象

预留容量是以下副本服务对象使用的底层存储机制：

• Snapshot组

• 读/写Snapshot卷

• 一致性组成员卷

• 镜像对卷

创建或扩展这些副本服务对象时、必须从池或卷组创建新的预留容量。对于快照操作、预留容量通常为基础卷
的40%、对于异步镜像操作、预留容量通常为基础卷的20%。但是、预留容量会根据原始数据的更改次数而有所
不同。

精简卷和预留容量

对于精简卷、如果已达到报告的最大容量256 TiB、则无法增加其容量。确保精简卷的预留容量设置为大于报告
的最大容量的大小。(精简卷始终采用精简配置、这意味着在将数据写入卷时会分配容量。)

如果使用池中的精简卷创建预留容量、请查看以下预留容量操作和结果：

• 如果精简卷的预留容量发生故障、精简卷本身不会自动过渡到故障状态。但是、由于精简卷上的所有I/O操作
都需要访问预留容量卷、因此I/O操作始终会导致将检查条件返回给发出请求的主机。如果可以解决预留容量
卷的根本问题、预留容量卷将返回到最佳状态、精简卷将再次正常运行。

• 如果使用现有精简卷完成异步镜像对、则该精简卷将使用新的预留容量卷重新初始化。在初始同步过程中、
仅传输主端配置的块。

容量警报

副本服务对象具有可配置的容量警告和警报阈值、并在预留容量已满时提供可配置的响应。

当副本服务对象卷的预留容量接近填充点时、系统会向用户发出警报。默认情况下、如果预留容量卷已满75%、
则会发出此警报；但是、您可以根据需要上调或下调此警报点。如果您收到此警报、则可以在此时增加预留容量
卷的容量。在这方面、可以单独配置每个副本服务对象。

孤立的预留容量卷

孤立预留容量卷是指由于其关联的副本服务对象已被删除而不再存储用于复制服务操作的数据的卷。删除副本服
务对象时、其预留容量卷也应被删除。但是、无法删除预留容量卷。

由于任何主机都不会访问孤立的预留容量卷、因此它们是可回收的候选卷。手动删除孤立的预留容量卷、以便可
以将其容量用于其他操作。

System Manager会在主页的通知区域中显示一条"回收未使用的容量"消息、提醒您已创建的已预留容量卷。您
可以单击*回收未使用的容量*以显示回收未使用的容量对话框、在此可以删除孤立的预留容量卷。

预留容量的特征

• 在创建卷期间、需要考虑为预留容量分配的容量、以保留足够的可用容量。

• 预留容量可以小于基础卷(最小大小为8 MiB)。

• 元数据占用了一些空间、但空间非常小(192 KiB)、因此在确定预留容量卷的大小时无需考虑这些空间。
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• 预留容量不能直接从主机读取或写入。

• 每个读/写Snapshot卷、快照组、一致性组成员卷和镜像对卷都有预留容量。

增加预留容量

您可以增加预留容量、这是物理分配的容量、用于对存储对象执行任何复制服务操作。

对于快照操作、通常为基础卷的40%；对于异步镜像操作、通常为基础卷的20%。通常、当您收到存储对象的预
留容量即将满的警告时、您可以增加预留容量。

开始之前

• 池或卷组中的卷必须处于最佳状态、并且不能处于任何修改状态。

• 要用于增加容量的池或卷组中必须存在可用容量。

如果任何池或卷组上没有可用容量、则可以将未使用的驱动器形式的未分配容量添加到池或卷组中。

关于此任务

对于以下存储对象、只能以8 GiB为增量增加预留容量：

• Snapshot组

• Snapshot卷

• 一致性组成员卷

• 镜像对卷

如果您认为主卷会发生许多更改、或者某个特定副本服务操作的生命周期很长、请使用较高的百分比。

您不能增加只读快照卷的预留容量。只有读写Snapshot卷才需要预留容量。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择*预留容量*选项卡。

3. 选择要为其增加预留容量的存储对象、然后单击*增加容量*。

此时将显示增加预留容量对话框。

4. 使用spinner框调整容量百分比。

如果包含所选存储对象的池或卷组上不存在可用容量、并且存储阵列具有未分配的容量、则可以创建新的池
或卷组。然后、您可以使用该池或卷组上的新可用容量重试此操作。

5. 单击 * 增加 * 。

结果

System Manager将执行以下操作：

• 增加存储对象的预留容量。
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• 显示新添加的预留容量。

减少预留容量

您可以使用减少容量选项减少以下存储对象的预留容量：Snapshot组、Snapshot卷和一致
性组成员卷。您只能将预留容量减少为您用于增加的容量。

开始之前

• 存储对象必须包含多个预留容量卷。

• 存储对象不能是镜像对卷。

• 如果存储对象是快照卷、则必须是已禁用的快照卷。

• 如果存储对象是快照组、则不能包含任何关联的快照映像。

关于此任务

请查看以下准则：

• 只能按与添加时相反的顺序删除预留容量卷。

• 您不能减少只读快照卷的预留容量、因为它没有任何关联的预留容量。只有读写Snapshot卷才需要预留容
量。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要减少预留容量的存储对象、然后单击*减少容量*。

此时将显示减少预留容量对话框。

4. 选择要减少预留容量的容量、然后单击*减少*。

结果

System Manager将执行以下操作：

• 更新存储对象的容量。

• 显示存储对象新更新的预留容量。

• 当您减少快照卷的容量时、System Manager会自动将快照卷过渡到"Disabled"状态。Disabled表示快照卷当
前未与快照映像关联、因此无法为I/O分配给主机

更改快照组的预留容量设置

您可以更改快照组的设置以更改其名称、自动删除设置、允许的最大快照映像数、System

Manager发送预留容量警报通知的百分比点或预留容量达到其最大定义百分比时要使用的
策略。

在创建快照组期间、系统会创建预留容量来存储组中所有快照映像的数据。

步骤
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1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要编辑的快照组、然后单击*查看/编辑设置*。

此时将显示Snapshot组设置对话框。

4. 根据需要更改快照组的设置。
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字段详细信息

正在设置 … Description

• Snapshot组设置* Name

快照组的名称。需要为
快照组指定名称。

自动删除

一种将组中的快照映像
总数保持在或低于用户
定义的最大值的设置。
启用此选项后、System

Manager会在创建新快
照时自动删除组中最早
的快照映像、以符合组
允许的最大快照映像
数。

Snapshot映像限制

一个可配置的值、用于
指定快照组允许的最大
快照映像数。

Snapshot计划

如果是、则会为自动创
建快照设置计划。

预留容量设置

在以下情况下提醒我… 使用spinner框调整当快照组的预留容量接近全满时System Manager发送警
报通知的百分比。

当快照组的预留容量超过指定阈值时、System Manager会发送警报、以便
您有时间增加预留容量或删除不必要的对象。

预留容量全满的策略 您可以选择以下策略之一：

• 清除最旧的快照映像- System Manager会自动清除快照组中最旧的快照
映像、从而释放快照映像预留容量、以便在组中重复使用。

• 拒绝向基础卷写入数据-当预留容量达到其最大定义百分比时、System

Manager将拒绝向基础卷发出的任何I/O写入请求、此请求会触发预留容
量访问。

关联对象 基础卷

用于组的基础卷的名
称。基础卷是创建快照
映像的源卷。它可以是
厚卷或精简卷、通常分
配给主机。基础卷可以
位于卷组或磁盘池中。

Snapshot映像
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5. 单击*保存*将所做的更改应用于快照组设置。

更改快照卷的预留容量设置

您可以更改快照卷的设置、以调整当快照卷的预留容量接近全满时系统发送警报通知的百
分比点。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要编辑的快照卷、然后单击*查看/编辑设置*。

此时将显示Snapshot Volume Reserved Capacity Settings对话框。

4. 根据需要更改快照卷的预留容量设置。

字段详细信息

正在设置 … Description

在以下情况下提醒我… 使用spinner框调整当成员卷的预留容量接近全满时系统发送警报通知的百
分比点。

当快照卷的预留容量超过指定阈值时、系统会发送警报、以便您有时间增加
预留容量或删除不必要的对象。

5. 单击*保存*将更改应用于快照卷预留容量设置。

更改一致性组成员卷的预留容量设置

您可以更改一致性组成员卷的设置、以调整在成员卷的预留容量接近全满时System

Manager发送警报通知的百分比点、并更改在预留容量达到其定义的最大容量时使用的策
略 百分比。

关于此任务

更改单个成员卷的预留容量设置还会更改与一致性组关联的所有成员卷的预留容量设置。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要编辑的一致性组成员卷、然后单击*查看/编辑设置*。

此时将显示成员卷预留容量设置对话框。

4. 根据需要更改成员卷的预留容量设置。
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字段详细信息

正在设置 … Description

在以下情况下提醒我… 使用spinner框调整当成员卷的预留容量接近全满时System Manager发送警
报通知的百分比。

当成员卷的预留容量超过指定阈值时、System Manager会发送警报、以便
您有时间增加预留容量或删除不必要的对象。

更改一个成员卷的警报设置将更改属于同一一致性组的_all_

成员卷的警报设置。

预留容量全满的策略 您可以选择以下策略之一：

• 清除最旧的快照映像- System Manager会自动清除一致性组中最早的快
照映像、从而释放成员的预留容量、以便在组中重复使用。

• 拒绝向基础卷写入数据-当预留容量达到其最大定义百分比时、System

Manager将拒绝向基础卷发出的任何I/O写入请求、此请求会触发预留容
量访问。

5. 单击*保存*以应用所做的更改。

结果

System Manager会更改成员卷的预留容量设置、以及一致性组中所有成员卷的预留容量设置。

更改镜像对卷的预留容量设置

您可以更改镜像对卷的设置、以调整在镜像对卷的预留容量接近全满时System Manager发
送警报通知的百分比。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择*预留容量*选项卡。

3. 选择要编辑的镜像对卷、然后单击*查看/编辑设置*。

此时将显示镜像对卷预留容量设置对话框。

4. 根据需要更改镜像对卷的预留容量设置。
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字段详细信息

正在设置 … Description

在以下情况下提醒我… 使用spinner框调整在镜像对的预留容量接近全满时System Manager发送警
报通知的百分比。

当镜像对的预留容量超过指定阈值时、System Manager将发送警报、以便
有时间增加预留容量。

更改一个镜像对的警报设置会更改属于同一镜像一致性组的
所有镜像对的警报设置。

5. 单击*保存*以应用所做的更改。

取消待定快照映像

您可以在待定快照映像完成之前将其取消。快照会异步执行、快照的状态为待定、直到快
照完成为止。同步操作完成后、快照映像即会完成。

关于此任务

由于以下并发条件、快照映像处于"Pending"状态：

• 某个快照组的基础卷或包含此快照映像的一致性组的一个或多个成员卷是异步镜像组的成员。

• 卷当前正在执行异步镜像同步操作。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要取消其待定快照映像的快照组、然后单击菜单：不常见任务[取消待定快照映像]。

4. 单击*是*确认要取消待定快照映像。

删除快照组

如果要永久删除快照组的数据并将其从系统中删除、则可以删除该快照组。删除快照组会
回收预留容量、以便在池或卷组中重复使用。

关于此任务

删除快照组后、该组中的所有快照映像也会被删除。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 单击*预留容量*选项卡。

3. 选择要删除的快照组、然后单击菜单：不常见任务[删除快照组]。
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此时将显示确认删除Snapshot组对话框。

4. Type delete 确认。

结果

System Manager将执行以下操作：

• 删除与快照组关联的所有快照映像。

• 禁用与快照组的映像关联的任何快照卷。

• 删除为快照组预留的容量。

常见问题解答

什么是卷组？

卷组是具有共享特征的卷的容器。卷组已定义容量和RAID级别。您可以使用卷组创建一个
或多个可供主机访问的卷。(您可以从卷组或池创建卷。)

什么是池？

池是指一组按逻辑分组的驱动器。您可以使用池创建一个或多个可供主机访问的卷。(您可
以从池或卷组创建卷。)

通过池、管理员无需监控每个主机上的使用情况、即可确定存储空间何时可能用尽、并避免传统的磁盘大小调整
中断。当池即将耗尽时、可以无中断地向池中添加更多驱动器、并且容量增长对主机是透明的。

对于池、数据会自动重新分布以保持平衡。通过在池中分布奇偶校验信息和备用容量、可以使用池中的每个驱动
器重建故障驱动器。此方法不使用专用热备用驱动器、而是在整个池中保留保留(备用)容量。驱动器发生故障
时、系统会读取其他驱动器上的区块以重新创建数据。然后、选择一个新驱动器来写入故障驱动器上的每个区
块、以便在驱动器之间保持数据分布。

什么是预留容量？

预留容量是指物理分配的容量、用于存储Snapshot映像、一致性组成员卷和镜像对卷等副
本服务对象的数据。

与复制服务操作关联的预留容量卷位于池或卷组中。您可以从池或卷组创建预留容量。

什么是FDE/Fips安全性？

FDE/Fips安全性是指在写入期间对数据进行加密的安全驱动器、以及在读取期间使用唯一
加密密钥对数据进行解密的驱动器。这些支持安全的驱动器可防止未经授权访问从存储阵
列中物理删除的驱动器上的数据。

支持安全的驱动器可以是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是联邦信息处理标准(Federal

Information Processing Standard、FIPS)驱动器。FIPS驱动器已通过认证测试。
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对于需要FIPS支持的卷、请仅使用FIPS驱动器。在卷组或池中混用FIPS和FDE驱动器将导致所
有驱动器被视为FDE驱动器。此外、FDE驱动器不能添加到纯FIPS卷组或池中或用作备用磁盘。

什么是冗余检查？

冗余检查可确定池或卷组中卷上的数据是否一致。如果池或卷组中的某个驱动器发生故
障、则可以使用冗余数据快速重建替代驱动器上的信息。

一次只能对一个池或卷组执行此检查。卷冗余检查将执行以下操作：

• 扫描RAID 3卷、RAID 5卷或RAID 6卷中的数据块、然后检查每个块的冗余信息。(只能使用命令行界面
将RAID 3分配给卷组。)

• 比较RAID 1镜像驱动器上的数据块。

• 如果控制器固件确定数据不一致、则返回冗余错误。

立即对同一个池或卷组运行冗余检查可能会出现发生原因 错误。要避免此问题、请等待一到两分
钟、然后再对同一个池或卷组运行另一个冗余检查。

池和卷组之间有何区别？

池与卷组类似、但存在以下差异。

• 池中的数据随机存储在池中的所有驱动器上、而卷组中的数据则存储在同一组驱动器上。

• 驱动器发生故障时、池的性能下降较小、重建所需时间也较短。

• 池具有内置的保留容量、因此不需要专用的热备用驱动器。

• 池允许对大量驱动器进行分组。

• 池不需要指定的RAID级别。

为什么要手动配置池？

以下示例说明了您希望手动配置池的原因。

• 如果存储阵列上有多个应用程序、并且不希望它们争用相同的驱动器资源、则可以考虑手动为一个或多个应
用程序创建一个较小的池。

您只能分配一个或两个卷、而不能将工作负载分配给一个大型池、该池包含许多卷、可用于分布数据。手动
创建专用于特定应用程序工作负载的单独池可以提高存储阵列操作的执行速度、并减少争用。

要手动创建池、请选择*存储*、然后选择*池和卷组*。从所有容量选项卡中、单击菜单：创建[池]。

• 如果存在多个驱动器类型相同的池、则会显示一条消息、指示System Manager无法自动为池推荐驱动器。
但是、您可以手动将驱动器添加到现有池。

要手动将驱动器添加到现有池：从"池和卷组"页面中、选择该池、然后单击*添加容量*。
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容量警报为何重要？

容量警报指示何时向池添加驱动器。池需要足够的可用容量才能成功执行存储阵列操作。
您可以通过将System Manager配置为在池的可用容量达到或超过指定百分比时发送警报来
防止这些操作中断。

在使用*池自动配置*选项或*创建池*选项创建池时、可以设置此百分比。如果选择自动选项、则默认设置会自动
确定何时接收警报通知。如果您选择手动创建池、则可以确定警报通知设置；如果愿意、也可以接受默认设置。
您可以稍后在菜单：Settings[警报]中调整这些设置。

当池中的可用容量达到指定百分比时、将使用您在警报配置中指定的方法发送警报通知。

为什么我不能增加我的保留容量？

如果已在所有可用容量上创建卷、则可能无法增加保留容量。

保留容量是指池中为支持潜在驱动器故障而预留的容量(驱动器数量)。创建池时、系统会根据池中的驱动器数量
自动预留默认保留容量。如果已在所有可用容量上创建卷、则在不通过添加驱动器或删除卷向池添加容量的情况
下、无法增加保留容量。

您可以从*池和卷组*更改保留容量。选择要编辑的池。单击*查看/编辑设置*、然后选择*设置*选项卡。

保留容量指定为多个驱动器、即使实际保留容量分布在池中的驱动器之间也是如此。

可以从池中删除的驱动器数量是否有限制？

System Manager可设置可从池中删除的驱动器数量限制。

• 不能将池中的驱动器数量减少到少于11个驱动器。

• 如果池中没有足够的可用容量来容纳已删除驱动器中的数据、则在将该数据重新分配到池中的其余驱动器
时、您无法删除驱动器。

• 一次最多可以删除60个驱动器。如果选择的驱动器超过60个、则删除驱动器选项将被禁用。如果需要删除60

个以上的驱动器、请重复执行删除驱动器操作。

驱动器支持哪些介质类型？

支持以下介质类型：硬盘驱动器(HDD)和固态磁盘(SSD)。

为什么某些驱动器不显示？

在添加容量对话框中、并非所有驱动器都可用于向现有池或卷组添加容量。

驱动器不符合条件的原因如下：

• 驱动器必须已取消分配、并且未启用安全保护。驱动器已属于另一个池、另一个卷组或配置为热备用磁盘不
符合条件。如果某个驱动器未分配但已启用安全保护、则必须手动擦除该驱动器才能使其符合条件。

• 处于非最佳状态的驱动器不符合条件。
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• 如果驱动器容量太小、则不符合条件。

• 驱动器介质类型必须在池或卷组中匹配。您不能混用以下内容：

◦ 采用固态磁盘(SSD)的硬盘驱动器(HDD)

◦ 采用SAS驱动器的NVMe

◦ 卷块大小为512字节和4 KiB的驱动器

• 如果池或卷组包含所有支持安全的驱动器、则不会列出不支持安全的驱动器。

• 如果池或卷组包含所有联邦信息处理标准(FIPS)驱动器、则不会列出非FIPS驱动器。

• 如果池或卷组包含支持所有数据保证(DA)的驱动器、并且池或卷组中至少有一个已启用DA的卷、则不支
持DA的驱动器将不符合条件、因此无法将其添加到该池或卷组。但是、如果池或卷组中没有启用了DA的
卷、则可以将不支持DA的驱动器添加到该池或卷组中。如果决定混用这些驱动器、请记住、您不能创建任
何已启用DA的卷。

可以通过添加新驱动器或删除池或卷组来增加存储阵列中的容量。

如何维护磁盘架/抽屉丢失保护？

要为池或卷组维护磁盘架/抽屉丢失保护、请使用下表中指定的标准。

级别 磁盘架/抽屉丢失保护的标准 所需的最小磁盘架/抽屉数

池 对于磁盘架、池中一个磁盘架中的
驱动器不能超过两个。

对于抽盒、池中每个抽盒中必须包
含相同数量的驱动器。

6个用于磁盘架

5个用于抽盒

RAID 6 卷组在一个磁盘架或抽屉中包含的
驱动器不超过两个。

3.

RAID 3或RAID 5 卷组中的每个驱动器都位于一个单
独的磁盘架或抽屉中。

3.

RAID 1 镜像对中的每个驱动器都必须位于
单独的磁盘架或抽屉中。

2.

RAID 0 无法实现磁盘架/抽屉丢失保护。 不适用

如果池或卷组中的驱动器已发生故障、则不会保持磁盘架/抽屉丢失保护。在这种情况下、如果无
法访问某个驱动器架或抽盒、进而无法访问池或卷组中的另一个驱动器、则会导致数据丢失。

池和卷组的最佳驱动器定位是什么？

创建池和卷组时、请确保在上部和下部驱动器插槽之间平衡驱动器选择。

对于EF600和EF300控制器、驱动器插槽0-11连接到一个PCI网桥、而插槽12-23连接到另一个PCI网桥。为了获
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得最佳性能、您应平衡驱动器选择、使其包含上插槽和下插槽中的驱动器数量大致相等。这种定位可确保卷不会
比需要时更早地达到带宽限制。

哪种RAID级别最适合我的应用程序？

要最大程度地提高卷组的性能、必须选择适当的RAID级别。您可以通过了解正在访问卷组
的应用程序的读写百分比来确定适当的RAID级别。使用性能页面可获取这些百分比。

RAID级别和应用程序性能

RAID依靠一系列称为_levels_的 配置来确定如何从驱动器写入和检索用户和冗余数据。每个RAID级别提供不同
的性能功能。由于RAID 5和RAID 6配置具有出色的读取性能、读取百分比较高的应用程序在使用RAID 5卷
或RAID 6卷时性能良好。

读取百分比较低(写入密集型)的应用程序在RAID 5卷或RAID 6卷上的性能较差。性能下降是由于控制器将数据
和冗余数据写入RAID 5卷组或RAID 6卷组中的驱动器的方式造成的。

根据以下信息选择RAID级别。

• RAID 0*

• * 问题描述 *

◦ 非冗余条带化模式。

• 工作原理

◦ RAID 0可在卷组中的所有驱动器之间对数据进行条带化。

• 数据保护功能

◦ 不建议使用RAID 0来满足高可用性需求。RAID 0更适合非关键数据。

◦ 如果卷组中的一个驱动器发生故障、则所有关联卷都会发生故障、并且所有数据都将丢失。

• 驱动器编号要求

◦ RAID级别0至少需要一个驱动器。

◦ RAID 0卷组可以包含30个以上的驱动器。

◦ 您可以创建一个包含存储阵列中所有驱动器的卷组。

• RAID 1或RAID 10*

• * 问题描述 *

◦ 条带化/镜像模式。

• 工作原理

◦ RAID 1使用磁盘镜像将数据同时写入两个重复磁盘。

◦ RAID 10使用驱动器条带化功能在一组镜像驱动器对之间条带化数据。

• 数据保护功能

◦ RAID 1和RAID 10可提供高性能和最佳数据可用性。

◦ RAID 1和RAID 10使用驱动器镜像从一个驱动器精确复制到另一个驱动器。

◦ 如果驱动器对中的一个驱动器发生故障、存储阵列可以立即切换到另一个驱动器、而不会丢失任何数据
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或服务。

◦ 单个驱动器故障会导致关联卷降级。镜像驱动器允许访问数据。

◦ 卷组中的驱动器对故障会导致所有关联卷出现故障、并且可能会发生数据丢失。

• 驱动器编号要求

◦ RAID 1至少需要两个驱动器：一个驱动器用于用户数据、一个驱动器用于镜像数据。

◦ 如果选择四个或更多驱动器、则会在卷组中自动配置RAID 10：两个驱动器用于用户数据、两个驱动器
用于镜像数据。

◦ 卷组中的驱动器数量必须为偶数。如果驱动器数量不是偶数、并且还有一些未分配的驱动器、请转到*池
和卷组*向卷组添加其他驱动器、然后重试此操作。

◦ RAID 1和RAID 10卷组可以包含30个以上的驱动器。可以创建一个包含存储阵列中所有驱动器的卷组。

RAID 5

• * 问题描述 *

◦ 高I/O模式。

• 工作原理

◦ 用户数据和冗余信息(奇偶校验)在驱动器之间进行条带化。

◦ 一个驱动器的等效容量用于提供冗余信息。

• 数据保护功能

◦ 如果RAID 5卷组中的一个驱动器发生故障、则所有关联卷都会降级。冗余信息允许仍访问数据。

◦ 如果RAID 5卷组中的两个或更多驱动器发生故障、则所有关联卷都会发生故障、并且所有数据都将丢
失。

• 驱动器编号要求

◦ 卷组中必须至少有三个驱动器。

◦ 通常、卷组中最多只能包含30个驱动器。

RAID 6

• * 问题描述 *

◦ 高I/O模式。

• 工作原理

◦ 用户数据和冗余信息(双奇偶校验)在驱动器之间进行条带化。

◦ 两个驱动器的等效容量用于提供冗余信息。

• 数据保护功能

◦ 如果RAID 6卷组中的一个或两个驱动器发生故障、则所有关联卷都会降级、但冗余信息仍允许访问数
据。

◦ 如果RAID 6卷组中的三个或更多驱动器发生故障、则所有关联卷都会发生故障、并且所有数据都将丢
失。

• 驱动器编号要求

◦ 卷组中必须至少有五个驱动器。
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◦ 通常、卷组中最多只能包含30个驱动器。

您不能更改池的RAID级别。用户界面会自动将池配置为RAID 6。

RAID级别和数据保护

RAID 1、RAID 5和RAID 6向驱动器介质写入冗余数据以实现容错。冗余数据可以是数据的副本(镜像)、也可以
是从数据派生的错误更正代码。如果驱动器发生故障、您可以使用冗余数据快速重建替代驱动器上的信息。

您可以在一个卷组中配置一个RAID级别。该卷组的所有冗余数据都存储在该卷组中。卷组的容量等于成员驱动
器的聚合容量减去为冗余数据预留的容量。冗余所需的容量取决于使用的RAID级别。

什么是数据保证？

数据保证(Data Assurance、DA)实施了T10保护信息(Protection Information、PI)标准、该
标准可通过检查并更正在I/O路径上传输数据时可能发生的错误来提高数据完整性。

通常情况下、使用数据保证功能将检查控制器和驱动器之间I/O路径的部分。DA 功能在池和卷组级别提供。

启用此功能后、存储阵列会向卷中的每个数据块附加错误检查代码(也称为循环冗余检查或CRC)。移动数据块
后、存储阵列会使用这些CRC代码来确定传输期间是否发生任何错误。可能损坏的数据既不会写入磁盘、也不
会返回到主机。如果要使用DA功能、请在创建新卷时选择一个支持DA的池或卷组(在Pool and volume group

candidates表中、查找"DA"旁边的"Yes")。

请确保使用支持DA的I/O接口将这些启用了DA的卷分配给主机。支持DA的I/O接口包括光纤通道、SAS、基
于TCP/IP的iSCSI、NVMe/FC、NVMe/IB、 NVMe/RoCE和iSER over InfiniBand (适用于RDMA/IB的iSCSI扩展
)。基于InfiniBand的SRP不支持DA。

什么是安全功能(驱动器安全)？

驱动器安全性是一项功能、可防止在从存储阵列中删除启用了安全功能的驱动器上的数据
时未经授权进行访问。这些驱动器可以是全磁盘加密(Full Disk Encryption、FDE)驱动器、
也可以是联邦信息处理标准(Federal Information Processing Standard、FIPS)驱动器。

增加预留容量需要了解哪些信息？

通常、当您收到警告、指出预留容量可能会变满时、应增加容量。您只能以8 GiB为增量增
加预留容量。

• 池或卷组中必须有足够的可用容量、以便可以根据需要进行扩展。

如果任何池或卷组上没有可用容量、则可以将未使用的驱动器形式的未分配容量添加到池或卷组中。

• 池或卷组中的卷必须处于最佳状态、并且不能处于任何修改状态。

• 要用于增加容量的池或卷组中必须存在可用容量。

• 您不能增加只读快照卷的预留容量。只有读写Snapshot卷才需要预留容量。

对于快照操作、预留容量通常为基础卷的40%。对于异步镜像操作、预留容量通常为基础卷的20%。如果您认为
基础卷会发生许多更改、或者存储对象的复制服务操作的预计预期寿命很长、请使用较高的百分比。
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为什么我不能选择另一个减少量？

您只能将预留容量减少到用于增加的容量。只能按与添加成员卷相反的顺序删除为其预留
的容量。

如果存在以下条件之一、则不能减少存储对象的预留容量：

• 存储对象是镜像对卷。

• 存储对象仅包含一个用于预留容量的卷。存储对象必须至少包含两个用于预留容量的卷。

• 存储对象是已禁用的快照卷。

• 存储对象包含一个或多个关联的快照映像。

您只能按与添加卷相反的顺序删除预留容量卷。

您不能减少只读快照卷的预留容量、因为它没有任何关联的预留容量。只有读写Snapshot卷才需要预留容量。

为什么需要为每个成员卷预留容量？

快照一致性组中的每个成员卷都必须有自己的预留容量、才能将主机应用程序所做的任何
修改保存到基础卷、而不会影响引用的一致性组快照映像。通过预留容量、主机应用程序
可以对成员卷中指定为读写的数据副本进行写入访问。

主机无法直接读取或写入一致性组快照映像。而是使用快照映像仅保存从基础卷捕获的数据。

在创建指定为读写的一致性组快照卷期间、System Manager会为一致性组中的每个成员卷创建一个预留容量。
通过此预留容量、主机应用程序可以对一致性组快照映像中所含数据的副本进行写入访问。

如何查看和解释所有SSD缓存统计信息？

您可以查看SSD缓存的标称统计信息和详细统计信息。标称统计信息是详细统计信息的一
部分。

只有在将所有SSD统计信息导出到时、才能查看详细统计信息 .csv 文件在查看和解释统计信息时、请记住、某
些解释是通过结合统计信息得出的。

标称统计信息

要查看SSD缓存统计信息、请选择菜单：存储(池和卷组)。选择要查看统计信息的SSD缓存、然后选择菜单：更
多(查看统计信息)。标称统计信息显示在"查看SSD缓存统计信息"对话框中。

以下列表包含标称统计信息、这些统计信息是详细统计信息的一部分。

标称统计信息 Description

读取/写入 主机从启用了SSD缓存的卷读取数据或主机写入数据的总数。比较读取与写入之间
的关系。要实现有效的SSD缓存操作、读取次数必须大于写入次数。读取与写入的
比率越大、缓存的运行就越好。
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标称统计信息 Description

缓存命中 缓存命中数的计数。

缓存命中率(%) 派生自缓存命中/(读取+写入)。对于有效的SSD缓存操作、缓存命中百分比应大
于50%。少量数字可能表示以下几个方面：

• 读取与写入的比率太小

• 不会重复读取

• 缓存容量太小

缓存分配(%) 分配的SSD缓存存储容量、以此控制器可用的SSD缓存存储的百分比表示。源自已
分配的字节/可用字节。缓存分配百分比通常显示为100%。如果此数字小于
100%、则表示缓存尚未预热或SSD缓存容量大于所访问的所有数据。在后一种情
况下、较小的SSD缓存容量可以提供相同级别的性能。请注意、这并不表示缓存的
数据已放置到SSD缓存中；它只是一个准备步骤、然后才能将数据放置到SSD缓存
中。

缓存利用率(%) 包含已启用卷中的数据的SSD缓存存储容量、以分配的SSD缓存存储百分比表示。
此值表示SSD缓存的利用率或密度、该缓存是从用户数据字节/已分配字节派生
的。缓存利用率百分比通常低于100%、可能要低得多。此数字显示已填充缓存数
据的SSD缓存容量百分比。此数字低于100%、因为SSD缓存的每个分配单元(SSD

缓存块)都划分为称为子块的较小单元、这些子块在一定程度上是独立填充的。数
字越高通常越好、但即使数字越小、性能也会显著提高。

详细统计信息

详细统计信息包括名义统计信息和其他统计信息。这些附加统计信息会与标称统计信息一起保存、但与标称统计
信息不同、它们不会显示在"查看SSD缓存统计信息"对话框中。只有在将统计信息导出到后、才能查看详细统计
信息 .csv 文件

查看时 .csv 文件中、请注意、详细统计信息会列在标称统计信息之后：

详细统计信息 Description

读取块 主机读取中的块数。

写入块 主机写入的块数。

完整命中块 缓存命中中的块数。完整命中块表示已从SSD缓存中完全读取的块数。SSD缓存只
会对完全缓存命中的操作的性能产生影响。

部分命中 至少有一个块(而不是所有块)位于SSD缓存中的主机读取次数。部分命中是SSD缓
存*未命中*、其中从基础卷读取的结果已满足。
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详细统计信息 Description

Partial Hits—块 部分命中中的块数。部分缓存命中和部分缓存命中块是由于在SSD缓存中仅包含一
部分数据的操作而导致的。在这种情况下、操作必须从缓存的硬盘驱动器(HDD)卷
中获取数据。SSD缓存不会为这种类型的命中带来任何性能优势。如果部分缓存命
中块数高于完整缓存命中块数、则不同的I/O特征类型(文件系统、数据库或Web服
务器)可以提高性能。在SSD缓存预热期间、与缓存命中相比、部分命中和未命中
的数量预计会更多。

未命中 SSD缓存中没有块的主机读取次数。如果满足从基础卷读取的要求、则会发生SSD

缓存未命中。在SSD缓存预热期间、与缓存命中相比、部分命中和未命中的数量预
计会更多。

未命中—块 未命中的块数。

填充操作(主机读取) 将数据从基础卷复制到SSD缓存的主机读取次数。

填充操作(主机读取)—块 填充操作(主机读取)中的块数。

填充操作(主机写入) 将数据从基础卷复制到SSD缓存的主机写入次数。对于因写入I/O操作而未填充缓
存的缓存配置设置、填充操作(主机写入)计数可能为零。

填充操作(主机写入)—块 填充操作(主机写入)中的块数。

使操作失效 数据失效或从SSD缓存中删除的次数。对于每个主机写入请求、每个具有强制单元
访问(FUA)的主机读取请求、每个验证请求以及某些其他情况、都会执行缓存失效
操作。

回收操作 SSD缓存块重新用于另一个基础卷和/或不同逻辑块寻址(Logical Block

Addressing、LBA)范围的次数。为了有效地执行缓存操作、与读取和写入操作的总
数相比、回收的数量必须较小。如果回收操作的数量接近读取和写入的总数、
则SSD缓存将会达到最大值。需要增加缓存容量或工作负载不适合与SSD缓存一起
使用。

可用字节数 SSD缓存中可供此控制器使用的字节数。

已分配字节 此控制器从SSD缓存分配的字节数。从SSD缓存分配的字节数可能为空、或者可能
包含基础卷中的数据。

用户数据字节 SSD缓存中包含基础卷中的数据的已分配字节数。可用字节数、已分配字节数和用
户数据字节数用于计算缓存分配百分比和缓存利用率百分比。

什么是池的优化容量？

如果未分配一部分容量、SSD驱动器的使用寿命将会延长、并且最大写入性能也会提高。

对于与池关联的驱动器、未分配的容量包括池的保留容量、可用容量(卷未使用的容量)以及作为额外优化容量而
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预留的部分可用容量。额外的优化容量可通过减少可用容量来确保最低的优化容量级别、因此不可用于创建卷。

创建池时、系统会生成一个建议的优化容量、以便在性能、驱动器使用寿命和可用容量之间实现平衡。"池设置"

对话框中的"其他优化容量"滑块可用于调整池的优化容量。调整滑块可以提高性能和驱动器磨损寿命、而不会影
响可用容量、也不会影响性能和驱动器磨损寿命。

附加优化容量滑块仅适用于EF600和EF300存储系统。

卷组的优化容量是多少？

如果未分配一部分容量、SSD驱动器的使用寿命将会延长、并且最大写入性能也会提高。

对于与卷组关联的驱动器、未分配的容量由卷组的可用容量(卷未使用的容量)以及作为优化容量预留的部分可用
容量组成。额外的优化容量可通过减少可用容量来确保最低的优化容量级别、因此不可用于创建卷。

创建卷组时、系统会生成一个建议的优化容量、以便在性能、驱动器使用寿命和可用容量之间取得平衡。通过"

卷组设置"对话框中的"其他优化容量"滑块、可以调整卷组的优化容量。调整滑块可以提高性能和驱动器磨损寿
命、而不会影响可用容量、也不会影响性能和驱动器磨损寿命。

附加优化容量滑块仅适用于EF600和EF300存储系统。

什么是资源配置功能？

资源配置是EF300和EF600存储阵列中提供的一项功能、可在不执行后台初始化过程的情
况下立即使用卷。

资源配置卷是SSD卷组或池中的厚卷、在创建卷时会分配(分配给卷)驱动器容量、但会取消分配(取消映射)驱动
器块。相比之下、在传统厚卷中、所有驱动器块都会在后台卷初始化操作期间映射或分配、以便初始化数据保证
保护信息字段并使每个RAID条带中的数据和RAID奇偶校验保持一致。对于资源配置的卷、不会进行有时间限制
的后台初始化。而是在首次写入条带中的卷块时初始化每个RAID条带。

只有SSD卷组和池支持资源配置的卷、其中组或池中的所有驱动器都支持NVMe已取消分配或未写入逻辑块错误
启用(DULBE")错误恢复功能。创建资源配置的卷时、分配给该卷的所有驱动器块都会进行取消分配(未映射)。此
外、主机还可以使用NVMe Dataset Management命令或SCSI Unmap命令取消分配卷中的逻辑块。取消分配块
可以延长SSD的使用寿命并提高最大写入性能。性能提升因驱动器型号和容量而异。

关于资源配置卷功能、我需要了解哪些信息？

资源配置是EF300和EF600存储阵列中提供的一项功能、可在不执行后台初始化过程的情
况下立即使用卷。

资源配置卷是SSD卷组或池中的厚卷、在创建卷时会分配(分配给卷)驱动器容量、但会取消分配(取消映射)驱动
器块。相比之下、在传统厚卷中、所有驱动器块都会在后台卷初始化操作期间映射或分配、以便初始化数据保证
保护信息字段并使每个RAID条带中的数据和RAID奇偶校验保持一致。对于资源配置的卷、不会进行有时间限制
的后台初始化。而是在首次写入条带中的卷块时初始化每个RAID条带。

只有SSD卷组和池支持资源配置的卷、其中组或池中的所有驱动器都支持NVMe已取消分配或未写入逻辑块错误
启用(DULBE")错误恢复功能。创建资源配置的卷时、分配给该卷的所有驱动器块都会进行取消分配(未映射)。此
外、主机还可以使用NVMe Dataset Management命令或SCSI Unmap命令取消分配卷中的逻辑块。取消分配块
可以延长SSD的使用寿命并提高最大写入性能。性能提升因驱动器型号和容量而异。
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在驱动器支持DULBE"的系统上、默认情况下会启用资源配置。您可以在*池和卷组*中禁用此默认设置。

卷和工作负载

卷和工作负载概述

您可以将卷创建为容器、以便应用程序、数据库和文件系统存储数据。创建卷时、您还可
以选择一个工作负载来为特定应用程序自定义存储阵列配置。

什么是卷和工作负载？

卷是使用特定容量为主机创建的逻辑组件、可供主机访问。尽管一个卷可能包含多个驱动器、但一个卷在主机中
显示为一个逻辑组件。定义卷后、您可以将其添加到工作负载中。工作负载_是支持SQL Server或Exchange等
应用程序的存储对象、您可以使用此对象优化该应用程序的存储。

了解更多信息。

• "卷的工作原理"

• "工作负载的工作原理"

• "卷术语"

• "如何为卷分配容量"

• "您可以对卷执行的操作"

如何创建卷和工作负载？

首先、创建工作负载。转到菜单：Storage[Volumes]、然后打开一个向导以指导您完成这些步骤。接下来、您可
以使用池或卷组中的可用容量创建卷、然后分配您创建的工作负载。

了解更多信息。

• "用于创建卷的工作流"

• "创建工作负载"

• "创建卷"

• "将卷添加到工作负载"

相关信息

详细了解与卷相关的概念：

• "卷的数据完整性和数据安全性"

• "SSD缓存和卷"

• "精简卷监控"
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概念

卷的工作原理

卷是一种数据容器，用于管理和组织存储阵列上的存储空间。

您可以使用存储阵列上的可用存储容量创建卷、并轻松组织和使用系统资源。这一概念类似于在计算机上使用文
件夹/目录来组织文件、以便于轻松快速地访问。

卷是主机唯一可见的数据层。在SAN环境中、卷会映射到主机可以看到的逻辑单元号(LUN)。LUN用于保存可使
用存储阵列支持的一个或多个主机访问协议(包括FC、iSCSI和SAS)访问的用户数据。

可以从池和卷组创建的卷类型

卷从池或卷组中提取容量。您可以从存储阵列上的池或卷组创建以下类型的卷。

• 从池—您可以从池中创建卷、使其成为_Fully Provisioned (thick) volumes_或_thiny-provisioned (thin)

volumes_

System Manager界面不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界面
(CLI)。

• 从卷组—您只能从卷组创建卷作为完全配置(厚)卷_。

厚卷和精简卷通过不同方式从存储阵列中提取容量：

• 厚卷的容量是在创建该卷时分配的。

• 写入到精简卷时、精简卷的容量将作为数据进行分配。

精简配置有助于避免浪费已分配的容量、并可节省企业前期存储成本。但是、完全配置的优势在于延迟更短、因
为在创建厚卷时会一次性分配所有存储。

EF600和EF300存储系统不支持精简配置。

卷的特征

池或卷组中的每个卷都可以根据要存储的数据类型具有自己的特征。其中一些特征包括：

• 区块大小—区块是指存储阵列移至条带中下一个驱动器(RAID组)之前存储在驱动器上的数据量(以千字
节(KiB)为单位)。区块大小等于或小于卷组的容量。区块大小是固定的、不能为池更改。

• 容量-使用池或卷组中的可用容量创建卷。在创建卷之前、池或卷组必须已存在、并且必须具有足够的可用容
量来创建卷。

• 控制器所有权-所有存储阵列均可具有一个或两个控制器。在单控制器阵列上、卷的工作负载由单个控制器管
理。在双控制器阵列上、卷将具有一个首选控制器(A或B)、该控制器"`拥有`"卷。在双控制器配置中、使用自
动负载平衡功能自动调整卷所有权、以便在工作负载在控制器之间移动时更正任何负载平衡问题。自动负载
平衡可实现自动I/O工作负载平衡、并确保在两个控制器之间动态管理和平衡来自主机的传入I/O流量。

• 卷分配—您可以在创建卷时或稍后为主机授予对卷的访问权限。所有主机访问均通过逻辑单元号(LUN)进行
管理。主机会检测分配给卷的LUN。如果要将卷分配给多个主机、请使用集群软件确保卷可供所有主机使
用。

77



主机类型可以对主机可以访问的卷数进行特定限制。在创建卷供特定主机使用时、请记住此限制。

• 描述性名称—您可以根据需要为卷命名任何名称、但我们建议将此名称设置为描述性名称。

在创建卷期间、系统会为每个卷分配容量、并为其分配名称、区块大小(仅限卷组)、控制器所有权以及卷到主机
的分配。卷数据会根据需要在控制器之间自动进行负载平衡。

工作负载的工作原理

创建卷时、您可以选择一个工作负载来为特定应用程序自定义存储阵列配置。

工作负载是指支持应用程序的存储对象。您可以为每个应用程序定义一个或多个工作负载或实例。对于某些应用
程序、系统会将工作负载配置为包含具有类似底层卷特征的卷。这些卷特征会根据工作负载支持的应用程序类型
进行优化。例如、如果您创建了一个支持Microsoft SQL Server应用程序的工作负载、然后为该工作负载创建了
卷、则底层卷特征将进行优化以支持Microsoft SQL Server。

在创建卷期间、系统会提示您回答有关工作负载使用情况的问题解答 问题。例如、如果要为Microsoft Exchange

创建卷、系统会询问您需要多少邮箱、平均邮箱容量要求是多少以及所需数据库副本的数量。系统会使用此信息
为您创建最佳卷配置、您可以根据需要对其进行编辑。或者、您也可以在卷创建序列中跳过此步骤。

工作负载类型

您可以创建两种类型的工作负载：特定于应用程序的工作负载和其他工作负载。

• 特定于应用程序。在使用应用程序特定的工作负载创建卷时、系统可能会建议优化卷配置、以最大程度地减
少应用程序工作负载I/O与应用程序实例中的其他流量之间的争用。对于为以下应用程序类型创建的工作负
载、系统会自动建议并优化卷特征、例如I/O类型、区块大小、控制器所有权以及读写缓存。

◦ Microsoft®SQL Server (Microsoft®SQL Server)

◦ Microsoft®Exchange Server (Microsoft®Exchange Server)

◦ 视频监控应用程序

◦ VMware ESXi®(适用于要与虚拟机文件系统结合使用的卷)

您可以使用添加/编辑卷对话框查看建议的卷配置以及编辑、添加或删除系统建议的卷和特征。

• 其他(或不支持特定卷创建的应用程序)。其他工作负载使用的卷配置必须手动指定、以便在创建与特定应用
程序无关的工作负载时、或者系统没有为要在存储阵列上使用的应用程序进行内置优化时。您必须使用添加/

编辑卷对话框手动指定卷配置。

应用程序和工作负载视图

要查看应用程序和工作负载、请启动SANtricity System Manager。在此界面中、您可以通过多种不同方式查看
与应用程序特定工作负载关联的信息：

• 您可以选择卷图块中的*应用程序和工作负载*选项卡、以查看按工作负载分组的存储阵列卷以及与工作负载
关联的应用程序类型。

• 您可以选择性能图块中的*应用程序和工作负载*选项卡以查看逻辑对象的性能指标(延迟、IOPS和MBs)。对
象按应用程序和关联工作负载分组。通过定期收集此性能数据、您可以建立基线测量并分析趋势、这有助于
您调查与I/O性能相关的问题。
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卷术语

了解卷术语如何应用于存储阵列。

所有卷类型

期限 Description

已分配容量 您可以使用已分配的容量创建卷并执行复制服务操作。

对于厚卷、分配的容量和报告的容量相同、但对于精简卷、分配的容量和报告的容
量不同。对于厚卷、物理分配的空间等于向主机报告的空间。对于精简卷、报告的
容量是指向主机报告的容量、而分配的容量是指当前为写入数据而分配的驱动器空
间量。

应用程序 应用程序是指SQL Server或Exchange等软件。您可以定义一个或多个工作负载来
支持每个应用程序。对于某些应用程序、系统会自动建议一种可优化存储的卷配
置。卷配置包括I/O类型、区块大小、控制器所有权以及读写缓存等特征。

Capacity 容量是指可存储在卷中的数据量。

控制器所有权 控制器所有权用于定义指定为卷的拥有或主控制器的控制器。卷可以具有一个"`拥
有`"卷的首选控制器(A或B)。使用自动负载平衡功能自动调整卷所有权、以便在工
作负载在控制器之间移动时更正任何负载平衡问题。自动负载平衡可实现自动I/O

工作负载平衡、并确保在两个控制器之间动态管理和平衡来自主机的传入I/O流
量。

动态缓存读取预取 动态缓存读取预取允许控制器在从驱动器向缓存读取数据块时将其他顺序数据块复
制到缓存中。这种缓存增加了从缓存中填充未来数据请求的可能性。动态缓存读取
预取对于使用顺序I/O的多媒体应用程序非常重要预提取到缓存中的数据速率和数
据量会根据主机读取的速率和请求大小进行自调整。随机访问不会将发生原因 数
据预先提取到缓存中。禁用读取缓存时、此功能不适用。

对于精简卷、动态缓存读取预取始终处于禁用状态、并且无法更改。

可用容量区域 可用容量区域是指删除卷或在创建卷期间未使用所有可用容量时可能产生的可用容
量。在卷组中创建具有一个或多个可用容量区域的卷时、卷的容量将限制为该卷组
中最大的可用容量区域。例如、如果一个卷组的可用容量总计为15 GiB、而最大可
用容量区域为10 GiB、则可以创建的最大卷为10 GiB。

通过整合可用容量、您可以从卷组中的最大可用容量创建更多卷。

主机 主机是指向存储阵列上的卷发送I/O的服务器。

主机集群 主机集群是一组主机。您可以创建一个主机集群、以便轻松地将相同的卷分配给多
个主机。
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期限 Description

热备用驱动器 只有卷组才支持热备用驱动器。热备用驱动器不包含任何数据、并在卷组中包含
的RAID 1、RAID 3、RAID 5或RAID 6卷中的驱动器发生故障时充当备用驱动器。
热备用驱动器可为存储阵列添加另一个冗余级别。

LUN 逻辑单元号(LUN)是分配给主机用于访问卷的地址空间的编号。卷以LUN的形式呈
现给主机。

每个主机都有自己的LUN地址空间。因此、不同的主机可以使用同一个LUN来访问
不同的卷。

介质扫描 通过介质扫描、可以在正常读取或写入驱动器期间检测到驱动器介质错误。介质扫
描作为后台操作执行、并扫描定义的用户卷中的所有数据和冗余信息。

命名空间 命名空间是指为块访问而格式化的NVM存储。它类似于SCSI中的逻辑单元、它与
存储阵列中的卷相关。

池 池是指一组按逻辑分组的驱动器。您可以使用池创建一个或多个可供主机访问的
卷。(您可以从池或卷组创建卷。)

池或卷组容量 池、卷或卷组容量是指存储阵列中已分配给池或卷组的容量。此容量用于创建卷并
满足副本服务操作和存储对象的各种容量需求。

读取缓存 读取缓存是一个缓冲区、用于存储已从驱动器读取的数据。用于读取操作的数据可
能已位于上次操作的缓存中、因此无需访问驱动器。数据会一直保留在读取缓存
中、直到被刷新为止。

已报告容量 报告的容量是指向主机报告并可由主机访问的容量。

对于厚卷、报告的容量和分配的容量相同、但对于精简卷、报告的容量和分配的容
量不同。对于厚卷、物理分配的空间等于向主机报告的空间。对于精简卷、报告的
容量是指向主机报告的容量、而分配的容量是指当前为写入数据而分配的驱动器空
间量。

区块大小 区块是指存储阵列移至条带中的下一个驱动器(RAID组)之前存储在驱动器上的数据
量(以千字节(KiB)为单位)。区块大小等于或小于卷组的容量。区块大小是固定的、
不能为池更改。

条带化 条带化是一种将数据存储在存储阵列上的方式。条带化会将数据流拆分为特定大小
的块(称为"块大小")、然后将这些块逐个写入驱动器。这种数据存储方式用于在多
个物理驱动器之间分布和存储数据。条带化是RAID 0的同义词、它会在RAID组中
的所有驱动器之间分布数据、而不进行奇偶校验。

Volume 卷是应用程序，数据库和文件系统用于存储数据的容器。它是为主机创建的逻辑组
件，用于访问存储阵列上的存储。
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期限 Description

卷分配 卷分配是将主机LUN分配给卷的方式。

Volume name 卷名称是指在创建卷时为其分配的字符串。您可以接受默认名称、也可以提供更具
描述性的名称来指示卷中存储的数据类型。

卷组 卷组是具有共享特征的卷的容器。卷组已定义容量和RAID级别。您可以使用卷组
创建一个或多个可供主机访问的卷。(您可以从卷组或池创建卷。)

工作负载 工作负载是指支持应用程序的存储对象。您可以为每个应用程序定义一个或多个工
作负载或实例。对于某些应用程序、系统会将工作负载配置为包含具有类似底层卷
特征的卷。这些卷特征会根据工作负载支持的应用程序类型进行优化。例如、如果
您创建了一个支持Microsoft SQL Server应用程序的工作负载、然后为该工作负载
创建了卷、则底层卷特征将进行优化以支持Microsoft SQL Server。

写入缓存 写入缓存是一个缓冲区、用于存储尚未写入驱动器的主机中的数据。数据会一直保
留在写入缓存中、直到写入驱动器为止。写入缓存可以提高I/O性能。

使用镜像进行写入缓存 如果写入到一个控制器的缓存内存中的数据也写入到另一控制器的缓存中、则会发
生具有镜像功能的写入缓存。因此、如果一个控制器发生故障、另一个控制器可以
完成所有未完成的写入操作。只有在启用了写入缓存且存在两个控制器的情况下、
写入缓存镜像才可用。创建卷时的默认设置是使用镜像进行写入缓存。

无电池写入缓存 不使用电池的写入缓存设置允许写入缓存继续运行、即使电池缺失、出现故障、已
完全放电或未完全充电也是如此。通常不建议选择不带电池的写入缓存、因为断电
后数据可能会丢失。通常、在电池充电或更换故障电池之前、控制器会暂时关闭写
入缓存。

特定于精简卷

System Manager不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界面(CLI)。

精简卷在EF600或EF300存储系统上不可用。

期限 Description

已分配容量限制 已分配容量限制是指为精简卷分配的物理容量增长的上限。

写入容量 写入容量是指从为精简卷分配的预留容量中写入的容量。

警告阈值 您可以设置一个警告阈值警报、以便在为精简卷分配的容量达到全满百分比(警告
阈值)时发出此警报。
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用于创建卷的工作流

在System Manager中、您可以按照以下步骤创建卷。
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卷的数据完整性和数据安全性

您可以使卷使用数据保证(Data Assurance、DA)功能和驱动器安全功能。这些功能在池和
卷组级别提供。

数据保证

数据保证(Data Assurance、DA)实施了T10保护信息(Protection Information、PI)标准、该标准可通过检查并更
正在I/O路径上传输数据时可能发生的错误来提高数据完整性。通常情况下、使用数据保证功能将检查控制器和
驱动器之间I/O路径的部分。DA 功能在池和卷组级别提供。

启用此功能后、存储阵列会向卷中的每个数据块附加错误检查代码(也称为循环冗余检查或CRC)。移动数据块
后、存储阵列会使用这些CRC代码来确定传输期间是否发生任何错误。可能损坏的数据既不会写入磁盘、也不
会返回到主机。如果要使用DA功能、请在创建新卷时选择一个支持DA的池或卷组(在Pool and volume group

candidates表中、查找"DA"旁边的"Yes")。

驱动器安全性

驱动器安全性是一项功能、可防止在从存储阵列中删除启用了安全功能的驱动器上的数据时未经授权进行访问。
这些驱动器可以是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可以是经认证符合联邦信息处理标准140-2

级别2 (FIPS驱动器)的驱动器。

驱动器安全在驱动器级别的工作原理

支持安全的驱动器(FDE或FIPS)可在写入期间对数据进行加密、并在读取期间对数据进行解密。此加密和解密不
会影响性能或用户工作流。每个驱动器都有自己唯一的加密密钥、永远不能从该驱动器传输该密钥。

驱动器安全在卷级别的工作原理

从支持安全的驱动器创建池或卷组时、您还可以为这些池或卷组启用驱动器安全性。"驱动器安全性"选项可确保
驱动器以及关联的卷组和池的安全-enabled.池或卷组可以同时包含支持安全和不支持安全的驱动器，但所有驱
动器都必须具有安全功能才能使用其加密功能。

如何实施驱动器安全性

要实施驱动器安全性、请执行以下步骤。

1. 为存储阵列配备支持安全保护的驱动器、可以是FDE驱动器、也可以是FIPS驱动器。(对于需要FIPS支持的
卷、请仅使用FIPS驱动器。在卷组或池中混用FIPS和FDE驱动器将导致所有驱动器被视为FDE驱动器。此
外、FDE驱动器不能添加到纯FIPS卷组或池中或用作备用磁盘。)

2. 创建一个安全密钥、该密钥是一个字符串、由控制器和驱动器共享、用于进行读/写访问。您可以从控制器的
永久性内存创建内部密钥、也可以从密钥管理服务器创建外部密钥。对于外部密钥管理、必须使用密钥管理
服务器建立身份验证。

3. 为池和卷组启用驱动器安全性：

◦ 创建池或卷组(在候选项表的*安全功能*列中查找*是*)。

◦ 创建新卷时、请选择池或卷组(在Pool and volume group candidates表中、查找*安全功能*旁边的*是*)。

使用驱动器安全功能、您可以创建一个安全密钥、该安全密钥可在存储阵列中启用了安全保护的驱动器
和控制器之间共享。无论何时关闭和打开驱动器的电源、启用了安全保护的驱动器都会变为安全锁定状
态、直到控制器应用安全密钥为止。

83



SSD缓存和卷

您可以将卷添加到SSD缓存中以提高只读性能。SSD缓存由一组固态磁盘(SSD)驱动器组
成、这些驱动器会在存储阵列中进行逻辑分组。

EF600或EF300存储系统不支持此功能。

Volumes

使用简单的卷I/O机制将数据移入和移出SSD缓存。在缓存数据并将其存储在SSD上后、随后会在SSD缓存上执
行这些数据的读取、从而无需访问HDD卷。

SSD缓存是一种二级缓存、可与控制器动态随机存取存储器(DRAM)中的主缓存结合使用。

• 在主缓存中、数据会在主机读取后存储在DRAM中。

• 在SSD缓存中、数据会从卷中复制并存储在两个内部RAID卷(每个控制器一个)上、这两个卷在创建SSD缓存
时会自动创建。

内部RAID卷用于内部缓存处理。这些卷不可访问或显示在用户界面中。但是、这两个卷会计入存储阵列中允许
的卷总数。

分配给使用控制器SSD缓存的任何卷均不符合自动负载平衡传输的条件。

驱动器安全功能

要在同时使用驱动器安全(已启用安全保护)的卷上使用SSD缓存、该卷的驱动器安全功能必须与SSD缓存匹配。
如果不匹配、则此卷将不会启用安全保护。

您可以对卷执行的操作

您可以对卷执行多种不同的操作：增加容量、删除、复制、初始化、重新分发、 更改所有
权、更改缓存设置以及更改介质扫描设置。

增加容量

您可以通过两种方式扩展卷的容量：

• 使用池或卷组中的可用容量。

您可以通过选择菜单：Storage[池和卷组>添加容量]向卷添加容量。

• 将未分配的容量(以未使用的驱动器的形式)添加到卷的池或卷组。如果池或卷组中没有可用容量、请使用此
选项。

您可以通过选择菜单：Storage[池和卷组>添加容量]向池或卷组添加未分配的容量。

如果池或卷组中没有可用容量、则无法增加卷的容量。您必须先增加池或卷组的大小、或者删除未使用的
卷。

扩展卷容量后、必须手动增加文件系统大小以匹配。如何执行此操作取决于所使用的文件系统。有关详细信息、
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请参见主机操作系统文档。

删除

通常、如果创建的卷参数或容量不正确、不再满足存储配置需求或不再需要用于备份或应用程序测试的快照映
像、则可以删除这些卷。删除卷会增加池或卷组中的可用容量。

删除卷会导致这些卷上的所有数据丢失。删除卷还会删除任何关联的快照映像、计划和快照卷、并删除任何镜像
关系。

复制

复制卷时、您可以在同一存储阵列上为源卷和目标卷这两个不同卷创建一个时间点副本。您可以通过选择菜单
：Storage[卷>复制服务>复制卷]来复制卷。

初始化

初始化卷会擦除卷中的所有数据。首次创建卷时、系统会自动对其进行初始化。但是、Recovery Guru可能会建
议您手动初始化卷、以便从某些故障情况中恢复。初始化卷时、卷会保留其WWN、主机分配、已分配容量和预
留容量设置。它还会保留相同的数据保证(Data Assurance、DA)设置和安全设置。

您可以通过选择菜单：Storage[卷>更多>初始化卷]来初始化卷。

重新分布

重新分配卷以将卷移回其首选控制器所有者。通常、当主机和存储阵列之间的数据路径出现问题时、多路径驱动
程序会从其首选控制器所有者移动卷。

大多数主机多路径驱动程序都会尝试通过指向其首选控制器所有者的路径访问每个卷。但是、如果此首选路径不
可用、则主机上的多路径驱动程序将故障转移到备用路径。此故障转移可能会通过发生原因 将卷所有权更改为
备用控制器。解决导致故障转移的情况后、某些主机可能会自动将卷所有权移回首选控制器所有者、但在某些情
况下、您可能需要手动重新分配卷。

您可以通过选择菜单：Storage[卷>更多>重新分布卷]来重新分布卷。

更改卷所有权

更改卷的所有权会更改卷的首选控制器所有权。卷的首选控制器所有者列在菜单：存储(卷)>查看/编辑设置>高
级选项卡下。

您可以通过选择菜单：Storage[卷>更多>更改所有权]来更改卷的所有权。

镜像和卷所有权

如果镜像对的主卷属于控制器A、则二级卷也属于远程存储阵列的控制器A。更改主卷的所有者将自动更改二级
卷的所有者、以确保这两个卷都属于同一控制器。主端的当前所有权更改会自动传播到辅端的相应当前所有权更
改。

如果镜像一致性组包含一个本地二级卷且控制器所有权发生更改、则在首次写入操作时、二级卷会自动传输回其
原始控制器所有者。您不能使用*更改所有权*选项更改二级卷的控制器所有权。
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复制卷和卷所有权

在复制卷操作期间、同一控制器必须同时拥有源卷和目标卷。有时、在复制卷操作开始时、两个卷都没有相同的
首选控制器。因此、目标卷的所有权会自动传输到源卷的首选控制器。卷复制完成或停止后、目标卷的所有权将
恢复到其首选控制器。

如果在复制卷操作期间更改了源卷的所有权、则也会更改目标卷的所有权。在某些操作系统环境下、可能需要先
重新配置多路径主机驱动程序、然后才能使用I/O路径。(某些多路径驱动程序需要进行编辑才能识别I/O路径。有
关详细信息、请参见驱动程序文档。)

更改缓存设置

缓存是控制器上的临时易失性存储(RAM)区域、其访问速度比驱动器介质更快。如果使用缓存、则可以提高整
体I/O性能、原因如下：

• 从主机请求读取的数据可能已位于先前操作的缓存中、因此无需访问驱动器。

• 写入数据最初会写入缓存、这样、应用程序就可以继续运行、而无需等待数据写入驱动器。

选择菜单：Storage[卷>更多>更改缓存设置]以更改以下缓存设置：

• 读取和写入缓存—读取缓存是一个缓冲区、用于存储从驱动器读取的数据。用于读取操作的数据可能已位于
上次操作的缓存中、因此无需访问驱动器。数据会一直保留在读取缓存中、直到被刷新为止。

写入缓存是一个缓冲区、用于存储尚未写入驱动器的主机中的数据。数据会一直保留在写入缓存中、直到写
入驱动器为止。写入缓存可以提高I/O性能。

• 使用镜像写入缓存-如果写入一个控制器的缓存内存中的数据也写入另一个控制器的缓存中、则使用镜像进行
写入缓存。因此、如果一个控制器发生故障、另一个控制器可以完成所有未完成的写入操作。只有在启用了
写入缓存且存在两个控制器的情况下、写入缓存镜像才可用。创建卷时的默认设置是使用镜像进行写入缓
存。

• 无电池写入缓存—无电池写入缓存设置允许写入缓存继续运行、即使电池缺失、出现故障、已完全放电或未
完全充电也是如此。通常不建议选择不带电池的写入缓存、因为断电后数据可能会丢失。通常、在电池充电
或更换故障电池之前、控制器会暂时关闭写入缓存。

只有在启用写入缓存时、此设置才可用。此设置不适用于精简卷。

• 动态读取缓存预取—动态缓存读取预取允许控制器在从驱动器向缓存读取数据块时将其他顺序数据块复制到
缓存。这种缓存增加了从缓存中填充未来数据请求的可能性。动态缓存读取预取对于使用顺序I/O的多媒体应
用程序非常重要预提取到缓存中的数据速率和数据量会根据主机读取的速率和请求大小进行自调整。随机访
问不会将发生原因 数据预先提取到缓存中。禁用读取缓存时、此功能不适用。

对于精简卷、动态缓存读取预取始终处于禁用状态、并且无法更改。

更改介质扫描设置

介质扫描可检测并修复应用程序不常读取的磁盘块上的介质错误。如果池或卷组中的其他驱动器发生故障、则此
扫描可以防止发生数据丢失、因为故障驱动器的数据是使用池或卷组中其他驱动器的冗余信息和数据重建的。

介质扫描会根据要扫描的容量和扫描持续时间以恒定速率持续运行。后台扫描可能会被较高优先级的后台任务(

例如重建)临时暂停、但会以相同的恒定速率恢复。

您可以通过选择菜单：Storage[卷>更多>更改介质扫描设置]来启用和设置介质扫描的持续时间。
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只有在为存储阵列和卷启用了介质扫描选项时、才会扫描此卷。如果还为该卷启用了冗余检查、则会检查该卷中
的冗余信息是否与数据一致、前提是该卷具有冗余。创建每个卷时、默认情况下会为其启用具有冗余检查的介质
扫描。

如果在扫描期间遇到不可恢复的介质错误、则会使用冗余信息(如果有)修复数据。例如、最佳RAID 5卷、最
佳RAID 6卷或只有一个驱动器发生故障的RAID 6卷均提供冗余信息。如果无法使用冗余信息修复不可恢复的错
误、则数据块将添加到不可读扇区日志中。可更正和不可更正的介质错误都会报告到事件日志中。

如果冗余检查发现数据与冗余信息不一致、则会向事件日志报告此信息。

如何为卷分配容量

存储阵列中的驱动器可为数据提供物理存储容量。开始存储数据之前、必须先将分配的容
量配置到称为池或卷组的逻辑组件中。您可以使用这些存储对象配置、存储、维护和保留
存储阵列上的数据。

使用容量创建和扩展卷

您可以从池或卷组中的未分配容量或可用容量创建卷。

• 使用未分配的容量创建卷时、您可以同时创建池或卷组和卷。

• 使用可用容量创建卷时、您要在已有的池或卷组上创建额外的卷。

扩展卷容量后、必须手动增加文件系统大小以匹配。如何执行此操作取决于所使用的文件系统。有关详细信息、
请参见主机操作系统文档。

厚卷和精简卷的容量类型

您可以创建厚卷或精简卷。对于厚卷、报告的容量和分配的容量相同、但对于精简卷、报告的容量和分配的容量
不同。

• 对于厚卷、报告的卷容量等于分配的物理存储容量。必须存在全部物理存储容量。物理分配的空间等于向主
机报告的空间。

通常、您会将厚卷的报告容量设置为您认为卷将增长到的最大容量。厚卷可为应用程序提供可预测的高性
能、这主要是因为所有用户容量都是在创建时预留和分配的。

• 对于精简卷、报告的容量是指向主机报告的容量、而分配的容量是指当前为写入数据而分配的驱动器空间
量。

报告的容量可能大于存储阵列上分配的容量。可以调整精简卷的大小以适应增长、而不考虑当前可用资产。

SANtricity System Manager不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界
面(CLI)。

厚卷的容量限制

厚卷的最小容量为1 MiB、最大容量由池或卷组中驱动器的数量和容量决定。

增加厚卷的报告容量时、请记住以下准则：
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• 您最多可以指定三个小数位(例如、55.375 GiB)。

• 容量必须小于(或等于)卷组中的最大可用容量。

创建卷时、系统会为动态区块大小(DSS)迁移预先分配一些额外容量。DSS迁移是软件的一项功能、可用于
更改卷的区块大小。

• 某些主机操作系统支持大于2 TiB的卷(报告的最大容量由主机操作系统决定)。事实上、某些主机操作系统最
多支持128个TiB卷。有关更多详细信息、请参见主机操作系统文档。

精简卷的容量限制

您可以创建报告容量较大且分配容量相对较小的精简卷、这有利于提高存储利用率和效率。精简卷有助于简化存
储管理、因为分配的容量可以随着应用程序需求的变化而增加、而不会中断应用程序、从而提高存储利用率。

除了报告的容量和分配的容量之外、精简卷还包含写入容量。写入容量是指从为精简卷分配的预留容量中写入的
容量。

下表列出了精简卷的容量限制。

容量类型 最小大小 最大大小

已报告 32 MiB 256 TiB

已分配 4 Mib 64 TiB

对于精简卷、如果已达到报告的最大容量256 TiB、则无法增加其容量。确保精简卷的预留容量设置为大于报告
的最大容量的大小。

系统会根据已分配的容量限制自动扩展已分配的容量。通过分配的容量限制、您可以将精简卷的自动增长限制为
低于报告的容量。当写入的数据量接近分配的容量时、您可以更改分配的容量限制。

要更改已分配的容量限制、请选择菜单：Storage[卷>精简卷监控选项卡>更改限制]。

由于System Manager在创建精简卷时不会分配全部容量、因此池中可能存在不足的可用容量。空间不足不仅会
阻止对精简卷的写入、还会阻止对需要池中容量的其他操作(例如、快照映像或快照卷)的写入。但是、您仍然可
以从池执行读取操作。如果发生这种情况、您将收到警报阈值警告。

精简卷监控

您可以监控精简卷的空间并生成适当的警报、以防止出现容量不足的情况。

与底层物理存储相比、精简配置环境可以分配更多的逻辑空间。您可以选择菜单：Storage[卷>精简卷监控]选项
卡来监控精简卷在达到分配的容量最大限制之前的增长量。

您可以使用"精简监控"视图执行以下操作：

• 定义限制精简卷可自动扩展到的已分配容量的限制。

• 设置当精简卷接近最大分配容量限制时向主页页面上的通知区域发送警报(超过警告阈值)的百分比点。

要增加精简卷的容量、请增加其报告的容量。
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System Manager不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界面(CLI)。

精简卷在EF600或EF300存储系统上不可用。

厚卷与精简卷之间的比较

厚卷始终为完全配置卷、这意味着在创建卷时会分配所有容量。精简卷始终采用精简配
置、这意味着在将数据写入卷时会分配容量。

System Manager不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界面(CLI)。

Volume type Description

厚卷 • 厚卷是从池或卷组创建的。

• 对于厚卷、预先提供大量存储空间、以满足未来的存储需求。

• 厚卷是使用创建卷时在物理存储上预先分配的卷的整个大小创建的。这种预分
配意味着、创建100 GiB卷实际上会占用驱动器上已分配的100 GiB容量。但
是、此空间可能会保持未使用状态、从而导致存储容量利用率不足。

• 创建厚卷时、请确保不要为单个卷过度分配容量。单个卷的容量过度分配可能
会迅速占用系统中的所有物理存储。

• 请注意、复制服务(Snapshot映像、Snapshot卷、卷副本和异步镜像)也需要存
储容量、因此请勿将所有容量分配给厚卷。空间不足可能会阻止对池或卷组的
写入。如果发生这种情况、您将收到可用容量警报阈值警告。

精简卷 • 精简卷仅从池创建、而不是从卷组创建。

• 精简卷必须为RAID 6。

• 精简卷在EF600或EF300存储系统上不可用。

• 您必须使用命令行界面创建精简卷。

• 与厚卷不同、精简卷所需的空间不会在创建期间分配、而是在稍后按需提供。

• 精简卷允许您过度分配其大小。也就是说、您可以分配大于卷大小的LUN。然
后、您可以根据需要扩展卷(如有必要、可在此过程中添加驱动器)、而无需扩
展LUN大小、因此无需断开用户连接。

• 您可以使用精简配置块空间回收(UNMAP)通过主机发出的SCSI UNMAP命令回
收存储阵列上精简配置卷的块。支持精简配置的存储阵列可以重新利用回收的
空间来满足同一存储阵列中其他精简配置卷的分配请求、从而可以更好地报告
磁盘空间使用情况并更高效地利用资源。

精简卷限制

精简卷支持所有厚卷操作、但以下情况除外：

• 您不能更改精简卷的区块大小。

• 您不能为精简卷启用预读取冗余检查。
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• 在复制卷操作中、不能使用精简卷作为目标卷。

• 您只能在异步镜像对的主端更改精简卷的已分配容量限制和警告阈值。主端对这些参数所做的任何更改都会
自动传播到二级端。

配置存储

创建工作负载

您可以为任何类型的应用程序创建工作负载。

关于此任务

工作负载是指支持应用程序的存储对象。您可以为每个应用程序定义一个或多个工作负载或实例。对于某些应用
程序、系统会将工作负载配置为包含具有类似底层卷特征的卷。这些卷特征会根据工作负载支持的应用程序类型
进行优化。例如、如果您创建了一个支持Microsoft SQL Server应用程序的工作负载、然后为该工作负载创建了
卷、则底层卷特征将进行优化以支持Microsoft SQL Server。

System Manager建议仅为以下应用程序类型优化卷配置：

• Microsoft®SQL Server (Microsoft®SQL Server)

• Microsoft®Exchange Server (Microsoft®Exchange Server)

• 视频监控

• VMware ESXi TM (适用于要与虚拟机文件系统结合使用的卷)

请牢记以下准则：

• 使用特定于应用程序的工作负载时、系统建议使用经过优化的卷配置、以最大程度地减少应用程序工作负
载I/O与应用程序实例中的其他流量之间的争用。您可以查看建议的卷配置、然后使用添加/编辑卷对话框编
辑、添加或删除系统建议的卷和特征。

• 使用其他应用程序类型时、您可以使用添加/编辑卷对话框手动指定卷配置。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择菜单：创建[工作负载]。

此时将显示创建应用程序工作负载对话框。

3. 使用下拉列表选择要为其创建工作负载的应用程序类型、然后键入工作负载名称。

4. 单击 * 创建 * 。

完成后

您已准备好向创建的工作负载添加存储容量。使用*创建卷*选项为应用程序创建一个或多个卷、并为每个卷分配
特定容量。

创建卷

您可以创建卷来为应用程序特定的工作负载添加存储容量、并使创建的卷对特定主机或主
机集群可见。此外、卷创建顺序还提供了一些选项、用于为要创建的每个卷分配特定容
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量。

关于此任务

大多数应用程序类型默认为用户定义的卷配置。某些应用程序类型在创建卷时应用了智能配置。例如、如果要
为Microsoft Exchange应用程序创建卷、系统会询问您需要多少邮箱、平均邮箱容量要求是多少以及所需数据库
副本的数量。System Manager可使用此信息为您创建最佳卷配置、并可根据需要对其进行编辑。

创建卷的过程分为多步操作步骤。

第1步：为卷选择主机

您可以创建卷来为应用程序特定的工作负载添加存储容量、并使创建的卷对特定主机或主机集群可见。此外、卷
创建顺序还提供了一些选项、用于为要创建的每个卷分配特定容量。

开始之前

• 有效的主机或主机集群位于主机磁贴下。

• 已为主机定义主机端口标识符。

• 在创建启用了DA的卷之前、您计划使用的主机连接必须支持DA。如果存储阵列中控制器上的任何主机连接
不支持 DA ，则关联的主机将无法访问已启用 DA 的卷上的数据。

关于此任务

分配卷时，请记住以下准则：

• 主机的操作系统可以对主机可以访问的卷数设置特定限制。在创建卷供特定主机使用时、请记住此限制。

• 您可以为存储阵列中的每个卷定义一个分配。

• 分配的卷在存储阵列中的控制器之间共享。

• 主机或主机集群不能使用同一逻辑单元号(LUN)两次来访问卷。您必须使用唯一的LUN。

• 如果要加快创建卷的过程、可以跳过主机分配步骤、使新创建的卷脱机初始化。

如果您尝试将卷分配给与主机集群中已建立的主机分配冲突的主机集群、则向主机分配卷将失
败。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择菜单：创建[卷]。

此时将显示创建卷对话框。

3. 从下拉列表中，选择要将卷分配到的特定主机或主机集群，或者选择稍后再分配主机或主机集群。

4. 要继续为选定主机或主机集群创建卷、请单击*下一步*、然后转到 [第2步：为卷选择工作负载]。

此时将显示选择工作负载对话框。

第2步：为卷选择工作负载

选择一个工作负载以自定义特定应用程序的存储阵列配置、例如Microsoft SQL Server、Microsoft Exchange、
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视频监控应用程序或VMware。如果未列出要在此存储阵列上使用的应用程序、则可以选择"其他应用程序"。

关于此任务

此任务介绍如何为现有工作负载创建卷。

• 当您使用应用程序特定的工作负载创建卷时、系统可能会建议优化卷配置、以最大程度地减少应用程序工作
负载I/O与应用程序实例中的其他流量之间的争用。您可以使用添加/编辑卷对话框查看建议的卷配置以及编
辑、添加或删除系统建议的卷和特征。

• 当您使用"其他"_应用程序(或不支持特定卷创建的应用程序)创建卷时、您可以使用添加/编辑卷对话框手动指
定卷配置。

步骤

1. 执行以下操作之一：

◦ 选择*为现有工作负载创建卷*选项可为现有工作负载创建卷。

◦ 选择*创建新工作负载*选项可为支持的应用程序或"其他"应用程序定义新的工作负载。

▪ 从下拉列表中，选择要为其创建新工作负载的应用程序的名称。

如果未列出要在此存储阵列上使用的应用程序、请选择"其他"条目之一。

▪ 输入要创建的工作负载的名称。

2. 单击 * 下一步 * 。

3. 如果您的工作负载与支持的应用程序类型关联、请输入所需的信息；否则、请转到 [第3步：添加或编辑卷
]。

第3步：添加或编辑卷

System Manager可能会根据您选择的应用程序或工作负载建议卷配置。此卷配置会根据工作负载支持的应用程
序类型进行优化。您可以接受建议的卷配置、也可以根据需要对其进行编辑。如果您选择了"其他"应用程序之
一、则必须手动指定要创建的卷和特征。

开始之前

• 池或卷组必须具有足够的可用容量。

• 一个卷组中允许的最大卷数为256。

• 池中允许的最大卷数取决于存储系统型号：

◦ 2、048个卷(EF600和E5700系列)

◦ 1、024个卷(EF300)

◦ 512个卷(E2800系列)

• 要创建启用了数据保证(Data Assurance、DA)的卷、您计划使用的主机连接必须支持DA。
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选择具有安全功能的池或卷组

如果要创建启用了DA的卷、请选择一个支持DA的池或卷组(在Pool and volume group candidates表中
的"DA"旁边查找*是*)。

DA功能在System Manager的池和卷组级别提供。DA 保护功能可检查并更正数据通过控制器向下传输
到驱动器时可能发生的错误。为新卷选择支持 DA 的池或卷组可确保检测到并更正任何错误。

如果存储阵列中控制器上的任何主机连接不支持 DA ，则关联的主机将无法访问已启用 DA 的卷上的数
据。

• 要创建启用了安全保护的卷，必须为存储阵列创建安全密钥。

选择具有安全功能的池或卷组

如果要创建启用了安全保护的卷、请选择一个支持安全的池或卷组(在池和卷组候选项表中、查
找"Secure-Capable"旁边的*是*)。

驱动器安全功能在System Manager的池和卷组级别提供。支持安全的驱动器可防止未经授权访问从存
储阵列中物理删除的驱动器上的数据。启用了安全保护的驱动器会在写入期间对数据进行加密、并在读
取期间使用唯一的_encryption key_对数据进行解密。

池或卷组可以同时包含支持安全和不支持安全的驱动器，但所有驱动器都必须具有安全功能才能使用其
加密功能。

• 要创建资源配置的卷，所有驱动器都必须是具有已取消分配或未写入逻辑块错误（ DULBE" ）选项的 NVMe

驱动器。

关于此任务

您可以从池或卷组创建卷。"添加/编辑卷"对话框显示存储阵列上所有符合条件的池和卷组。对于每个符合条件的
池和卷组，将显示可用驱动器数和总可用容量。

对于某些特定于应用程序的工作负载，每个符合条件的池或卷组都会根据建议的卷配置显示建议的容量，并以
GiB 显示剩余可用容量。对于其他工作负载，在将卷添加到池或卷组并指定报告的容量时，将显示建议的容量。

步骤

1. 根据您选择的是其他工作负载还是应用程序专用工作负载、选择以下操作之一：

◦ 其他-单击要用于创建一个或多个卷的每个池或卷组中的*添加新卷*。
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字段详细信息

字段 Description

卷名称 在卷创建过程中、System Manager会为卷分配默认名称。您可以接受默
认名称，也可以提供一个更具描述性的名称来指示卷中存储的数据类
型。

已报告容量 定义新卷的容量以及要使用的容量单位（ MIB ， GiB 或 TiB ）。对于厚
卷、最小容量为1 MiB、最大容量由池或卷组中驱动器的数量和容量决
定。

请注意、复制服务(Snapshot映像、Snapshot卷、卷副本和远程镜像)也
需要存储容量；因此、 请勿将所有容量分配给标准卷。

池中的容量会根据驱动器类型以4 GiB或8 GiB为增量进行分配。分配的
容量不是4 GiB或8 GiB的倍数、但不可用。要确保整个容量可用、请以4

GiB或8 GiB为增量指定容量。如果存在不可用的容量，则要重新获得该
容量，唯一的方法是增加卷的容量。

卷块大小(仅限EF300

和EF600)

显示了可为卷创建的块大小：

• 512—512字节

• 4 k—4、096字节

区块大小 显示了分段大小调整设置，此设置仅适用于卷组中的卷。您可以更改区
块大小以优化性能。

允许的区块大小转换- System Manager确定允许的区块大小转换。与当
前区块大小的过渡不适当的区块大小在下拉列表中不可用。允许的过渡
通常是当前区块大小的两倍或一半。例如，如果当前卷分段大小为 32

KiB ，则允许使用新的卷分段大小 16 KiB 或 64 KiB 。

已启用SSD缓存的卷*—您可以为已启用SSD缓存的卷指定4-KiB分段大
小。确保仅为支持 SSD 缓存且处理小块 I/O 操作的卷（例如， 16 KiB

I/O 块大小或更小）选择 4-KiB 区块大小。如果为处理大型块顺序操作且
已启用 SSD 缓存的卷选择 4 KiB 作为分段大小，则性能可能会受到影
响。

更改区块大小所需的时间-更改卷区块大小所需的时间取决于以下变量：

• 主机的 I/O 负载

• 卷的修改优先级

• 卷组中的驱动器数量

• 驱动器通道的数量

• 存储阵列控制器的处理能力

更改卷的区块大小时， I/O 性能会受到影响，但数据仍可用。
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字段 Description

支持安全保护 只有当池或卷组中的驱动器支持安全时、"支持安全"旁边才会显示*是*。

驱动器安全性可防止未经授权访问从存储阵列中物理删除的驱动器上的
数据。只有在启用了驱动器安全功能且为存储阵列设置了安全密钥时，
此选项才可用。

池或卷组可以同时包含支持安全和不支持安全的驱动器，但所有驱动器
都必须具有安全功能才能使用其加密功能。

da. 只有当池或卷组中的驱动器支持数据保证（ Data Assurance ， DA ）时
， "DA" 旁边才会显示 * 是 * 。

DA 可提高整个存储系统的数据完整性。通过 DA ，存储阵列可以检查在
数据通过控制器向下传输到驱动器时可能发生的错误。对新卷使用 DA 可
确保检测到任何错误。

已配置资源(仅
限EF300和EF600)

只有当驱动器支持此选项时、"已配置资源"旁边才会显示*是*。资源配置
是EF300和EF600存储阵列中提供的一项功能、可在不执行后台初始化过
程的情况下立即使用卷。

◦ 应用程序专用工作负载—单击*下一步*接受系统为选定工作负载建议的卷和特征、或者单击*编辑卷*更
改、添加或删除系统为选定工作负载建议的卷和特征。
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字段详细信息

字段 Description

卷名称 在卷创建过程中、System Manager会为卷分配
默认名称。您可以接受默认名称，也可以提供一
个更具描述性的名称来指示卷中存储的数据类
型。

已报告容量 定义新卷的容量以及要使用的容量单位（ MIB

， GiB 或 TiB ）。对于厚卷、最小容量为1

MiB、最大容量由池或卷组中驱动器的数量和容
量决定。

请注意、复制服务(Snapshot映像、Snapshot

卷、卷副本和远程镜像)也需要存储容量；因
此、 请勿将所有容量分配给标准卷。

池中的容量会根据驱动器类型以4 GiB或8 GiB为
增量进行分配。分配的容量不是4 GiB或8 GiB的
倍数、但不可用。要确保整个容量可用、请以4

GiB或8 GiB为增量指定容量。如果存在不可用
的容量，则要重新获得该容量，唯一的方法是增
加卷的容量。

卷类型 卷类型指示为应用程序特定工作负载创建的卷类
型。

卷块大小(仅限EF300和EF600) 显示了可为卷创建的块大小：

• 512—512字节

• 4 k—4、096字节
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字段 Description

区块大小 显示了分段大小调整设置，此设置仅适用于卷组
中的卷。您可以更改区块大小以优化性能。

允许的区块大小转换- System Manager确定允
许的区块大小转换。与当前区块大小的过渡不适
当的区块大小在下拉列表中不可用。允许的过渡
通常是当前区块大小的两倍或一半。例如，如果
当前卷分段大小为 32 KiB ，则允许使用新的卷
分段大小 16 KiB 或 64 KiB 。

已启用SSD缓存的卷*—您可以为已启用SSD缓
存的卷指定4-KiB分段大小。确保仅为支持 SSD

缓存且处理小块 I/O 操作的卷（例如， 16 KiB

I/O 块大小或更小）选择 4-KiB 区块大小。如果
为处理大型块顺序操作且已启用 SSD 缓存的卷
选择 4 KiB 作为分段大小，则性能可能会受到影
响。

更改区块大小所需的时间-更改卷区块大小所需
的时间取决于以下变量：

• 主机的 I/O 负载

• 卷的修改优先级

• 卷组中的驱动器数量

• 驱动器通道的数量

• 存储阵列控制器的处理能力
更改卷的区块大小时， I/O 性能会受到影响
，但数据仍可用。

支持安全保护 只有当池或卷组中的驱动器支持安全时、"支持
安全"旁边才会显示*是*。

驱动器安全性可防止未经授权访问从存储阵列中
物理删除的驱动器上的数据。只有在已启用驱动
器安全功能且为存储阵列设置了安全密钥时、此
选项才可用。

池或卷组可以同时包含支持安全和不支持安全的
驱动器，但所有驱动器都必须具有安全功能才能
使用其加密功能。
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字段 Description

da. 只有当池或卷组中的驱动器支持数据保证（
Data Assurance ， DA ）时， "DA" 旁边才会显
示 * 是 * 。

DA 可提高整个存储系统的数据完整性。通过
DA ，存储阵列可以检查在数据通过控制器向下
传输到驱动器时可能发生的错误。对新卷使用
DA 可确保检测到任何错误。

已配置资源(仅限EF300和EF600) 只有当驱动器支持此选项时、"已配置资源"旁边
才会显示*是*。资源配置是EF300和EF600存储
阵列中提供的一项功能、可在不执行后台初始化
过程的情况下立即使用卷。

2. 要继续为选定应用程序创建卷、请单击*下一步*、然后转到 [第4步：查看卷配置]。

第4步：查看卷配置

查看要创建的卷的摘要、并进行任何必要的更改。

步骤

1. 查看要创建的卷。单击*返回*进行任何更改。

2. 对卷配置感到满意后，单击 * 完成 * 。

结果

System Manager会在选定池和卷组中创建新卷、然后在所有卷表中显示新卷。

完成后

• 在应用程序主机上执行任何必要的操作系统修改、以便应用程序可以使用卷。

• 运行基于主机的 hot_add 实用程序或操作系统专用实用程序(可从第三方供应商处获得)、然后运行
SMdevices 用于将卷名称与主机存储阵列名称关联的实用程序。

。 hot_add 实用程序和 SMdevices 实用程序作为的一部分提供 SMutils 软件包。。 SMutils 软件包是
一组实用程序、用于验证主机从存储阵列中看到的内容。它作为 SANtricity 软件安装的一部分提供。

将卷添加到工作负载

对于当前未与工作负载关联的卷、您可以将一个或多个卷添加到现有工作负载或新工作负
载。

关于此任务

如果卷是使用命令行界面(CLI)创建的、或者已从其他存储阵列迁移(导入/导出)、则卷不会与工作负载关联。

步骤

1. 选择菜单： Storage[Volumes] 。
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2. 选择*应用程序和工作负载*选项卡。

此时将显示"Applications & Workloads View"。

3. 选择*添加到工作负载*。

此时将显示选择工作负载对话框。

4. 执行以下操作之一：

◦ 将卷添加到现有工作负载-选择此选项可将卷添加到现有工作负载。

使用下拉列表选择工作负载。此工作负载的关联应用程序类型将分配给您添加到此工作负载的卷。

◦ 将卷添加到新工作负载-选择此选项可为应用程序类型定义新工作负载并将卷添加到新工作负载。

5. 选择*下一步*继续添加到工作负载序列。

此时将显示选择卷对话框。

6. 选择要添加到工作负载的卷。

7. 查看要添加到选定工作负载的卷。

8. 对工作负载配置感到满意后、单击*完成*。

管理卷

增加卷的容量

您可以使用池或卷组中的可用容量来增加卷的报告容量（向主机报告的容量）。

开始之前

• 卷的关联池或卷组具有足够的可用容量。

• 卷处于最佳状态，不处于任何修改状态。

• 对于精简卷、尚未达到报告的最大容量256 TiB。

• 卷中未使用任何热备用驱动器。（仅适用于卷组中的卷。）

关于此任务

请记住、此池或卷组中的其他卷将来可能会有任何容量要求。请确保您提供足够的可用容量来创建快照映像、快
照卷或远程镜像。

只有某些操作系统才支持增加卷的容量。如果在不受支持的主机操作系统上增加卷容量、则扩展
的容量将不可用、并且无法还原原始卷容量。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择要增加容量的卷，然后选择 * 增加容量 * 。

此时将显示确认增加容量对话框。
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3. 选择 * 是 * 继续。

此时将显示增加报告的容量对话框。

此对话框显示卷当前报告的容量以及卷关联的池或卷组中可用的容量。

4. 使用 * 通过添加增加报告容量 …* 框向当前可用报告容量添加容量。您可以将容量值更改为以兆字节（ MiB

），吉字节（ GiB ）或太字节（ TiB ）为单位显示。

5. 单击 * 增加 * 。

结果

• System Manager会根据您的选择增加卷的容量。

• 选择菜单：主页(查看正在执行的操作)可查看当前正在对选定卷运行的增加容量操作的进度。此操作可能会
很长，并且可能会影响系统性能。

完成后

扩展卷容量后、必须手动增加文件系统大小以匹配。如何执行此操作取决于所使用的文件系统。有关详细信息、
请参见主机操作系统文档。

初始化卷

首次创建卷时、系统会自动对其进行初始化。但是、Recovery Guru可能会建议您手动初
始化卷、以便从某些故障情况中恢复。请仅在技术支持的指导下使用此选项。您可以选择
一个或多个卷进行初始化。

开始之前

• 所有I/O操作均已停止。

• 必须卸载要初始化的卷上的任何设备或文件系统。

• 此卷处于最佳状态、并且此卷上没有正在进行的修改操作。

操作启动后、您将无法取消。将擦除所有卷数据。除非Recovery Guru建议您尝试执行此操作、
否则请勿尝试执行此操作。开始此操作步骤 之前、请联系技术支持。

关于此任务

初始化卷时、卷会保留其WWN、主机分配、已分配容量和预留容量设置。它还会保留相同的数据保证(Data

Assurance、DA)设置和安全设置。

以下类型的卷_cannot _ be initialized：

• 快照卷的基础卷

• 镜像关系中的主卷

• 镜像关系中的二级卷

• 卷副本中的源卷

• 卷副本中的目标卷

• 已在进行初始化的卷
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本主题仅适用于从池或卷组创建的标准卷。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择任何卷、然后选择菜单：更多[初始化卷]。

此时将显示初始化卷对话框。存储阵列上的所有卷都会显示在此对话框中。

3. 选择要初始化的一个或多个卷、然后确认要执行此操作。

结果

System Manager将执行以下操作：

• 擦除已初始化的卷中的所有数据。

• 清除块索引、这样会将未写入的块读取为零填充(卷显示为完全空)。

选择菜单：主页(查看正在执行的操作)可查看当前正在对选定卷运行的初始化操作的进度。此操作可能会很长，
并且可能会影响系统性能。

重新分配卷

重新分配卷以将卷移回其首选控制器所有者。通常、当主机和存储阵列之间的数据路径出
现问题时、多路径驱动程序会从其首选控制器所有者移动卷。

开始之前

• 您要重新分布的卷未在使用中、或者会发生I/O错误。

• 如果使用要重新分配的卷、则会在所有主机上安装多路径驱动程序、否则会发生I/O错误。

如果要重新分布主机上没有多路径驱动程序的卷、则必须停止卷_while the redistribution operation is in

progress_的所有I/O活动、以防止出现应用程序错误。

关于此任务

大多数主机多路径驱动程序都会尝试通过指向其首选控制器所有者的路径访问每个卷。但是、如果此首选路径不
可用、则主机上的多路径驱动程序将故障转移到备用路径。此故障转移可能会通过发生原因 将卷所有权更改为
备用控制器。解决导致故障转移的情况后、某些主机可能会自动将卷所有权移回首选控制器所有者、但在某些情
况下、您可能需要手动重新分配卷。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择菜单：更多 [ 重新分配卷 ] 。

此时将显示重新分配卷对话框。存储阵列上首选控制器所有者与其当前所有者不匹配的所有卷都会显示在此
对话框中。

3. 选择要重新分布的一个或多个卷、然后确认要执行此操作。

结果

System Manager会将选定卷移动到其首选控制器所有者、或者您可能会看到"重新分配不必要的卷"对话框。
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更改卷的控制器所有权

您可以更改卷的首选控制器所有权、以便通过新路径定向主机应用程序的I/O。

开始之前

如果不使用多路径驱动程序、则必须关闭当前正在使用此卷的任何主机应用程序。此操作可防止在I/O路径发生
更改时出现应用程序错误。

关于此任务

您可以更改池或卷组中一个或多个卷的控制器所有权。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择任何卷、然后选择菜单：更多[更改所有权]。

此时将显示更改卷所有权对话框。存储阵列上的所有卷都会显示在此对话框中。

3. 使用*首选所有者*下拉列表更改要更改的每个卷的首选控制器、并确认要执行此操作。

结果

• System Manager会更改卷的控制器所有权。现在、卷的I/O将通过此I/O路径定向。

• 在多路径驱动程序重新配置以识别新路径之前、卷可能不会使用新的I/O路径。此操作通常需要不到五分钟的
时间。

删除卷

通常、如果创建的卷参数或容量不正确、不再满足存储配置需求或不再需要用于备份或应
用程序测试的快照映像、则可以删除这些卷。

删除卷会增加池或卷组中的可用容量。您可以选择一个或多个要删除的卷。

开始之前

在计划删除的卷上、确保满足以下条件：

• 备份所有数据。

• 所有输入/输出(I/O)均已停止。

• 所有设备和文件系统均已卸载。

关于此任务

您不能删除具有以下条件之一的卷：

• 卷正在初始化。

• 卷正在重建。

• 此卷属于某个卷组、该卷组包含正在执行回写操作的驱动器。

• 卷正在进行修改操作、例如更改区块大小、除非卷现在处于故障状态。

• 卷持有任何类型的永久性预留。
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• 此卷是复制卷中的源卷或目标卷、其状态为"Pending"、"In Progress"或"Failed"。

删除卷会导致这些卷上的所有数据丢失。

当卷超过给定大小(当前为128 TB)时、将在后台执行删除、释放的空间可能不会立即可用。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 单击 * 删除 * 。

此时将显示删除卷对话框。

3. 选择要删除的一个或多个卷、然后确认要执行此操作。

4. 单击 * 删除 * 。

结果

System Manager将执行以下操作：

• 删除任何关联的快照映像、计划和快照卷。

• 删除任何镜像关系。

• 增加池或卷组中的可用容量。

更改精简卷的已分配容量限制

对于能够按需分配空间的精简卷、您可以更改限制精简卷自动扩展到的已分配容量的限
制。

此外、您还可以更改在精简卷接近分配的容量限制时向主页上的通知区域发送警报(超过警告阈值)的百分比点。
您可以选择启用或禁用此警报通知。

EF600或EF300存储系统不支持此功能。

系统会根据已分配的容量限制自动扩展已分配的容量。通过分配的容量限制、您可以将精简卷的自动增长限制为
低于报告的容量。当写入的数据量接近分配的容量时、您可以更改分配的容量限制。

更改精简卷的已分配容量限制和警告阈值时、必须考虑卷的用户数据和副本服务数据要占用的空间。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择*精简卷监控*选项卡。

此时将显示精简卷监控视图。

3. 选择要更改的精简卷、然后选择*更改限制*。

此时将显示更改限制对话框。此时将在此对话框中显示为选定精简卷分配的容量限制和警告阈值设置。
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4. 根据需要更改分配的容量限制和警告阈值。

字段详细信息

正在设置 … Description

将分配的容量限制更改
为…

写入失败的阈值、可防止精简卷占用额外资源。此阈值是卷报告的容量大小
的百分比。

在以下情况下通知我…

(警告阈值)

如果希望系统在精简卷接近分配的容量限制时生成警报、请选中此复选框。
警报将发送到主页页面上的通知区域。此阈值是卷报告的容量大小的百分
比。

清除此复选框可禁用警告阈值警报通知。

5. 单击 * 保存 * 。

管理设置

更改卷的设置

您可以更改卷的设置、例如名称、主机分配、区块大小、修改优先级、缓存、 等等。

开始之前

要更改的卷处于最佳状态。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择要更改的卷、然后选择*查看/编辑设置*。

此时将显示卷设置对话框。选定卷的配置设置将显示在此对话框中。

3. 选择*基本*选项卡以更改卷的名称和主机分配。
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字段详细信息

正在设置 … Description

Name 显示卷的名称。如果当前名称不再有意义或适用、请更改卷的名称。

容量 显示所选卷的已报告容量和已分配容量。

对于厚卷、报告的容量和分配的容量相同、但对于精简卷、报告的容量和分
配的容量不同。对于厚卷、物理分配的空间等于向主机报告的空间。对于精
简卷、报告的容量是指向主机报告的容量、而分配的容量是指当前为写入数
据而分配的驱动器空间量。

池/卷组 显示池或卷组的名称和RAID级别。指示池或卷组是否支持安全和启用安
全。

主机 显示卷分配。您可以将卷分配给主机或主机集群、以便可以对其进行访问以
执行I/O操作。此分配授予主机或主机集群对特定卷或存储阵列中的多个卷
的访问权限。

• 已分配给-标识可访问选定卷的主机或主机集群。

• * LUN *—逻辑单元号(LUN)是指分配给主机用于访问卷的地址空间的编
号。卷以LUN的形式呈现给主机。每个主机都有自己的LUN地址空间。
因此、不同的主机可以使用同一个LUN来访问不同的卷。

对于NVMe接口、此列显示命名空间ID。命名空间是指为
块访问而格式化的NVM存储。它类似于SCSI中的逻辑单
元、它与存储阵列中的卷相关。命名空间ID是NVMe控制
器在命名空间中的唯一标识符、可设置为1到255之间的
值。它类似于SCSI中的逻辑单元号(Logical Unit

Number、LUN)。

标识符 显示选定卷的标识符。

• 全球通用标识符(WWID)—卷的唯一十六进制标识符。

• 扩展唯一标识符(EUI)—卷的EUI-64标识符。

• 子系统标识符(SSID)—卷的存储阵列子系统标识符。

4. 选择*高级*选项卡可更改池或卷组中卷的其他配置设置。
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字段详细信息

正在设置 … Description

应用程序和工作负载信
息

在创建卷期间、您可以创建应用程序专用的工作负载或其他工作负载。如果
适用、将显示选定卷的工作负载名称、应用程序类型和卷类型。

如果需要、您可以更改工作负载名称。

服务质量设置 永久禁用数据保证-只有在卷启用了数据保证(Data Assurance、DA)的情况
下、才会显示此设置。DA可检查并更正在数据通过控制器向下传输到驱动
器时可能发生的错误。使用此选项可在选定卷上永久禁用DA。禁用后、无
法在此卷上重新启用DA。

启用预读取冗余检查-只有当卷为厚卷时、才会显示此设置。预读取冗余检
查可确定卷上的数据是否在执行读取时保持一致。如果控制器固件确定数据
不一致、则启用了此功能的卷将返回读取错误。

控制器所有权 定义指定为卷的拥有或主控制器的控制器。

控制器所有权非常重要、应仔细规划。对于总I/O、控制器应尽可能保持平
衡。

分段规模估算 显示了分段大小调整设置、此设置仅对卷组中的卷显示。您可以更改区块大
小以优化性能。

允许的区块大小转换- System Manager确定允许的区块大小转换。与当前区
块大小的过渡不适当的区块大小在下拉列表中不可用。允许的过渡通常是当
前区块大小的两倍或一半。例如，如果当前卷分段大小为 32 KiB ，则允许
使用新的卷分段大小 16 KiB 或 64 KiB 。

已启用SSD缓存的卷*—您可以为已启用SSD缓存的卷指定4-KiB分段大小。
确保仅为支持 SSD 缓存且处理小块 I/O 操作的卷（例如， 16 KiB I/O 块大
小或更小）选择 4-KiB 区块大小。如果为处理大型块顺序操作且已启用
SSD 缓存的卷选择 4 KiB 作为分段大小，则性能可能会受到影响。

更改区块大小所需的时间-更改卷区块大小所需的时间取决于以下变量：

• 主机的 I/O 负载

• 卷的修改优先级

• 卷组中的驱动器数量

• 驱动器通道的数量

• 存储阵列控制器的处理能力
更改卷的区块大小时， I/O 性能会受到影响，但数据仍可用。
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正在设置 … Description

修改优先级 显示了修改优先级的设置、此设置仅适用于卷组中的卷。

修改优先级用于定义为卷修改操作分配的处理时间与系统性能相关。您可以
提高卷修改优先级、但这可能会影响系统性能。

移动滑块条以选择优先级。

修改优先级速率—最低优先级速率有利于系统性能、但修改操作所需时间较
长。最高优先级比率有利于修改操作、但系统性能可能会受到影响。

缓存 显示了缓存设置、您可以更改此设置以影响卷的整体I/O性能。

SSD 缓存 EF600或EF300存储系统不支持此功能。

显示了SSD缓存设置、您可以在兼容卷上启用此设置以提高只读性能。如果
卷共享相同的驱动器安全和数据保证功能、则这些卷是兼容的。

• SSD缓存功能使用一个或多个固态磁盘(SSD)来实施读取缓存*。由
于SSD的读取速度更快、因此应用程序性能得到了提高。由于读取缓存
位于存储阵列中、因此使用该存储阵列的所有应用程序将共享缓存。只
需选择要缓存的卷、即可自动动态缓存。

5. 单击 * 保存 * 。

System Manager会根据您的选择更改卷的设置。

完成后

选择菜单：主页(查看正在执行的操作)可查看当前正在对选定卷运行的更改操作的进度。

更改工作负载设置

您可以更改工作负载的名称并查看其关联的应用程序类型。如果当前名称不再有意义或适
用、请更改工作负载的名称。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择*应用程序和工作负载*选项卡。

此时将显示"Applications & Workloads View"。

3. 选择要更改的工作负载、然后选择*查看/编辑设置*。

此时将显示应用程序和工作负载设置对话框。

4. *可选：*更改用户提供的工作负载名称。
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5. 单击 * 保存 * 。

更改卷的缓存设置

您可以更改读取缓存和写入缓存设置、以影响卷的整体I/O性能。

关于此任务

更改卷的缓存设置时、请记住以下准则：

• 打开更改缓存设置对话框后、您可能会看到选定缓存属性旁边显示的图标。此图标表示控制器已暂时暂停缓
存操作。

如果新电池正在充电、已删除控制器或控制器检测到缓存大小不匹配、则可能会发生此操作。清除此条件
后、在对话框中选择的缓存属性将变为活动状态。如果选定缓存属性未处于活动状态、请联系技术支持。

• 您可以更改一个卷或一个存储阵列上多个卷的缓存设置。您可以同时更改所有标准卷或所有精简卷的缓存设
置。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择任何卷，然后选择菜单：更多（更改缓存设置）。

此时将显示更改缓存设置对话框。存储阵列上的所有卷都会显示在此对话框中。

3. 选择*基本*选项卡可更改读取缓存和写入缓存的设置。

字段详细信息

缓存设置 Description

读取缓存 读取缓存是一个缓冲区、用于存储已从驱动器读取的数据。用于读取操作的
数据可能已位于上次操作的缓存中、因此无需访问驱动器。数据会一直保留
在读取缓存中、直到被刷新为止。

写入缓存 写入缓存是一个缓冲区、用于存储尚未写入驱动器的主机中的数据。数据会
一直保留在写入缓存中、直到写入驱动器为止。写入缓存可以提高I/O性
能。

对卷禁用*写入缓存*后、缓存会自动刷新。

4. 选择*高级*选项卡可更改厚卷的高级设置。高级缓存设置仅适用于厚卷。
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字段详细信息

缓存设置 Description

动态读取缓存预取 动态缓存读取预取允许控制器在从驱动器向缓存读取数据块时将其他顺序数
据块复制到缓存中。这种缓存增加了从缓存中填充未来数据请求的可能性。
动态缓存读取预取对于使用顺序I/O的多媒体应用程序非常重要预提取到缓
存中的数据速率和数据量会根据主机读取的速率和请求大小进行自调整。随
机访问不会将发生原因 数据预先提取到缓存中。禁用读取缓存时、此功能
不适用。

对于精简卷、动态缓存读取预取始终处于禁用状态、并且无法更改。

无电池写入缓存 不使用电池的写入缓存设置允许写入缓存继续运行、即使电池缺失、出现故
障、已完全放电或未完全充电也是如此。通常不建议选择不带电池的写入缓
存、因为断电后数据可能会丢失。通常、在电池充电或更换故障电池之前、
控制器会暂时关闭写入缓存。

可能丢失数据-如果选择此选项而没有通用电源进行保护、则
可能会丢失数据。此外、如果您没有控制器电池、并且启用
了*无电池写入缓存*选项、则可能会丢失数据。

只有在启用写入缓存时、此设置才可用。此设置不适用于精简卷。

使用镜像进行写入缓存 如果写入到一个控制器的缓存内存中的数据也写入到另一控制器的缓存中、
则会发生具有镜像功能的写入缓存。因此、如果一个控制器发生故障、另一
个控制器可以完成所有未完成的写入操作。只有在启用了写入缓存且存在两
个控制器的情况下、写入缓存镜像才可用。创建卷时的默认设置是使用镜像
进行写入缓存。

只有在启用写入缓存时、此设置才可用。此设置不适用于精简卷。

5. 单击*保存*以更改缓存设置。

更改卷的介质扫描设置

介质扫描是一种后台操作、可扫描卷中的所有数据和冗余信息。使用此选项可以为一个或
多个卷启用或禁用介质扫描设置、或者更改扫描持续时间。

开始之前

了解以下内容：

• 介质扫描会根据要扫描的容量和扫描持续时间以恒定速率持续运行。后台扫描可能会被较高优先级的后台任
务(例如重建)临时暂停、但会以相同的恒定速率恢复。

• 只有在为存储阵列和卷启用了介质扫描选项时、才会扫描此卷。如果还为该卷启用了冗余检查、则会检查该
卷中的冗余信息是否与数据一致、前提是该卷具有冗余。创建每个卷时、默认情况下会为其启用具有冗余检
查的介质扫描。

• 如果在扫描期间遇到不可恢复的介质错误、则会使用冗余信息(如果有)修复数据。
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例如、最佳RAID 5卷、最佳RAID 6卷或只有一个驱动器发生故障的RAID 6卷均提供冗余信息。如果无法使
用冗余信息修复不可恢复的错误、则数据块将添加到不可读扇区日志中。可更正和不可更正的介质错误都会
报告到事件日志中。

如果冗余检查发现数据与冗余信息不一致、则会向事件日志报告此信息。

关于此任务

介质扫描可检测并修复应用程序不常读取的磁盘块上的介质错误。这样可以防止驱动器发生故障时数据丢失、因
为故障驱动器的数据是使用卷组或池中其他驱动器的冗余信息和数据进行重建的。

您可以执行以下操作：

• 为整个存储阵列启用或禁用后台介质扫描

• 更改整个存储阵列的扫描持续时间

• 为一个或多个卷启用或禁用介质扫描

• 为一个或多个卷启用或禁用冗余检查

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择任何卷、然后选择菜单：更多(更改介质扫描设置)。

此时将显示更改驱动器介质扫描设置对话框。存储阵列上的所有卷都会显示在此对话框中。

3. 要启用介质扫描、请选中*在过程中扫描介质…*复选框。

禁用介质扫描复选框会暂停所有介质扫描设置。

4. 指定要运行介质扫描的天数。

5. 选中要对其执行介质扫描的每个卷对应的*介质扫描*复选框。

System Manager会为您选择运行介质扫描的每个卷启用冗余检查选项。如果不想对个别卷执行冗余检查、
请取消选中*冗余检查*复选框。

6. 单击 * 保存 * 。

System Manager会根据您的选择对后台介质扫描应用更改。

使用复制服务

复制卷概述

通过复制卷功能、您可以在同一存储阵列上创建两个单独的卷、即源卷和目标卷、从而创
建卷的时间点副本。

此功能会逐字节执行从源卷到目标卷的复制、从而使目标卷上的数据与源卷上的数据完全相同。
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复制数据以提高访问能力

随着卷的存储要求发生变化、您可以使用复制卷功能将数据从使用较小容量驱动器的池或卷组复制到使用较大容
量驱动器的池或卷组。例如、您可以使用复制卷功能执行以下操作：

• 将数据移动到更大的驱动器。

• 更改为数据传输速率较高的驱动器。

• 使用新技术更改驱动器以提高性能。

• 将精简卷更改为厚卷。

将精简卷更改为厚卷

如果要将精简卷更改为厚卷、请使用复制卷操作创建精简卷的副本。复制卷操作的目标始终是厚卷。

System Manager不提供创建精简卷的选项。如果要创建精简卷、请使用命令行界面(CLI)。

备份数据

通过复制卷功能、您可以通过将数据从一个卷复制到同一存储阵列上的另一个卷来备份卷。您可以使用目标卷作
为源卷的备份、用于系统测试或备份到其他设备、例如磁带驱动器。

将Snapshot卷数据还原到基础卷

如果需要将数据从关联的Snapshot卷还原到基础卷、可以使用复制卷功能将数据从快照卷复制到基础卷。您可
以为快照卷上的数据创建卷副本、然后将数据复制到基础卷。

源卷和目标卷

下表指定了可用于具有复制卷功能的源卷和目标卷的卷类型。

Volume type 使卷副本源卷脱机 联机卷副本源卷 目标卷联机和脱机

池中的厚卷 是的。 是的。 是的。

卷组中的厚卷 是的。 是的。 是的。

精简卷 是的。 是的。 否

Snapshot卷 是1 否 否

Snapshot基础卷 是的。 否 否

远程镜像主卷 是2 否 是的。

1在联机复制操作完成之前、您不能使用Snapshot卷副本。

2如果源卷是主卷、则目标卷的容量必须等于或大于源卷的可用容量。
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复制卷操作的类型

您可以执行_offline"复制卷"操作或"_online"复制卷操作。脱机操作会从源卷读取数据并将
其复制到目标卷。联机操作使用快照卷作为源卷、并将其数据复制到目标卷。

为确保数据完整性、在任何一种类型的复制卷操作期间、目标卷的所有I/O活动都将暂停。发生此暂停的原因
是、在操作步骤 完成之前、目标卷上的数据状态不一致。

下面介绍了脱机和联机复制卷操作。

脱机复制卷操作

脱机复制卷关系位于源卷与目标卷之间。脱机副本将从源卷读取数据并将其复制到目标卷、同时暂停对正在进行
的源卷进行的所有更新。源卷的所有更新都将暂停、以防止在目标卷上创建按时间顺序排列的不一致。

有关脱机副本操作的信息

读取和写入请求 • 参与脱机副本的源卷可用于只读I/O活动、而复制卷操作的状态为"正在进行"或"

待定"。

• 脱机副本完成后、允许写入请求。

• 为防止出现写保护错误消息、请勿访问状态为正在进行的复制卷操作中的源
卷。

日志记录文件系统 • 如果源卷已使用日志文件系统进行格式化、则存储阵列控制器可能会拒绝任何
对源卷执行问题描述 读取请求的尝试、并可能会显示错误消息。

• 日志文件系统驱动程序会在尝试对读取请求进行问题描述 之前发出写入请求。
控制器拒绝写入请求、并且可能由于写入请求被拒绝而无法发出读取请求。此
情况可能会导致显示错误消息、指示源卷受写保护。

• 要防止发生此问题描述 、请勿在复制卷操作的状态为正在进行时尝试访问参与
脱机副本的源卷。

联机复制卷操作

联机复制卷关系位于快照卷和目标卷之间。您可以在源卷联机并可用于数据写入的情况下启动复制卷操作。此功
能可通过创建卷的快照并使用该快照作为副本的实际源卷来实现。

在对源卷启动复制卷操作时、System Manager会为基础卷创建一个快照映像、并在基础卷的快照映像与目标卷
之间创建一个复制关系。使用快照映像作为源卷可以使存储阵列在复制过程中继续向源卷写入数据。

在联机复制操作期间、由于写入时复制操作步骤 、会对性能产生影响。联机副本完成后、将还原基础卷性能。

有关联机副本操作的信息

可以使用哪种类型的卷？ • 创建时间点映像的卷称为基础卷、必须是存储阵列上的标准卷或精简卷。

• 目标卷可以是卷组中的标准卷、也可以是池中的标准卷。目标卷不能是精简卷
或快照组中的基础卷。

• 您可以使用联机复制卷功能将数据从精简卷复制到位于同一存储阵列中的池中
的标准卷。但是、您不能使用复制卷功能将数据从标准卷复制到精简卷。
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有关联机副本操作的信息

基本卷性能 • 如果用作副本源的Snapshot卷处于活动状态、则由于写入时复制操作、基础卷
性能将下降。复制完成后、快照将被禁用、并还原基础卷性能。尽管快照已禁
用、但预留容量卷和副本关系仍保持不变。

创建的卷类型 • 在联机复制操作期间、系统会创建一个快照卷和一个预留容量卷。

• 快照卷不是包含数据的实际卷、而是指某个卷在特定时间包含的数据。

• 对于所创建的每个快照、系统会创建一个预留容量卷来存放快照的数据。预留
容量卷仅用于管理快照映像。

预留容量卷 • 在修改源卷上的数据块之前、要修改的数据块的内容会复制到预留容量卷中以
供安全保存。

• 由于预留容量卷会将原始数据的副本存储在这些数据块中、因此对这些数据块
进行的进一步更改仅会写入源卷。

• 联机副本操作使用的磁盘空间少于完整物理副本、因为存储在预留容量卷中的
数据块仅为自创建快照以来发生更改的数据块。

复制卷

您可以将数据从一个卷复制到同一存储阵列中的另一个卷、并为源卷创建物理时间点副本(

克隆)。

开始之前

• 必须停止源卷和目标卷的所有I/O活动。

• 必须卸载源卷和目标卷上的任何文件系统。

• 如果您之前在复制卷操作中使用过目标卷、则不再需要该数据或已备份数据。

关于此任务

源卷是接受主机I/O并存储应用程序数据的卷。启动复制卷后、源卷中的数据将全部复制到目标卷。

目标卷是一个标准卷、用于维护源卷中的数据副本。复制卷操作完成后、目标卷与源卷相同。目标卷必须与源卷
具有相同或更大的容量；但是、它可以具有不同的RAID级别。
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有关联机和脱机副本的更多信息

联机副本

联机副本会为存储阵列中的任何卷创建一个时间点副本、同时仍可在副本正在进行时向卷写入数据。此功
能可通过创建卷的快照并使用该快照作为副本的实际源卷来实现。创建时间点映像的卷称为基础卷、可以
是存储阵列中的标准卷或精简卷。

脱机副本

脱机副本将从源卷读取数据并将其复制到目标卷、同时暂停对正在进行的源卷进行的所有更新。源卷的所
有更新都将暂停、以防止在目标卷上创建按时间顺序排列的不一致。脱机卷副本关系位于源卷和目标卷之
间。

复制卷操作会覆盖目标卷上的数据、并使与目标卷关联的所有快照卷失败(如果存在)。

步骤

1. 选择菜单： Storage[Volumes] 。

2. 选择要用作复制卷操作源的卷、然后选择菜单：复制服务[复制卷]。

此时将显示复制卷选择目标对话框。

3. 选择要将数据复制到的目标卷。

此对话框中显示的表列出了所有符合条件的目标卷。

4. 使用滑块栏为复制卷操作设置复制优先级。

与服务I/O请求相比、复制优先级可确定用于完成复制卷操作的系统资源的数量。

有关副本优先级速率的更多信息

复制优先级有五种：

◦ 最低

◦ 低

◦ 中等

◦ 高

◦ 最高

如果将副本优先级设置为最低速率、则会优先处理I/O活动、并且复制卷操作所需时间会更长。如果将
副本优先级设置为最高比率、则会优先执行复制卷操作、但存储阵列的I/O活动可能会受到影响。

5. 选择是要创建联机副本还是脱机副本。要创建联机副本、请选中"*在复制操作期间保持源卷联机"*复选框。

6. 执行以下操作之一：

◦ 要执行_online _复制操作、请单击*下一步*继续显示*预留容量*对话框。

114



◦ 要执行_offline_副本操作、请单击*完成*以启动脱机副本。

7. 如果选择创建联机副本、请设置用于存储联机副本的数据和其他信息所需的预留容量、然后单击*完成*启动
联机副本。

卷候选表仅显示支持指定预留容量的候选卷。预留容量是指用于任何复制服务操作和存储对象的物理分配容
量。主机不能直接读取它。

按照以下准则分配预留容量：

◦ 预留容量的默认设置为基础卷容量的40%、通常此容量已足够。

◦ 但是、预留容量会根据原始数据的更改次数而有所不同。
存储对象处于活动状态的时间越长、预留容量就越大。

结果

System Manager会将源卷中的所有数据复制到目标卷。复制卷操作完成后、目标卷将自动成为主机的只读卷。

完成后

选择菜单：主页(查看正在执行的操作)以查看复制卷操作的进度。此操作可能会很长，并且可能会影响系统性
能。

对复制卷操作执行操作

您可以查看正在执行的复制卷操作、并停止、更改优先级、重新复制或清除复制卷操作。

步骤

1. 选择菜单：主页(查看正在执行的操作)。

此时将显示操作进行中对话框。

2. 找到要对其执行操作的复制卷操作、然后单击*操作*列中的链接以执行以下操作之一。

阅读对话框中提供的所有注意事项文本、尤其是在停止操作时。

Action Description

停止 当复制卷操作的状态为"正在进行"、"待定"或"失败"时、您可以停止此操作。

停止复制卷后、所有映射的主机都对源卷具有写入访问权限。如果数据写入源
卷、则目标卷上的数据将不再与源卷上的数据匹配。

更改优先级 您可以在复制卷操作的状态为In progress时更改此操作的优先级、以选择复制
卷操作完成的速率。

重新复制 如果您停止了复制卷操作并希望重新启动该操作、或者复制卷操作失败或暂
停、则可以重新复制卷。复制卷操作从头开始。

重新复制操作会覆盖目标卷上的现有数据、并使与目标卷关联的所有快照卷失
败(如果存在)。
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Action Description

清除 当复制卷操作的状态为"正在进行"、"待定"或"失败"时、您可以删除该操作。

在选择*清除*之前、请确保要执行此操作。没有确认对话框。

常见问题解答

什么是卷？

卷是应用程序，数据库和文件系统用于存储数据的容器。它是为主机创建的逻辑组件，用
于访问存储阵列上的存储。

卷是使用池或卷组中的可用容量创建的。卷已定义容量。尽管一个卷可能包含多个驱动器、但一个卷在主机中显
示为一个逻辑组件。

当卷组中有足够的可用容量来创建卷时、为什么会出现容量过度分配错误？

选定卷组可能具有一个或多个可用容量区域。可用容量区域是指删除卷或在创建卷期间未
使用所有可用容量时可能产生的可用容量。

在卷组中创建具有一个或多个可用容量区域的卷时、卷的容量将限制为该卷组中最大的可用容量区域。例如、如
果一个卷组的可用容量总计为15 GiB、而最大可用容量区域为10 GiB、则可以创建的最大卷为10 GiB。

如果卷组具有可用容量区域、则卷组图形包含一个链接、指示现有可用容量区域的数量。选择此链接可显示一个
弹出窗口、指示每个区域的容量。

通过整合可用容量、您可以从卷组中的最大可用容量创建更多卷。您可以使用以下方法之一整合选定卷组上的现
有可用容量：

• 如果至少为卷组检测到一个可用容量区域、则"通知"区域的主页页面上将显示"整合可用容量"建议。单击*整
合可用容量*链接以启动对话框。

• 您也可以选择菜单：池和卷组(不常见的任务>整合卷组可用容量)以启动此对话框。

如果要使用特定的可用容量区域、而不是最大可用容量区域、请使用命令行界面(CLI)。

选定工作负载对卷创建有何影响？

在创建卷期间、系统会提示您提供有关工作负载使用情况的信息。系统会使用此信息为您
创建最佳卷配置、您可以根据需要对其进行编辑。或者、您也可以在卷创建序列中跳过此
步骤。

工作负载是指支持应用程序的存储对象。您可以为每个应用程序定义一个或多个工作负载或实例。对于某些应用
程序、系统会将工作负载配置为包含具有类似底层卷特征的卷。这些卷特征会根据工作负载支持的应用程序类型
进行优化。例如、如果您创建了一个支持Microsoft SQL Server应用程序的工作负载、然后为该工作负载创建了
卷、则底层卷特征将进行优化以支持Microsoft SQL Server。

• 应用程序专用—当您使用应用程序专用工作负载创建卷时、系统可能会建议优化卷配置、以最大程度地减少
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应用程序工作负载I/O与应用程序实例中的其他流量之间的争用。对于为以下应用程序类型创建的工作负载、
系统会自动建议并优化卷特征、例如I/O类型、区块大小、控制器所有权以及读写缓存。

◦ Microsoft®SQL Server (Microsoft®SQL Server)

◦ Microsoft®Exchange Server (Microsoft®Exchange Server)

◦ 视频监控应用程序

◦ VMware ESXi®(适用于要与虚拟机文件系统结合使用的卷)

您可以使用添加/编辑卷对话框查看建议的卷配置以及编辑、添加或删除系统建议的卷和特征。

• 其他(或不支持特定卷创建的应用程序)— 其他工作负载使用的卷配置、您必须在创建与特定应用程序无关的
工作负载时手动指定、或者如果您要在存储阵列上使用的应用程序没有内置优化功能、则必须手动指定。您
必须使用添加/编辑卷对话框手动指定卷配置。

为什么这些卷不与工作负载关联？

如果卷是使用命令行界面(CLI)创建的、或者已从其他存储阵列迁移(导入/导出)、则卷不会
与工作负载关联。

为什么无法删除选定工作负载？

此工作负载由一组使用命令行界面(CLI)创建或从其他存储阵列迁移(导入/导出)的卷组成。
因此、此工作负载中的卷不会与特定于应用程序的工作负载关联、因此无法删除此工作负
载。

应用程序特定的工作负载如何帮助我管理存储阵列？

应用程序特定工作负载的卷特征决定了该工作负载如何与存储阵列的组件进行交互、并有
助于确定给定配置下环境的性能。

应用程序是指SQL Server或Exchange等软件。您可以定义一个或多个工作负载来支持每个应用程序。对于某些
应用程序、系统会自动建议一种可优化存储的卷配置。卷配置包括I/O类型、区块大小、控制器所有权以及读写
缓存等特征。

提供此信息如何帮助创建存储？

工作负载信息用于优化选定工作负载的卷特征、例如I/O类型、区块大小和读/写缓存。这些
优化特性决定了工作负载与存储阵列组件的交互方式。

System Manager会根据您提供的工作负载信息创建相应的卷、并将其放置在系统上当前存在的可用池或卷组
上。系统将根据当前选定工作负载的最佳实践创建卷并优化其特征。

在为给定工作负载创建卷之前、您可以查看建议的卷配置、并使用添加/编辑卷对话框编辑、添加或删除系统建
议的卷和特征。

有关最佳实践信息、请参见您的应用程序专用文档。
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要识别扩展的容量、我需要执行哪些操作？

如果增加卷的容量、则主机可能无法立即识别卷容量的增加。

大多数操作系统都会识别扩展后的卷容量、并在启动卷扩展后自动进行扩展。但是、有些可能不会。如果操作系
统无法自动识别扩展的卷容量、则可能需要执行磁盘重新扫描或重新启动。

扩展卷容量后、必须手动增加文件系统大小以匹配。如何执行此操作取决于所使用的文件系统。

有关更多详细信息、请参见主机操作系统文档。

为什么我看不到所有池和/或卷组？

无法将卷移动到的任何池或卷组不会显示在列表中。

由于以下任一原因、池或卷组均不符合条件：

• 池或卷组池的数据保证(Data Assurance、DA)功能不匹配。

• 池或卷组处于非最佳状态。

• 池或卷组的容量太小。

什么是区块大小？

区块是指存储阵列移至条带中的下一个驱动器(RAID组)之前存储在驱动器上的数据量(以千
字节(KiB)为单位)。区块大小仅适用于卷组、而不适用于池。

区块大小由其包含的数据块数定义。在确定区块大小时、您必须了解要在卷中存储的数据类型。如果应用程序通
常使用小型随机读取和写入(IOPS)、则较小的区块大小通常效果会更好。或者、如果应用程序具有较大的顺序读
取和写入(吞吐量)、则较大的区块大小通常会更好。

无论应用程序使用小型随机读取和写入还是大型顺序读取和写入、如果区块大小大于典型的数据块区块大小、存
储阵列的性能都会更高。这通常可以使驱动器更轻松、更快地访问数据、这对于提高存储阵列性能非常重要。

IOPS性能非常重要的环境

在每秒I/O操作数(IOPS)环境中、如果使用的区块大小大于读取/写入到驱动器的典型数据块大小(“chunk”)、则存
储阵列的性能会更好。这样可确保每个区块写入一个驱动器。

吞吐量非常重要的环境

在吞吐量环境中、数据区块大小应为数据驱动器总数的偶数部分、也应为典型数据区块大小(I/O大小)。这样、数
据就会作为一个条带在卷组中的驱动器之间分布、从而加快读取和写入速度。

什么是首选控制器所有权？

首选控制器所有权用于定义指定为卷的拥有或主控制器的控制器。

控制器所有权非常重要、应仔细规划。对于总I/O、控制器应尽可能保持平衡。

例如、如果一个控制器主要读取大型连续数据块、而另一个控制器具有频繁读取和写入的小型数据块、则负载会
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截然不同。通过了解哪些卷包含哪种类型的数据、您可以在两个控制器之间平均平衡I/O传输。

稍后要在何时使用分配主机选项？

如果要加快创建卷的过程、可以跳过主机分配步骤、使新创建的卷脱机初始化。

必须初始化新创建的卷。系统可以使用以下两种模式之一进行初始化：即即时可用格式(Immediate Available

Format、IAF)后台初始化过程或脱机过程。

将卷映射到主机时、它会强制该组中所有初始化的卷过渡到后台初始化。此后台初始化过程允许并发主机I/O、
这有时可能非常耗时。

如果未映射卷组中的任何卷、则会执行脱机初始化。脱机过程比后台进程快得多。

关于主机块大小要求、我需要了解哪些信息？

对于EF300和EF600系统、可以将卷设置为支持512字节或4KiB块大小(也称为"扇区大小
")。您必须在创建卷期间设置正确的值。如果可能、系统会建议适当的默认值。

在设置卷块大小之前、请阅读以下限制和准则。

• 某些操作系统和虚拟机(尤其是VMware、目前)需要512字节的块大小、并且不支持4KiB、因此请确保在创建
卷之前了解主机要求。通常、您可以通过将卷设置为显示4KiB块大小来实现最佳性能；但是、请确保主机支
持4KiB (或"`4Kn`")块。

• 为池或卷组选择的驱动器类型还决定了支持的卷块大小、如下所示：

◦ 如果使用写入512字节块的驱动器创建卷组、则只能创建包含512字节块的卷。

◦ 如果使用写入4KiB块的驱动器创建卷组、则可以创建包含512字节或4KiB块的卷。

• 如果阵列具有iSCSI主机接口卡、则所有卷都将限制为512字节的块(无论卷组块大小如何)。这是由于实施了
特定的硬件造成的。

• 设置块大小后、您将无法更改块大小。如果需要更改块大小、则必须删除卷并重新创建它。

主机和主机集群

主机和主机集群概述

您可以配置主机和主机集群、从而定义存储阵列与数据服务器之间的连接。

什么是主机和主机集群？

_host_是一种向存储阵列上的卷发送I/O的服务器。主机集群_是一组主机、您可以创建这些主机来将相同的卷分
配给多个主机。

了解更多信息。

• "主机术语"

• "访问卷"
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• "LUN 的最大数量"

如何配置主机和主机集群？

要定义主机连接、您可以允许主机上下文代理(Host Context Agent、HCA)自动检测主机、也可以转到菜单：存
储(Storage[Hosts])手动配置主机。如果您希望两个或更多主机共享对同一组卷的访问、则可以定义一个集群并
将这些卷分配给该集群。

了解更多信息。

• "自动创建主机与手动创建主机"

• "如何将卷分配给主机和主机集群"

• "用于创建主机和分配卷的工作流"

• "自动创建主机"

• "手动创建主机"

• "创建主机集群"

• "将卷分配给主机"

相关信息

详细了解与主机相关的任务：

• "设置自动负载平衡"

• "设置主机连接报告"

• "更改默认主机类型"

概念

主机术语

了解主机术语如何应用于存储阵列。

组件 定义

主机 主机是指向存储阵列上的卷发送I/O的服务器。

主机名 主机名应等于主机的系统名称。

主机集群 主机集群是一组主机。您可以创建一个主机集群、以便轻松地将相同的卷分配给多
个主机。

主机接口协议 主机接口协议是指控制器与主机之间的连接(例如光纤通道、iSCSI等)。

HBA或网络接口卡(NIC) 主机总线适配器(HBA)是驻留在主机中并包含一个或多个主机端口的板。
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组件 定义

主机端口 主机端口是主机总线适配器(HBA)上的一个端口、用于与控制器建立物理连接并用
于I/O操作。

主机端口标识符 主机端口标识符是与主机总线适配器(HBA)上的每个主机端口关联的唯一全球通用
名称。

• Internet小型计算机系统接口(iSCSI)主机端口标识符必须包含1到233个字
符。iSCSI主机端口标识符以标准IQN格式显示(例如、
iqn.xxx.com.xxx:8b3ad）。

• 非iSCSI主机端口标识符(例如、光纤通道和串行连接SCSI (SAS))每两个字符后
显示冒号分隔(例如、 xx:yy:zz）。光纤通道主机端口标识符必须包含16个字
符。

主机操作系统类型 主机操作系统类型是一种配置设置、用于定义存储阵列中的控制器如何根据主机的
操作系统(或变体)对I/O做出响应。这有时也称为_host type_、简称为。

控制器主机端口 控制器主机端口是控制器上的一个端口、用于与主机建立物理连接并用于I/O操
作。

LUN 逻辑单元号(LUN)是分配给主机用于访问卷的地址空间的编号。卷以LUN的形式呈
现给主机。

每个主机都有自己的LUN地址空间。因此、不同的主机可以使用同一个LUN来访问
不同的卷。

用于创建主机和分配卷的工作流

下图说明了如何配置主机访问。
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自动创建主机与手动创建主机

创建主机是向存储阵列告知连接了哪些主机并允许对卷进行I/O访问所需的步骤之一。您可
以自动或手动创建主机。

自动创建

主机上下文代理(Host Context Agent、HCA)会为基于SCSI (而不是NVMe-oF)的主机启动自动主机创建。HCA

是一个实用程序，您可以在连接到存储阵列的每个主机上安装该实用程序。安装了 HCA 的每个主机都会通过
I/O 路径将其配置信息推送到存储阵列控制器。根据主机信息，控制器会自动创建主机以及关联的主机端口并设
置主机类型。如果需要、您可以使用System Manager对主机配置进行任何其他更改。

HCA执行自动检测后、主机将自动显示在主机页面中、并具有以下属性：

• 从主机的系统名称派生的主机名。
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• 与主机关联的主机标识符端口。

• 主机的主机操作系统类型。

主机作为独立主机创建； HCA 不会自动创建或添加到主机集群。

手动创建

由于以下原因之一、您可能需要手动创建主机：

1. 您选择不在主机上安装HCA实用程序。

2. 您希望确保存储阵列控制器检测到的主机端口标识符与主机正确关联。

在手动创建主机期间、您可以通过从列表中选择主机端口标识符或手动输入这些标识符来关联主机端口标识符。
创建主机后，如果您计划共享对卷的访问，则可以为其分配卷或将其添加到主机集群。

如何将卷分配给主机和主机集群

要使主机或主机集群向卷发送I/O、必须将此卷分配给主机或主机集群。

您可以在创建卷时选择主机或主机集群、也可以稍后将卷分配给主机或主机集群。主机集群是一组主机。您可以
创建一个主机集群、以便轻松地将相同的卷分配给多个主机。

为主机分配卷非常灵活、可以满足您的特定存储需求。

• 独立主机、不属于主机集群—您可以将卷分配给单个主机。卷只能由一台主机访问。

• 主机集群-您可以将卷分配给主机集群。主机集群中的所有主机均可访问此卷。

• 主机集群中的主机-您可以将卷分配给属于主机集群的单个主机。即使此主机属于主机集群、但此卷只能由单
个主机访问、而不能由主机集群中的任何其他主机访问。

创建卷时、系统会自动分配逻辑单元号(LUN)。在I/O操作期间、LUN充当主机和控制器之间的"地址"。您可以在
创建卷后更改LUN。

访问卷

访问卷是存储阵列上出厂配置的卷、用于通过主机I/O连接与存储阵列和主机进行通信。访
问卷需要一个逻辑单元号(Logical Unit Number、LUN)。

访问卷在两个实例中使用：

• 自动主机创建—主机上下文代理(Host Context Agent、HCA)实用程序使用访问卷将主机信息(名称、端口、
主机类型)推送到System Manager、以便自动创建主机。

• 带内管理—访问卷用于带内连接以管理存储阵列。只有在使用命令行界面(CLI)管理存储阵列时、才能执行此
操作。

EF600或EF300存储系统不支持带内管理。

首次将卷分配给主机时、系统会自动创建访问卷。例如、如果将Volume_1和Volume_2分配给主机、则在查看分
配结果时、您会看到三个卷(Volume_1、Volume_2和Access)。
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如果您不是使用命令行界面自动创建主机或带内管理存储阵列、则不需要访问卷、您可以通过删除访问卷来释
放LUN。此操作将删除卷到LUN的分配以及与主机的任何带内管理连接。

LUN 的最大数量

存储阵列具有可用于每个主机的最大逻辑单元号(LUN)数。

最大数量取决于主机的操作系统。存储阵列会跟踪已使用的LUN数量。如果您尝试将卷分配给超过最大LUN数的
主机、则该主机将无法访问该卷。

默认主机操作系统类型

首次连接主机时、存储阵列会使用默认主机类型。它定义了在访问卷时存储阵列中的控制
器如何与主机的操作系统配合使用。

如果需要更改存储阵列相对于与其连接的主机的运行方式、则可以更改主机类型。
通常、在将主机连接到存储阵列或连接其他主机之前、您会更改默认主机类型。

请牢记以下准则：

• 如果计划连接到存储阵列的所有主机都具有相同的操作系统(同构主机环境)、则更改主机类型以与操作系统
匹配。

• 如果您计划将具有不同操作系统的主机连接到存储阵列(异构主机环境)、请更改主机类型以匹配大多数主机
的操作系统。

例如、如果要将八个不同的主机连接到存储阵列、并且其中六个主机运行的是Windows操作系统、则必须选
择Windows作为默认主机操作系统类型。

• 如果大多数已连接主机混合使用不同的操作系统、请将主机类型更改为出厂默认值。

例如、如果要将八个不同的主机连接到存储阵列、并且其中两个主机运行的是Windows操作系统、则三个主
机运行的是VMware操作系统、 另外三个主机运行Linux操作系统、您必须选择出厂默认作为默认主机操作系
统类型。

配置主机访问

自动创建主机

您可以允许主机上下文代理（ Host Context Agent ， HCA ）自动检测主机，然后验证信
息是否正确。创建主机是向存储阵列告知连接了哪些主机并允许对卷进行I/O访问所需的步
骤之一。

开始之前

确保已在连接到存储阵列的每个主机上安装并运行主机上下文代理(Host Context Agent、HCA)。系统会自动创
建已安装HCA并连接到存储阵列的主机。要安装HCA、请在主机上安装SANtricity 存储管理器、然后选择主机选
项。HCA并非在所有受支持的操作系统上都可用。如果不可用、则必须手动创建主机。

步骤
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1. 选择菜单： Storage[Hosts] 。

此表列出了自动创建的主机。

2. 验证 HCA 提供的信息是否正确（名称，主机类型，主机端口标识符）。

如果需要更改任何信息，请选择主机，然后单击 * 查看 / 编辑设置 * 。

3. *可选：*如果希望自动创建的主机位于集群中、请创建一个主机集群并添加一个或多个主机。

结果

自动创建主机后、系统会在主机区块表中显示以下项：

• 从主机的系统名称派生的主机名。

• 与主机关联的主机标识符端口。

• 主机的主机操作系统类型。

手动创建主机

对于无法自动发现的主机、您可以手动创建主机。创建主机是向存储阵列告知连接了哪些
主机并允许对卷进行I/O访问所需的步骤之一。

关于此任务

创建主机时、请牢记以下准则：

• 您必须定义与主机关联的主机标识符端口。

• 请确保提供与主机分配的系统名称相同的名称。

• 如果您选择的名称已在使用中，则此操作不会成功。

• 名称长度不能超过 30 个字符。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 单击菜单：创建 [ 主机 ] 。

此时将显示创建主机对话框。

3. 根据需要选择主机设置。
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字段详细信息

正在设置 … Description

Name 键入新主机的名称。

主机操作系统类型 从下拉列表中选择新主机上运行的操作系统。

主机接口类型 （可选）如果存储阵列支持多种类型的主机接口，请选择要使用的主机接口
类型。

主机端口 执行以下操作之一：

• * 选择 I/O 接口 *

通常，主机端口应已登录并可从下拉列表中使用。您可以从列表中选择
主机端口标识符。

• * 手动添加 *

如果列表中未显示主机端口标识符，则表示主机端口尚未登录。可以使
用 HBA 实用程序或 iSCSI 启动程序实用程序来查找主机端口标识符并
将其与主机关联。

您可以手动输入主机端口标识符、也可以从实用程序(一次一个)将其复
制/粘贴到*主机端口*字段中。

您必须一次选择一个主机端口标识符才能将其与主机关联，但您可以继
续选择与主机关联的任意数量的标识符。每个标识符都会显示在 * 主机
端口 * 字段中。如有必要，您还可以通过选择标识符旁边的 * X * 来删除
该标识符。

CHAP启动程序 (可选)如果您选择或手动输入具有iSCSI IQN的主机端口、并且希望要求尝
试访问存储阵列的主机使用质询握手身份验证协议(CHAP)进行身份验证、
请选中* CHAP initiator*复选框。对于您选择或手动输入的每个 iSCSI 主机
端口，请执行以下操作：

• 输入在每个 iSCSI 主机启动程序上为 CHAP 身份验证设置的相同 CHAP

密钥。如果您使用相互 CHAP 身份验证（双向身份验证，可使主机向存
储阵列验证自身，并使存储阵列向主机验证自身），则还必须在初始设
置或通过更改设置为存储阵列设置 CHAP 密钥。

• 如果不需要主机身份验证，请将此字段留空。

目前、System Manager使用的唯一iSCSI身份验证方法是CHAP。

4. 单击 * 创建 * 。

结果
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成功创建主机后，系统会为为为主机配置的每个主机端口创建一个默认名称（用户标签）。

默认别名为<Hostname_Port Number>。例如、为创建的第一个端口的默认别名 host IPT is IPT_1。

创建主机集群

当两个或更多主机需要对相同卷进行I/O访问时、您可以创建一个主机集群。

关于此任务

创建主机集群时、请记住以下准则：

• 除非有两个或更多主机可用于创建集群、否则此操作不会启动。

• 主机集群中的主机可以具有不同的操作系统(异构)。

• 主机集群中的NVMe主机不能与非NVMe主机混合使用。

• 要创建启用了数据保证(Data Assurance、DA)的卷、您计划使用的主机连接必须支持DA。

如果存储阵列中控制器上的任何主机连接不支持 DA ，则关联的主机将无法访问已启用 DA 的卷上的数据。

• 如果您选择的名称已在使用中，则此操作不会成功。

• 名称长度不能超过 30 个字符。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择菜单：创建[主机集群]。

此时将显示创建主机集群对话框。

3. 根据需要选择主机集群的设置。

字段详细信息

正在设置 … Description

Name 键入新主机集群的名称。

选择要共享卷访问的主
机

从下拉列表中选择两个或更多主机。列表中仅显示尚未加入主机集群的主
机。

4. 单击 * 创建 * 。

如果选定主机连接到具有不同数据保证(Data Assurance、DA)功能的接口类型、则会显示一个对话框、其中
会显示一条消息、指出DA在主机集群上不可用。此不可用性将阻止将已启用DA的卷添加到主机集群中。选
择*是*继续、或者选择*否*取消。

DA 可提高整个存储系统的数据完整性。通过DA、存储阵列可以检查在主机和驱动器之间移动数据时可能发
生的错误。对新卷使用 DA 可确保检测到任何错误。
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结果

此时、新主机集群将显示在表中、而分配的主机将显示在下一行中。

将卷分配给主机

您必须将卷分配给主机或主机集群、以便用于I/O操作。此分配将授予主机或主机集群对存
储阵列中一个或多个卷的访问权限。

关于此任务

在将卷分配给主机时、请记住以下准则：

• 一次只能将卷分配给一个主机或主机集群。

• 分配的卷在存储阵列中的控制器之间共享。

• 主机或主机集群不能使用同一逻辑单元号(LUN)两次来访问卷。您必须使用唯一的LUN。

• 对于新卷组、如果在将所有卷分配给主机之前等待所有卷创建和初始化、则卷初始化时间会缩短。请注意、
映射与卷组关联的卷后、_all_卷将还原到初始化速度较慢的卷。您可以从菜单：主页(操作正在进行)中检查
初始化进度。

在以下情况下，分配卷失败：

• 已分配所有卷。

• 此卷已分配给其他主机或主机集群。

在以下情况下，无法分配卷：

• 不存在有效的主机或主机集群。

• 尚未为此主机定义主机端口标识符。

• 已定义所有卷分配。

在此任务期间、系统将显示所有未分配的卷、但具有或不具有数据保证(Data Assurance、DA)的主机的功能如
下所示：

• 对于支持 DA 的主机，您可以选择已启用 DA 或未启用 DA 的卷。

• 对于不支持 DA 的主机，如果选择的卷已启用 DA ，则会显示一条警告，指出系统必须先自动关闭卷上的
DA ，然后才能将卷分配给主机。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要将卷分配到的主机或主机集群，然后单击 * 分配卷 * 。

此时将显示一个对话框，其中列出了可分配的所有卷。您可以对任意列进行排序或在 * 筛选器 * 框中键入内
容，以便于查找特定卷。

3. 选中要分配的每个卷旁边的复选框，或者选中表标题中的复选框以选择所有卷。

4. 单击 * 分配 * 以完成此操作。

结果
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将一个或多个卷成功分配给主机或主机集群后，系统将执行以下操作：

• 分配的卷将收到下一个可用的 LUN 编号。主机使用此 LUN 编号来访问此卷。

• 用户提供的卷名称将显示在与主机关联的卷列表中。如果适用，出厂配置的访问卷也会显示在与主机关联的
卷列表中。

管理主机和集群

更改默认主机类型

使用更改默认主机操作系统设置更改存储阵列级别的默认主机类型。通常、在将主机连接
到存储阵列或连接其他主机之前、您会更改默认主机类型。

关于此任务

请牢记以下准则：

• 如果计划连接到存储阵列的所有主机都具有相同的操作系统(同构主机环境)、则更改主机类型以与操作系统
匹配。

• 如果您计划将具有不同操作系统的主机连接到存储阵列(异构主机环境)、请更改主机类型以匹配大多数主机
的操作系统。

例如、如果要将八个不同的主机连接到存储阵列、并且其中六个主机运行的是Windows操作系统、则必须选
择Windows作为默认主机操作系统类型。

• 如果大多数已连接主机混合使用不同的操作系统、请将主机类型更改为出厂默认值。

例如、如果要将八个不同的主机连接到存储阵列、并且其中两个主机运行的是Windows操作系统、则三个主
机运行的是VMware操作系统、 另外三个主机运行Linux操作系统、您必须选择出厂默认作为默认主机操作系
统类型。

步骤

1. 选择菜单：设置[系统]。

2. 向下滚动到*其他设置*、然后单击*更改默认主机操作系统类型*。

3. 选择要用作默认值的主机操作系统类型。

4. 单击 * 更改 * 。

取消分配卷

如果不再需要从主机或主机集群对该卷进行I/O访问、请从主机或主机集群中取消分配卷。

关于此任务

取消分配卷时、请记住以下准则：

• 如果要从主机集群中删除最后分配的卷、并且主机集群也包含具有特定分配的卷的主机、请确保在删除主机
集群的最后一个分配之前删除或移动这些分配。

• 如果将主机集群、主机或主机端口分配给已注册到操作系统的卷、则必须先清除此注册、然后才能删除这些
节点。
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步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要编辑的主机或主机集群、然后单击*取消分配卷*。

此时将显示一个对话框、其中显示了当前分配的所有卷。

3. 选中要取消分配的每个卷旁边的复选框、或者选中表标题中的复选框以选择所有卷。

4. 单击*取消分配*。

结果

• 已取消分配的卷可用于新分配。

• 在主机上配置更改之前、主机操作系统仍可识别此卷。

删除主机或主机集群

您可以删除主机或主机集群。

关于此任务

删除主机或主机集群时、请牢记以下准则：

• 系统将删除任何特定卷分配、并且关联的卷可用于新分配。

• 如果主机属于具有自己特定分配的主机集群、则该主机集群不受影响。但是、如果主机属于没有任何其他分
配的主机集群、则主机集群以及任何其他关联的主机或主机端口标识符将继承任何默认分配。

• 与此主机关联的任何主机端口标识符都将变为未定义状态。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要删除的主机或主机集群、然后单击*删除*。

此时将显示确认对话框。

3. 确认要执行此操作、然后单击*删除*。

结果

如果删除了主机、系统将执行以下操作：

• 删除主机、如果适用、将其从主机集群中删除。

• 删除对任何已分配卷的访问。

• 将关联卷返回到未分配状态。

• 将与主机关联的任何主机端口标识符返回到未关联状态。

如果删除了主机集群、系统将执行以下操作：

• 删除主机集群及其关联主机(如果有)。

• 删除对任何已分配卷的访问。
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• 将关联卷返回到未分配状态。

• 将与主机关联的任何主机端口标识符返回到未关联状态。

设置主机连接报告

您可以启用主机连接报告、以便存储阵列持续监控控制器与已配置主机之间的连接、然后
在连接中断时向您发出警报。默认情况下，此功能处于启用状态。

关于此任务

如果禁用主机连接报告、则系统将不再监控连接到存储阵列的主机的连接或多路径驱动程序问题。

禁用主机连接报告还会禁用自动负载平衡、从而监控和平衡控制器资源利用率。

步骤

1. 选择菜单：设置[系统]。

2. 向下滚动到*其他设置*、然后单击*启用/禁用主机连接报告*。

此选项下方的文本指示此选项当前是启用还是禁用。

此时将打开确认对话框。

3. 单击 * 是 * 继续。

通过选择此选项、您可以在已启用/已禁用之间切换此功能。

管理设置

更改主机的设置

您可以更改主机的名称、主机操作系统类型以及关联的主机集群。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要编辑的主机、然后单击*查看/编辑设置*。

此时将显示一个对话框，其中显示了当前主机设置。

3. 如果尚未选择此选项、请单击*属性*选项卡。

4. 根据需要更改设置。

131



字段详细信息

正在设置 … Description

Name 您可以更改用户提供的主机名称。需要为主机指定名称。

关联的主机集群 您可以选择以下选项之一：

• 无—此主机仍为独立主机。如果主机已与主机集群关联、则系统会将此
主机从集群中删除。

• <Host Cluster>—系统将主机与选定集群关联。

主机操作系统类型 您可以更改在定义的主机上运行的操作系统类型。

5. 单击 * 保存 * 。

更改主机集群的设置

您可以更改主机集群名称、或者在主机集群中添加或删除主机。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要编辑的主机集群、然后单击*查看/编辑设置*。

此时将显示一个对话框、其中显示了当前主机集群设置。

3. 根据需要更改主机集群的设置。

字段详细信息

正在设置 … Description

Name 您可以指定用户提供的主机集群名称。需要为集群指定名称。

关联主机 要添加主机、请单击*关联主机*框、然后从下拉列表中选择一个主机名。您
不能手动输入主机名。

要删除主机、请单击主机名旁边的* X *。

4. 单击 * 保存 * 。

更改主机的主机端口标识符

如果要更改主机端口标识符上的用户标签、向主机添加新的主机端口标识符或从主机中删
除主机端口标识符、请更改主机端口标识符。
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关于此任务

更改主机端口标识符时、请记住以下准则：

• 添加—添加主机端口时、要将主机端口标识符与为连接到存储阵列而创建的主机相关联。您可以使用主机总
线适配器(HBA)实用程序手动输入端口信息。

• 编辑—您可以编辑主机端口以将主机端口移动(关联)到其他主机。您可能已将主机总线适配器或iSCSI启动程
序移动到其他主机、因此必须将主机端口移动(关联)到新主机。

• 删除—您可以删除主机端口以从主机中删除(取消关联)主机端口。

步骤

1. 选择菜单： Storage[Hosts] 。

2. 选择要与端口关联的主机，然后单击 * 查看 / 编辑设置 * 。

如果要向主机集群中的主机添加端口、请展开主机集群并选择所需主机。您不能在主机集群级别添加端口。

此时将显示一个对话框，其中显示了当前主机设置。

3. 单击 * 主机端口 * 选项卡。

此对话框将显示当前主机端口标识符。

4. 根据需要更改主机端口标识符设置。

正在设置 … Description

主机端口 您可以选择以下选项之一：

• 添加—使用添加将新的主机端口标识符与主机关联。主机端口标识符名称的
长度由主机接口技术决定。光纤通道和Infiniband主机端口标识符名称必须
包含16个字符。iSCSI 主机端口标识符名称最多包含 223 个字符。此端口必
须是唯一的。不允许使用已配置的端口号。

• 删除—使用删除删除删除主机端口标识符(取消关联)。删除选项不会物理删
除主机端口。此选项将删除主机端口与主机之间的关联。除非您删除主机总
线适配器或 iSCSI 启动程序，否则控制器仍可识别主机端口。

如果删除主机端口标识符、它将不再与此主机关联。此外、
主机将无法通过此主机端口标识符访问其分配的任何卷。

Label 要更改端口标签名称、请单击*编辑*图标(铅笔)。端口标签名称必须是唯一的。
不允许使用已配置的标签名称。

CHAP机密 仅对iSCSI主机显示。您可以为启动程序(iSCSI主机)设置或更改CHAP密钥。

System Manager使用质询握手身份验证协议(Challenge Handshake

Authentication Protocol、CHAP)方法、在初始链接期间验证目标和启动程序的
身份。身份验证基于一个称为CHAP机密的共享安全密钥。
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5. 单击 * 保存 * 。

常见问题解答

什么是主机和主机集群？

主机是指向存储阵列上的卷发送I/O的服务器。主机集群是一组主机。您可以创建一个主机
集群、以便轻松地将相同的卷分配给多个主机。

您可以单独定义主机。它可以是一个独立的实体、也可以添加到主机集群中。您可以将卷分配给单个主机、也可
以将主机作为主机集群的一部分、与主机集群中的其他主机共享对一个或多个卷的访问权限。

主机集群是您在SANtricity 系统管理器中创建的逻辑实体。您必须先将主机添加到主机集群、然后才能分配卷。

为什么需要创建主机集群？

如果要使两个或更多主机共享对同一组卷的访问、则需要创建主机集群。通常、各个主机
都安装了集群软件来协调卷访问。

如何知道哪种主机操作系统类型正确？

主机操作系统类型字段包含主机的操作系统。您可以从下拉列表中选择建议的主机类型、
也可以允许主机上下文代理(Host Context Agent、HCA)配置主机和相应的主机操作系统类
型。

下拉列表中显示的主机类型取决于存储阵列型号和固件版本。最新版本会首先显示最常见的选项、最有可能是最
合适的选项。此列表中的显示并不表示完全支持此选项。

有关主机支持的详细信息、请参见 "NetApp 互操作性表工具"。

列表中可能会显示以下某些主机类型：

主机操作系统类型 操作系统(OS)和多路径驱动程序

Linux DM-MP (内核3.10或更高版本) 支持使用设备映射程序多路径故障转移解决方案 和3.10或更高版本内核
的Linux操作系统。

VMware ESXi 支持使用VMware内置存储阵列类型策略模块sap_alUA运行原生 多路径
插件(NMP)架构的VMware ESXi操作系统。

Windows (集群或非集群) 支持未运行ATTO多路径驱动程序的Windows集群或非集群配置。

ATTO集群(所有操作系统) 支持使用ATTO Technology、Inc.多路径驱动程序的所有集群配置。

Linux (Veritas DMP) 支持使用Veritas DMP多路径解决方案 的Linux操作系统。

Linux (ATTO) 支持使用ATTO Technology、Inc.多路径驱动程序的Linux操作系统。
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主机操作系统类型 操作系统(OS)和多路径驱动程序

Mac OS (ATTO) 支持使用ATTO Technology、Inc.多路径驱动程序的Mac OS版本。

Windows (ATTO) 支持使用ATTO Technology、Inc.多路径驱动程序的Windows操作系
统。

FlexArray (ALUA) 支持使用ALUA实现多路径的NetApp FlexArray 系统。

IBM服务 支持IBM SAN卷控制器配置。

出厂默认值 为存储阵列的初始启动预留。如果您的主机操作系统类型设置为出厂默
认值、请将其更改为与所连接主机上运行的主机操作系统和多路径驱动
程序匹配。

Linux DM-MP (内核3.9或更早版本) 支持使用具有3.9或更早内核的设备映射程序多路径故障转移解决方案
的Linux操作系统。

窗口集群(已弃用) 如果主机操作系统类型设置为此值、请改用Windows (集群或非集群)设
置。

安装HCA并将存储连接到主机后、HCA会通过I/O路径将主机拓扑发送到存储控制器。根据主机拓扑、存储控制
器会自动定义主机和关联的主机端口、然后设置主机类型。

如果HCA未选择建议的主机类型、则必须手动设置主机类型。

什么是HBA和适配器端口？

主机总线适配器(HBA)是驻留在主机中并包含一个或多个主机端口的板。主机端口是主机
总线适配器(HBA)上的一个端口、用于与控制器建立物理连接并用于I/O操作。

HBA上的适配器端口称为主机端口。大多数HBA都有一个或两个主机端口。HBA具有唯一的全球通用标识
符(World Wide Identifier、WWID)、每个HBA主机端口都有一个唯一的WWID。当您通过SANtricity 系统管理器
手动创建主机或使用主机上下文代理自动创建主机时、可以使用主机端口标识符将相应的HBA与物理主机关联起
来。

如何将主机端口与主机匹配？

如果要手动创建主机、则必须首先使用主机上可用的相应主机总线适配器(HBA)实用程序
来确定与主机中安装的每个HBA关联的主机端口标识符。

获得此信息后、请从创建主机对话框中提供的列表中选择已登录到存储阵列的主机端口标识符。

确保为要创建的主机选择适当的主机端口标识符。如果关联的主机端口标识符不正确、则可能会
发生原因 从另一台主机意外访问此数据。

如果您使用安装在每个主机上的主机上下文代理(Host Context Agent、HCA)自动创建主机、则HCA应自动将主
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机端口标识符与每个主机关联并对其进行适当配置。

如何创建CHAP密码？

如果在连接到存储阵列的任何iSCSI主机上设置质询握手身份验证协议(CHAP)身份验证、
则必须为每个iSCSI主机重新输入该启动程序CHAP密钥。

为此、您可以在创建主机操作中使用System Manager、也可以通过查看/编辑设置选项使用System Manager。

如果使用CHAP相互身份验证、则还必须在设置页面中为存储阵列定义目标CHAP密钥、然后在每个iSCSI主机
上重新输入该目标CHAP密钥。

默认集群是什么？

默认集群是一个系统定义的实体、它允许登录到存储阵列的任何未关联主机端口标识符访
问分配给默认集群的卷。未关联的主机端口标识符是指与特定主机没有逻辑关联、但实际
安装在主机中并登录到存储阵列的主机端口。

如果您希望主机对存储阵列中的某些卷具有特定访问权限、则必须使用默认集群。而是必须将主
机端口标识符与其对应的主机相关联。可以在创建主机操作期间手动执行此任务、也可以使用安
装在每个主机上的主机上下文代理(Host Context Agent、HCA)自动执行此任务。然后、将卷分配
给单个主机或主机集群。

在特殊情况下、如果外部存储环境有利于允许连接到存储阵列的所有主机和所有已登录主机端口标识符都能够访
问所有卷、则应使用默认集群(完全访问模式) 而不是专门使存储阵列或用户界面知道这些主机。

最初、您只能通过命令行界面(CLI)将卷分配给默认集群。但是、在将至少一个卷分配给默认集群后、此实体(称
为默认集群)将显示在用户界面中、您可以在此界面中管理此实体。

什么是主机连接报告？

启用主机连接报告后、存储阵列会持续监控控制器与已配置主机之间的连接、然后在连接
中断时向您发出警报。

如果主机出现松动、损坏或缺失的缆线或其他问题、可能会中断连接。在这些情况下、系统可能会打
开Recovery Guru消息：

• "Host Redundancy Lost"(主机冗余丢失)*—如果任一控制器无法与主机进行通信、则会打开。

• 主机类型不正确—如果在存储阵列上错误指定主机类型、则会打开此窗口、从而可能导致故障转移问题。

如果重新启动控制器所需时间可能超过连接超时、您可能需要禁用主机连接报告。禁用此功能将禁止恢复消息。

禁用主机连接报告还会禁用自动负载平衡、从而监控和平衡控制器资源使用情况。但是、如果重
新启用主机连接报告、则不会自动重新启用自动负载平衡功能。

快照
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Snapshot 概述

通过Snapshot功能、您可以为存储阵列卷创建时间点映像、以用于备份或测试。

什么是Snapshot映像？

_snapshot image_是在特定时间点捕获的卷数据的逻辑副本。与还原点一样，您可以通过快照映像回滚到已知
正常的数据集。尽管主机可以访问快照映像、但它无法直接对其进行读写。

了解更多信息。

• "快照存储的工作原理"

• "Snapshot术语"

• "基本卷、预留容量和快照组"

• "Snapshot计划和一致性组"

• "Snapshot卷"

如何创建快照？

您可以从基础卷或快照一致性组手动创建快照映像。可从菜单：Storage[Snapshots]访问此操作步骤。

了解更多信息。

• "快照的要求和准则"

• "用于创建快照映像和卷的工作流"

• "创建快照映像"

• "计划快照映像"

• "创建快照一致性组"

• "创建快照卷"

如何从快照回滚数据？

回滚_是将基础卷中的数据返回到上一时间点的过程。您可以从菜单：Storage[Snapshots]回滚快照数据。

了解更多信息。

• "Snapshot回滚"

• "为基础卷启动Snapshot映像回滚"

• "为一致性组成员启动Snapshot映像回滚"

相关信息

详细了解与快照相关的任务：

• "更改快照卷的预留容量"
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• "更改快照组的预留容量"

概念

快照存储的工作原理

Snapshot功能使用写时复制技术存储快照映像并使用分配的预留容量。

如何使用快照映像

Snapshot映像是在特定时间点捕获的卷内容的逻辑只读副本。您可以使用快照防止数据丢失。

Snapshot映像对于测试环境也很有用。通过创建数据的虚拟副本、您可以使用快照测试数据、而无需更改实际
卷本身。此外、主机对快照映像没有写入访问权限、因此您的快照始终是一个安全的备份资源。

创建快照

创建快照时、Snapshot功能会按如下方式存储映像数据：

• 创建快照映像时、该映像与基础卷完全匹配。Snapshot功能使用写时复制技术。创建快照后、首次写入基础
卷上的任何块或块集将导致原始数据复制到预留容量、然后再将新数据写入基础卷。

• 后续快照仅包含已更改的数据块。在基础卷上覆盖数据之前、Snapshot功能会使用其写入时复制技术将受影
响扇区的所需映像保存到Snapshot预留容量中。

1基础卷(物理磁盘容量)；2 Snapshot (逻辑磁盘容量)；3预留容量(物理磁盘容量)

• 预留容量用于存储在创建快照后发生更改的基础卷部分的原始数据块、并包含用于跟踪更改的索引。通常、
预留容量的大小默认为基础卷的40%。(如果需要更多预留容量、可以增加预留容量。)

• Snapshot映像会根据其时间戳按特定顺序进行存储。只能手动删除基础卷中最早的快照映像。

Snapshot还原

要将数据还原到基础卷、您可以使用Snapshot卷或Snapshot映像：

• 快照卷-如果需要检索已删除的文件、请使用已知正常的快照映像创建快照卷、然后将其分配给主机。

• * Snapshot映像*-如果需要将基础卷还原到特定时间点、请使用先前的快照映像将数据回滚到基础卷。
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Snapshot术语

了解快照术语如何应用于存储阵列。

期限 Description

Snapshot功能 Snapshot功能用于创建和管理卷的映像。

Snapshot映像 快照映像是指在特定时间点捕获的卷数据的逻辑副本。与还原点一样，您可以通过
快照映像回滚到已知正常的数据集。尽管主机可以访问快照映像、但它无法直接对
其进行读写。

基础卷 基础卷是创建快照映像的源卷。它可以是厚卷或精简卷、通常分配给主机。基础卷
可以位于卷组或磁盘池中。

Snapshot卷 主机可通过Snapshot卷访问Snapshot映像中的数据。快照卷包含自己的预留容
量、这样可以在不影响原始快照映像的情况下保存对基础卷所做的任何修改。

Snapshot组 快照组是一组来自单个基础卷的快照映像。

预留容量卷 预留容量卷可跟踪覆盖基础卷中的哪些数据块以及这些数据块中保留的内容。

Snapshot计划 快照计划是创建自动快照映像的时间表。通过该计划、您可以控制创建映像的频
率。

Snapshot一致性组 快照一致性组是创建快照映像时视为单个实体的卷的集合。其中每个卷都有自己的
快照映像、但所有映像都是在同一时间点创建的。

Snapshot一致性组成员卷 属于快照一致性组的每个卷都称为成员卷。将卷添加到快照一致性组时、System

Manager会自动创建与此成员卷对应的新快照组。

回滚 回滚是指将基础卷中的数据返回到上一时间点的过程。

预留容量 预留容量是指用于任何复制服务操作和存储对象的物理分配容量。主机不能直接读
取它。

用于创建快照映像和快照卷的工作流

在System Manager中、您可以按照以下步骤创建快照映像和快照卷。

创建快照映像的工作流
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用于创建快照卷的工作流
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快照的要求和准则

创建和使用快照时、请查看以下要求和准则。

Snapshot映像和Snapshot组

• 每个快照映像仅与一个快照组相关联。

• 首次为关联对象创建计划的或即时的快照映像时、系统会创建快照组。这将创建预留容量。

您可以从"池和卷组"页面查看快照组。

• 当存储阵列脱机或关闭电源时、不会发生计划的快照映像。

• 如果删除具有快照计划的快照组、则该快照计划也会被删除。

• 如果您的快照卷不再需要、则可以重复使用它以及任何关联的预留容量、而不是删除它。这样就会为同一个
基础卷创建不同的快照卷。您可以将快照卷或快照一致性组快照卷与相同的快照映像或不同的快照映像重新
关联、前提是快照映像位于同一个基础卷中。
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Snapshot一致性组

• 对于属于快照一致性组的每个卷、快照一致性组包含一个快照组。

• 您只能将一个快照一致性组与一个计划相关联。

• 如果删除具有快照计划的快照一致性组、则该快照计划也会被删除。

• 您不能单独管理与快照一致性组关联的快照组。而是必须在快照一致性组级别执行管理操作(创建快照映像、
删除快照映像或快照组以及回滚快照映像)。

基础卷

• 快照卷必须与关联的基础卷具有相同的数据保证(Data Assurance、DA)和安全设置。

• 您不能为发生故障的基础卷创建快照卷。

• 如果基础卷驻留在卷组上、则任何关联快照一致性组的成员卷都可以驻留在池或卷组上。

• 如果基础卷驻留在池中、则任何关联快照一致性组的所有成员卷都必须与基础卷驻留在同一个池中。

预留容量

• 预留容量仅与一个基本卷相关联。

• 使用计划可能会生成大量快照映像。确保为计划的快照预留了足够的容量。

• 快照一致性组的预留容量卷必须与快照一致性组成员卷的关联基础卷具有相同的数据保证(Data

Assurance、DA)和安全设置。

待定快照映像

在以下情况下、快照映像创建可能会保持"Pending"状态：

• 包含此快照映像的基础卷是异步镜像组的成员。

• 基础卷当前正在执行同步操作。同步操作完成后、快照映像创建即完成。

最大快照映像数

• 如果某个卷是快照一致性组的成员、则System Manager会为该成员卷创建一个快照组。此快照组计入每个
基础卷允许的最大快照组数。

• 如果您尝试在快照组或快照一致性组上创建快照映像、但关联组已达到其最大快照映像数、您可以选择两个
选项：

◦ 为快照组或快照一致性组启用自动删除。

◦ 手动从快照组或快照一致性组中删除一个或多个快照映像、然后重试此操作。

自动删除

如果启用了快照组或快照一致性组自动删除、则System Manager会在系统为该组创建新快照映像时删除最旧的
快照映像。

回滚操作

• 正在执行回滚操作时、您无法执行以下操作：

142



◦ 删除用于回滚的快照映像。

◦ 为参与回滚操作的基础卷创建新的快照映像。

◦ 更改关联快照组的存储库已满策略。

• 如果正在执行以下任一操作、则无法启动回滚操作：

◦ 容量扩展(向池或卷组添加容量)

◦ 卷扩展(增加卷的容量)

◦ 卷组的RAID级别更改

◦ 卷的区块大小更改

• 如果基础卷参与卷副本、则无法启动回滚操作。

• 如果基础卷是远程镜像中的二级卷、则无法启动回滚操作。

• 如果关联的Snapshot存储库卷中的任何已用容量包含无法读取的扇区、则回滚操作将失败。

基本卷、预留容量和快照组

Snapshot功能可使用基础卷、预留容量和快照组。

基础卷

a _base volume"是用作快照映像源的卷。基础卷可以是厚卷、也可以是精简卷、并且可以驻留在池或卷组中。

要为基础卷创建快照、您可以随时创建即时映像、也可以通过为快照定义定期计划来自动执行此过程。

下图显示了快照对象与基础卷之间的关系。

143



1 Base volume；2组中的Snapshot对象(映像和预留容量)；3 Snapshot组的预留容量。

预留容量和快照组

System Manager会将快照映像组织为_snapshot groups_.当System Manager建立快照组时、它会自动创建关联
的_reserved capacity_、以存放组的快照映像并跟踪后续对其他快照所做的更改。

如果基础卷驻留在卷组中、则预留的容量可以位于池或卷组中。如果基础卷驻留在池中、则预留容量必须与基础
卷位于同一池中。

Snapshot组无需用户操作、但您可以随时调整Snapshot组上的预留容量。此外、在满足以下条件时、系统可能
会提示您创建预留容量：

• 每当为尚未创建快照组的基础卷创建快照时、System Manager都会自动创建快照组。此操作还会为用于存
储后续快照映像的基础卷创建预留容量。

• 每当为基础卷创建快照计划时、System Manager都会自动创建快照组。
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自动删除

使用快照时、请使用默认选项启用自动删除。自动删除功能会在快照组达到32个映像的快照组限制时自动删除
最旧的快照映像。如果关闭自动删除、则最终会超过快照组限制、您必须手动执行操作来配置快照组设置并管理
预留容量。

Snapshot计划和快照一致性组

使用计划收集快照映像、并使用快照一致性组管理多个基础卷。

要轻松管理基础卷的快照操作、您可以使用以下功能：

• 快照计划—自动为单个基础卷创建快照。

• 快照一致性组—将多个基础卷作为一个实体进行管理。

Snapshot计划

如果要自动为基础卷创建快照、可以创建计划。例如、您可以定义一个计划、以便在每个星期六的午夜、每个月
的第一个或您决定的任何日期和时间生成快照映像。在一个计划达到最多32个快照后、您可以暂停计划快照、
创建更多预留容量、也可以删除快照。可以手动删除快照、也可以通过自动删除过程来删除快照。删除快照映像
后、可以重复使用额外的预留容量。

Snapshot一致性组

如果要确保同时在多个卷上创建快照映像、请创建快照一致性组。快照映像操作作为一个整体对快照一致性组执
行。例如、您可以为所有卷计划具有相同时间戳的同步快照。Snapshot一致性组非常适合跨越多个卷的应用程
序、例如将日志存储在一个卷上的数据库应用程序和将数据库文件存储在另一个卷上的数据库应用程序。

快照一致性组中包含的卷称为成员卷。将卷添加到一致性组时、System Manager会自动创建与该成员卷对应的
新预留容量。您可以定义一个计划来自动为每个成员卷创建快照映像。
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1预留容量；2成员卷；3一致性组快照映像

Snapshot卷

如果要读取或写入快照数据、您可以创建快照卷并将其分配给主机。快照卷与基础卷具有
相同的特征(RAID级别、I/O特性等)。

创建快照卷时、您可以将其指定为_read-onl_y或_read-write accessible_。

创建只读Snapshot卷时、不需要添加预留容量。创建读写Snapshot卷时、必须添加预留容量以提供写入访问。
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1基础卷；2主机；3只读快照卷；4读写快照卷；5预留容量

Snapshot回滚

回滚操作会将基础卷返回到先前的状态、此状态由选定快照决定。

对于回滚、您可以从以下任一源选择快照映像：

• 快照映像回滚、用于完全还原基础卷。

• * Snapshot一致性组回滚*、可用于回滚一个或多个卷。

回滚期间、Snapshot功能会保留组中的所有快照映像。此外、如果I/O操作需要、还允许主机在此过程中访问基
础卷。

启动回滚后、后台进程会扫描基础卷的逻辑块地址(Logical Block Address、LBA)、然后在要还原的回滚快照映
像中查找写时复制数据。由于基础卷可通过主机访问进行读取和写入、并且所有先前写入的数据均可立即使用、
因此预留容量卷必须足够大、以便在回滚过程中包含所有更改。数据传输将作为后台操作继续进行、直到回滚完
成。
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1基本卷；2组中的Snapshot对象；3 Snapshot组预留容量

创建快照和快照对象

创建快照映像

您可以从基础卷或快照一致性组手动创建快照映像。这也称为_instant snapshot_

或_instant image_。

开始之前

• 基础卷必须是最佳卷。

• 驱动器必须是最佳驱动器。

• 不能将快照组指定为"`re提供服务"。`

• 预留容量卷必须与快照组的关联基础卷具有相同的数据保证(Data Assurance、DA)设置。
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步骤

1. 要创建快照映像、请执行以下操作之一：

◦ 选择菜单： Storage[Volumes] 。选择对象(基础卷或快照一致性组)、然后选择菜单：复制服务[创建即时
快照]。

◦ 选择菜单：Storage[Snapshots]。选择*快照映像*选项卡、然后选择菜单：创建[即时快照]。

此时将显示创建Snapshot映像对话框。选择对象(基础卷或快照一致性组)、然后单击*下一步*。如果为卷
或快照一致性组创建了先前的快照映像、则系统会立即创建即时快照。否则、如果这是首次为卷或快照
一致性组创建快照映像、则会显示确认创建Snapshot映像对话框。

2. 单击*创建*接受需要预留容量的通知、然后继续执行预留容量步骤。

此时将显示预留容量对话框。

3. 使用spinner框调整容量百分比、然后单击*下一步*以接受表中突出显示的候选卷。

此时将显示编辑设置对话框。

4. 根据需要选择快照映像的设置、然后确认要执行此操作。

字段详细信息

正在设置 … Description

• Snapshot映像设置* Snapshot映像限制

如果要在指定限制后自
动删除快照映像、请保
持选中此复选框；使
用spinner框更改此限
制。如果清除此复选
框、则在创建32个映像
后将停止创建快照映
像。

预留容量设置

在以下情况下提醒我… 使用spinner框调整当快照组的预留容量接近全满时系统发送警报通知的百
分比点。

如果快照组的预留容量超过指定阈值、请使用提前通知增加预留容量或删除
不必要的对象、以免剩余空间用尽。

预留容量全满的策略 选择以下策略之一：

• 清除最旧的快照映像-系统会自动清除快照组中最旧的快照映像、从而释
放快照映像预留容量、以便在组中重复使用。

• 拒绝向基础卷写入数据-当预留容量达到其最大定义百分比时、系统会拒
绝向基础卷发出的任何I/O写入请求、这些请求会触发预留容量访问。
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结果

• System Manager会在Snapshot映像表中显示新的快照映像。此表按时间戳以及关联的基础卷或快照一致性
组列出了新映像。

• 由于以下情况、快照创建可能仍处于"Pending"状态：

◦ 包含此快照映像的基础卷是异步镜像组的成员。

◦ 基础卷当前正在执行同步操作。同步操作完成后、快照映像创建即完成。

计划快照映像

您可以创建快照计划、以便在基础卷出现问题时进行恢复、并执行计划备份。可以在一天
中的任意时间按每日、每周或每月计划创建基础卷或快照一致性组的快照。

开始之前

基础卷必须是最佳卷。

关于此任务

此任务介绍如何为现有快照一致性组或基础卷创建快照计划。

您还可以在创建基础卷或快照一致性组的快照映像的同时创建快照计划。

步骤

1. 执行以下操作之一以创建快照计划：

◦ 选择菜单： Storage[Volumes] 。

为此快照计划选择对象(卷或快照一致性组)、然后选择菜单：复制服务[创建快照计划]。

◦ 选择菜单：Storage[Snapshots]。

选择*计划*选项卡、然后单击*创建*。

2. 为此快照计划选择对象(卷或快照一致性组)、然后单击*下一步*。

此时将显示创建Snapshot计划对话框。

3. 执行以下操作之一：

◦ 使用来自另一个快照对象的先前定义的计划。

确保显示高级选项。单击*显示更多选项*。单击*导入计划*、选择具有要导入计划的对象、然后单击*导
入*。

◦ 修改基本或高级选项。

在对话框右上角、单击*显示更多选项*以显示所有选项、然后参阅下表。
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字段详细信息

字段 Description

基本设置 选择天

为快照映像选择一周中
的各个日期。

开始时间

从下拉列表中、为每日
快照选择一个新的开始
时间(所选时间以半小时
为间隔)。开始时间默认
为比当前时间提前半小
时。

时区

从下拉列表中、选择阵
列的时区。

• 高级设置 *

天/月 选择以下选项之一：

• 每日/每周-为同步快照选择单独的日期。如果要设置每日计划、也可以
选中右上角的*选择所有日期*复选框。

• 每月/每年-为同步快照选择单个月。在*日期*字段中、输入月中要进行同
步的天数。有效条目为* 1 到 31 和*最后一个。您可以使用逗号或分号
分隔多天。使用连字符表示包含的日期。例如：1、3、4、10-15、
last。如果您希望使用每月计划、也可以选中右上角的*选择所有月份*复
选框。

开始时间 从下拉列表中、为每日快照选择一个新的开始时间(所选时间以半小时为间
隔)。开始时间默认为比当前时间提前半小时。

时区 从下拉列表中、选择阵列的时区。

每日快照数/快照之间的
时间

选择每天要创建的快照映像数。如果选择多个、还可以选择快照映像之间的
时间。对于多个快照映像、请确保预留了足够的容量。

是否立即创建快照映像
？

选中此复选框可创建即时映像以及要计划的自动映像。

开始/结束日期或无结束
日期

输入开始同步的开始日期。此外、请输入结束日期或选择*无结束日期*。

4. 执行以下操作之一：

◦ 如果对象是快照一致性组、请单击*创建*以接受设置并创建计划。

◦ 如果对象是卷、请单击*下一步*为快照映像分配预留容量。
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卷候选表仅显示支持指定预留容量的候选卷。预留容量是指用于任何复制服务操作和存储对象的物理分
配容量。主机不能直接读取它。

5. 使用spinner框为快照映像分配预留容量。执行以下操作之一：

◦ 接受默认设置。

使用此建议选项可使用默认设置为快照映像分配预留容量。

◦ 分配您自己的预留容量设置以满足您的数据存储需求。

如果更改默认预留容量设置、请单击*刷新候选容量*以刷新指定预留容量的候选列表。

按照以下准则分配预留容量：

▪ 预留容量的默认设置为基础卷容量的40%。通常、此容量足以满足要求。

▪ 所需容量因卷I/O写入的频率和大小以及快照映像收集的数量和持续时间而异。

6. 单击 * 下一步 * 。

此时将显示编辑设置对话框。

7. 根据需要编辑快照计划的设置、然后单击*完成*。
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字段详细信息

正在设置 … Description

• Snapshot映像限制* 在以下情况下启用Snapshot映像自动删除…

如果要在指定限制后自
动删除快照映像、请保
持选中此复选框；使
用spinner框更改此限
制。如果清除此复选
框、则在创建32个映像
后将停止创建快照映
像。

预留容量设置

在以下情况下提醒我… 使用spinner框调整当计划的预留容量接近全满时系统发送警报通知的百分
比点。

如果计划的预留容量超过指定阈值、请使用提前通知增加预留容量或删除不
必要的对象、以免剩余空间用尽。

预留容量全满的策略 选择以下策略之一：

• 清除最旧的快照映像-系统会自动清除最旧的快照映像、从而释放快照映
像预留容量、以便在快照组中重复使用。

• 拒绝向基础卷写入数据-当预留容量达到其最大定义百分比时、系统会拒
绝向基础卷发出的任何I/O写入请求、这些请求会触发预留容量访问。

创建快照一致性组

为了确保副本一致、您可以创建一组多个卷、称为_snapshot一致性组_。

通过此组、您可以同时为所有卷创建快照映像、以确保一致性。属于快照一致性组的每个卷都称为_member

volume"。将卷添加到快照一致性组时、系统会自动创建与此成员卷对应的新快照组。

关于此任务

通过快照一致性组创建序列、您可以为组选择成员卷并为成员卷分配容量。

创建快照一致性组的过程包括多步操作步骤。

第1步：向快照一致性组添加成员

选择成员以指定构成快照一致性组的一组卷。对快照一致性组执行的任何操作都会统一扩展到选定的成员卷。

开始之前

成员卷必须是最佳卷。

步骤
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1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot一致性组*选项卡。

3. 选择菜单：创建[ Snapshot一致性组]。

此时将显示创建Snapshot一致性组对话框。

4. 选择要作为成员卷添加到快照一致性组的卷。

5. 单击*下一步*、然后转到 [第2步：为快照一致性组预留容量]。

第2步：为快照一致性组预留容量

将预留容量与快照一致性组相关联。System Manager会根据快照一致性组的属性建议卷和容量。您可以接受建
议的预留容量配置或自定义分配的存储。

关于此任务

在预留容量对话框中、卷候选表仅显示支持指定预留容量的候选卷。预留容量是指用于任何复制服务操作和存储
对象的物理分配容量。主机不能直接读取它。

步骤

1. 使用spinner框为快照一致性组分配预留容量。执行以下操作之一：

◦ 接受默认设置。

使用此建议选项可使用默认设置为每个成员卷分配预留容量。

◦ 分配您自己的预留容量设置以满足您的数据存储需求。

按照以下准则分配预留容量。

▪ 预留容量的默认设置为基础卷容量的40%。通常、此容量足以满足要求。

▪ 所需容量因卷I/O写入的频率和大小以及快照映像收集的数量和持续时间而异。

2. *可选：*如果更改默认预留容量设置、请单击*刷新候选容量*以刷新指定预留容量的候选列表。

3. 单击*下一步*、然后转到 [第3步：编辑快照一致性组的设置]。

第3步：编辑快照一致性组的设置

接受或选择快照一致性组的自动删除设置和预留容量警报阈值。

关于此任务

通过快照一致性组创建序列、您可以为组选择成员卷并为成员卷分配容量。

步骤

1. 根据需要接受或更改快照一致性组的默认设置。
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字段详细信息

正在设置 … Description

• Snapshot一致性组
设置*

Name

指定快照一致性组的名
称。

在以下情况下启用Snapshot映像自动删除…

如果要在指定限制后自
动删除快照映像、请保
持选中此复选框；使
用spinner框更改此限
制。如果清除此复选
框、则在创建32个映像
后将停止创建快照映
像。

预留容量设置

在以下情况下提醒我… 使用spinner框调整在快照一致性组的预留容量接近全满时系统发送警报通
知的百分比点。

如果快照一致性组的预留容量超过指定阈值、请使用提前通知增加预留容量
或删除不必要的对象、以免剩余空间用尽。

预留容量全满的策略 选择以下策略之一：

• 清除最旧的快照映像-系统会自动清除快照一致性组中最早的快照映像、
从而释放快照映像预留容量、以便在组中重复使用。

• 拒绝向基础卷写入数据-当预留容量达到其最大定义百分比时、系统会拒
绝向基础卷发出的任何I/O写入请求、这些请求会触发预留容量访问。

2. 对快照一致性组配置感到满意后、单击*完成*。

创建Snapshot卷

您可以创建一个快照卷、以使主机能够访问卷或快照一致性组的快照映像。您可以将快照
卷指定为只读或读写卷。

关于此任务

通过快照卷创建序列、您可以从快照映像创建快照卷、并提供在卷为读/写卷时分配预留容量的选项。快照卷可
以指定为以下卷之一：

• 只读快照卷使主机应用程序可以对快照映像中所含数据的副本进行读取访问、但无法修改快照映像。只
读Snapshot卷没有关联的预留容量。

• 读写Snapshot卷使主机应用程序能够对快照映像中所含数据的副本进行写入访问。它具有自己的预留容量、
用于将主机应用程序后续所做的任何修改保存到基础卷、而不会影响引用的快照映像。
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创建快照卷的过程包括多步操作步骤。

第1步：查看快照卷的成员

选择基础卷的快照映像或快照一致性组。如果选择快照一致性组快照映像、则会显示快照一致性组的成员卷以供
查看。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

3. 选择 * 创建 * 。

此时将显示创建Snapshot卷对话框。

4. 选择要转换为快照卷的快照映像(卷或快照一致性组)、然后单击*下一步*。在*筛选器*字段中使用文本条目缩
小列表范围。

如果选择的是快照一致性组快照映像、则会显示查看成员对话框。

在查看成员对话框中、查看选择转换为快照卷的卷列表、然后单击*下一步*。

5. 转至 [第2步：将快照卷分配给主机]。

第2步：将快照卷分配给主机

选择特定的主机或主机集群以将其分配给快照卷。此分配将授予主机或主机集群对快照卷的访问权限。如果需
要、您可以选择稍后分配主机。

开始之前

• 主机页面下存在有效的主机或主机集群。

• 必须已为主机定义主机端口标识符。

• 在创建启用了DA的卷之前、请验证计划的主机连接是否支持数据保证(Data Assurance、DA)功能。如果存
储阵列中控制器上的任何主机连接不支持 DA ，则关联的主机将无法访问已启用 DA 的卷上的数据。

关于此任务

分配卷时、请记住以下准则：

• 主机的操作系统可以对主机可以访问的卷数设置特定限制。

• 您可以为存储阵列中的每个快照卷定义一个主机分配。

• 分配的卷在存储阵列中的控制器之间共享。

• 主机或主机集群不能使用同一逻辑单元号(LUN)两次来访问快照卷。您必须使用唯一的LUN。

如果您尝试将卷分配给与主机集群中已建立的主机分配冲突的主机集群、则向主机分配卷将失
败。

步骤

1. 在*分配给主机*对话框中、选择要分配给新卷的主机或主机集群。如果要在不分配主机的情况下创建卷、请
从下拉列表中选择*稍后分配*。
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2. 选择访问模式。选择以下选项之一：

◦ 读/写—此选项为主机提供对快照卷的读/写访问权限、并需要预留容量。

◦ 只读—此选项为主机提供对快照卷的只读访问权限、而不需要预留容量。

3. 单击*下一步*、然后执行以下操作之一：

◦ 如果快照卷为读/写卷、则会显示查看容量对话框。转至 [第3步：为快照卷预留容量]。

◦ 如果快照卷为只读卷、则会显示编辑优先级对话框。转至 [第4步：编辑快照卷的设置]。

第3步：为快照卷预留容量

将预留容量与读/写Snapshot卷关联。System Manager会根据基础卷或快照一致性组的属性建议卷和容量。您可
以接受建议的预留容量配置或自定义分配的存储。

关于此任务

您可以根据需要增加或减少为快照卷预留的容量。如果发现Snapshot预留容量大于所需容量、则可以减小其大
小以释放其他逻辑卷所需的空间。

步骤

1. 使用spinner框为快照卷分配预留容量。

卷候选表仅显示支持指定预留容量的候选对象。

执行以下操作之一：

◦ 接受默认设置。

使用此建议选项可使用默认设置为快照卷分配预留容量。

◦ 分配您自己的预留容量设置以满足您的数据存储需求。

如果更改默认预留容量设置、请单击*刷新候选容量*以刷新指定预留容量的候选列表。

按照以下准则分配预留容量。

▪ 预留容量的默认设置为基础卷容量的40%、通常此容量已足够。

▪ 所需容量因卷I/O写入的频率和大小以及快照映像收集的数量和持续时间而异。

2. *可选：*如果要为快照一致性组创建快照卷、"更改候选项"选项将显示在"预留容量候选项"表中。单击*更改
候选项*以选择备用预留容量候选项。

3. 单击*下一步*、然后转到 [第4步：编辑快照卷的设置]。

第4步：编辑快照卷的设置

更改快照卷的设置、例如名称、缓存、预留容量警报阈值等。

关于此任务

您可以将卷添加到固态磁盘(SSD)缓存中、以提高只读性能。SSD缓存由一组SSD驱动器组成、这些驱动器会在
存储阵列中进行逻辑分组。

步骤
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1. 根据需要接受或更改快照卷的设置。

字段详细信息

正在设置 … Description

• Snapshot卷设置* Name

指定快照卷的名称。 启用SSD缓存

选择此选项可在SSD上
启用只读缓存。
注：EF600或EF300存
储系统不支持此功能。

预留容量设置

在以下情况下提醒我… 仅对读/写Snapshot卷显示。

使用spinner框调整当快照组的预留容量接近全满时系统发送警报通知的百
分比点。

如果快照组的预留容量超过指定阈值、请使用提前通知增加预留容量或删除
不必要的对象、以免剩余空间用尽。

2. 查看快照卷配置。单击*返回*进行任何更改。

3. 对快照卷配置感到满意后、单击*完成*。

管理快照计划

更改快照计划的设置

对于快照计划、您可以更改自动收集时间或收集频率。

关于此任务

您可以从现有快照计划导入设置、也可以根据需要修改设置。

由于快照计划与快照组或快照一致性组关联、因此、计划设置更改可能会影响预留的容量。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击*计划*选项卡。

3. 选择要更改的快照计划、然后单击*编辑*。

此时将显示编辑Snapshot计划对话框。

4. 执行以下操作之一：

◦ 使用其他快照对象中先前定义的计划-单击*导入计划*、选择具有要导入计划的对象、然后单击*导入*。

158



◦ 编辑计划设置—请参见下面的字段详细信息。

字段详细信息

正在设置 … Description

天/月 选择以下选项之一：

• 每日/每周-为同步快照选择单独的日期。如果要设置每日计划、也可
以选中右上角的*选择所有日期*复选框。

• 每月/每年-为同步快照选择单个月。在*日期*字段中、输入月中要进
行同步的天数。有效条目为* 1 到 31 和*最后一个。您可以使用逗号
或分号分隔多天。使用连字符表示包含的日期。例如：1、3、4、10-

15、last。如果您希望使用每月计划、也可以选中右上角的*选择所有
月份*复选框。

开始时间 从下拉列表中、为每日快照选择新的开始时间。所选内容以半小时为间
隔提供。开始时间默认为比当前时间提前半小时。

时区 从下拉列表中、选择存储阵列的时区。

每天创建快照

快照之间的时间

选择每天要创建的快照映像数。

如果选择多个、还可以选择还原点之间的时间。对于多个还原点、请确
保预留了足够的容量。

Start date

End date

无结束日期

输入开始同步的开始日期。此外、请输入结束日期或选择*无结束日期*。

5. 单击 * 保存 * 。

激活并暂停快照计划

如果需要节省存储空间、您可以暂时暂停按计划收集快照映像。此方法比删除快照计划并
稍后重新创建快照计划的效率更高。

关于此任务

快照计划的状态将保持暂停、直到您使用*激活*选项恢复计划的快照活动为止。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 如果尚未显示、请单击*计划*选项卡。

这些计划将在页面上列出。
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3. 选择要暂停的活动快照计划、然后单击*激活/暂停*。

状态列状态将更改为*已暂停*、并且快照计划将停止收集所有快照映像。

4. 要恢复收集快照映像、请选择要恢复的已暂停快照计划、然后单击*激活/暂停*。

状态列状态更改为*活动*。

删除快照计划

如果您不再需要收集快照映像、则可以删除现有快照计划。

关于此任务

删除快照计划时、不会同时删除关联的快照映像。如果您认为快照映像的收集可能在某个时刻恢复、则应暂停快
照计划、而不是将其删除。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击*计划*选项卡。

3. 选择要删除的快照计划、然后确认此操作。

结果

系统会从基础卷或快照一致性组中删除所有计划属性。

管理快照映像

查看快照映像设置

您可以查看分配给每个快照映像的属性、状态、预留容量和关联对象。

关于此任务

快照映像的关联对象包括此快照映像为还原点的基础卷或快照一致性组、关联的快照组以及从快照映像创建的任
何快照卷。使用快照设置确定是要复制还是转换快照映像。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot映像*选项卡。

3. 选择要查看的快照映像、然后单击*查看设置*。

此时将显示Snapshot映像设置对话框。

4. 查看快照映像的设置。

启动基础卷的快照映像回滚

您可以执行回滚操作来更改基础卷的内容、使其与保存在快照映像中的内容匹配。
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回滚操作不会更改与基础卷关联的快照映像的内容。

开始之前

• 预留的容量足以启动回滚操作。

• 选定快照映像为最佳映像、选定卷为最佳卷。

• 选定卷尚未执行回滚操作。

关于此任务

通过回滚开始顺序、您可以在提供添加存储容量选项的同时、对基础卷的快照映像开始回滚。不能同时为基础卷
启动多个回滚操作。

主机可以立即访问新的回滚基础卷、但在回滚开始后、现有基础卷不允许主机读写访问。您可以
在开始回滚之前创建基础卷的快照、以保留回滚前的基础卷以供恢复。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot映像*选项卡。

3. 选择快照映像、然后选择菜单：Rollback[启动]。

此时将显示确认开始回滚对话框。

4. *可选：*如果需要、选择*增加容量*选项。

此时将显示增加预留容量对话框。

a. 使用spinner框调整容量百分比。

如果包含选定存储对象的池或卷组中不存在可用容量、并且存储阵列具有未分配的容量、则可以添加容
量。您可以创建新的池或卷组、然后使用该池或卷组上的新可用容量重试此操作。

b. 单击 * 增加 * 。

5. 确认要执行此操作、然后单击*回滚*。

结果

System Manager将执行以下操作：

• 还原包含保存在选定快照映像上的内容的卷。

• 使回滚卷可立即供主机访问。您无需等待回滚操作完成。

完成后

选择菜单：主页(查看正在执行的操作)以查看回滚操作的进度。

如果回滚操作不成功、此操作将暂停。您可以恢复已暂停的操作、如果仍不成功、请按照Recovery Guru操作步
骤 更正问题或联系技术支持。
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为快照一致性组成员卷启动快照映像回滚

您可以执行回滚操作、以更改快照一致性组成员卷的内容、使其与保存在快照映像中的内
容匹配。

回滚操作不会更改与快照一致性组关联的快照映像的内容。

开始之前

• 预留的容量足以启动回滚操作。

• 选定快照映像为最佳映像、选定卷为最佳卷。

• 选定卷尚未执行回滚操作。

关于此任务

通过回滚开始序列、您可以在快照一致性组的快照映像上开始回滚、同时提供添加存储容量的选项。不能同时为
快照一致性组启动多个回滚操作。

主机可以立即访问新的回滚卷、但在回滚开始后、现有成员卷不再允许主机读写访问。您可以在
开始回滚之前创建成员卷的快照映像、以保留回滚前的基本卷以供恢复使用。

开始回滚快照一致性组的快照映像的过程是一个多步骤操作步骤。

第1步：选择成员

您必须选择要回滚的成员卷。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot映像*选项卡。

3. 选择快照一致性组快照映像、然后选择菜单：Rollback[启动]。

此时将显示开始回滚对话框。

4. 选择一个或多个成员卷。

5. 单击*下一步*、然后执行以下操作之一：

◦ 如果任何选定成员卷与多个存储快照映像的预留容量对象关联、则会显示查看容量对话框。转至 [第2步
：查看容量]。

◦ 如果选定成员卷均未与多个存储快照映像的预留容量对象关联、则会显示编辑优先级对话框。转至 [第3

步：编辑优先级]。

第2步：查看容量

如果您选择了与多个预留容量对象关联的成员卷、例如快照组和预留容量卷、则可以查看并增加回滚卷的预留容
量。

步骤

1. 在预留容量极低(或为零)的任何成员卷旁边、单击*编辑*列中的*增加容量*链接。
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此时将显示增加预留容量对话框。

2. 使用spinner框调整容量百分比、然后单击*增加*。

如果包含选定存储对象的池或卷组中不存在可用容量、并且存储阵列具有未分配的容量、则可以添加容量。
您可以创建新的池或卷组、然后使用该池或卷组上的新可用容量重试此操作。

3. 单击*下一步*、然后转到 [第3步：编辑优先级]。

此时将显示编辑优先级对话框。

第3步：编辑优先级

您可以根据需要编辑回滚操作的优先级。

关于此任务

回滚优先级决定了在牺牲系统性能的情况下专用于回滚操作的系统资源数量。

步骤

1. 使用滑块根据需要调整回滚优先级。

2. 确认要执行此操作、然后单击*完成*。

结果

System Manager将执行以下操作：

• 还原包含保存在选定快照映像上的内容的快照一致性组成员卷。

• 使回滚卷可立即供主机访问。您无需等待回滚操作完成。

完成后

选择菜单：主页(查看正在执行的操作)以查看回滚操作的进度。

如果回滚操作不成功、此操作将暂停。您可以恢复已暂停的操作、如果仍不成功、请按照Recovery Guru操作步
骤 更正问题或联系技术支持。

恢复快照映像回滚

如果在快照映像回滚操作期间发生错误、则此操作会自动暂停。您可以恢复处于暂停状态
的回滚操作。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot映像*选项卡。

3. 突出显示已暂停的回滚、然后选择菜单：Rollback[恢复]。

操作将恢复。

结果
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System Manager将执行以下操作：

• 如果回滚操作成功恢复、您可以在操作进行中窗口中查看回滚操作的进度。

• 如果回滚操作不成功、则此操作将再次暂停。您可以按照Recovery Guru操作步骤 更正问题、也可以联系技
术支持。

取消快照映像回滚

您可以取消正在进行的活动回滚(主动复制数据)、正在等待资源启动的待定队列中的待定
回滚或由于错误而暂停的回滚。

关于此任务

取消正在进行的回滚操作后、基础卷将恢复为不可用状态并显示为失败。因此、请考虑仅在存在用于还原基础卷
内容的恢复选项时取消回滚操作。

如果快照映像所在的快照组具有一个或多个已自动清除的快照映像、则用于回滚操作的快照映像
可能无法用于将来的回滚。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot映像*选项卡。

3. 选择活动或暂停的回滚、然后选择菜单：Rollback[Cancel]。

此时将显示确认取消回滚对话框。

4. 单击*是*进行确认。

结果

System Manager将停止回滚操作。基础卷可用、但其数据可能不一致或不完整。

完成后

取消回滚操作后、必须执行以下操作之一：

• 重新初始化基础卷的内容。

• 执行新的回滚操作、以使用取消回滚操作中使用的相同快照映像或使用不同的快照映像来还原基础卷、以执
行新的回滚操作。

删除快照映像

您可以删除快照映像、以便从快照组或快照一致性组中清理最旧的快照映像。

关于此任务

您可以删除单个快照映像、也可以从创建时间戳相同的快照一致性组中删除快照映像。您还可以从快照组中删除
快照映像。

如果快照映像不是关联基础卷或快照一致性组中最旧的快照映像、则无法删除该快照映像。

步骤
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1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot映像*选项卡。

3. 选择要删除的快照映像、然后确认要执行此操作。

如果选择了快照一致性组的快照映像、请选择要删除的每个成员卷、然后确认要执行此操作。

4. 单击 * 删除 * 。

结果

System Manager将执行以下操作：

• 从存储阵列中删除快照映像。

• 释放预留容量、以便在快照组或快照一致性组中重复使用。

• 禁用已删除快照映像的所有关联快照卷。

• 从快照一致性组删除中、将与已删除的快照映像关联的任何成员卷移至已停止状态。

管理快照一致性组

将成员卷添加到快照一致性组

您可以将新成员卷添加到现有快照一致性组。添加新成员卷时、还必须为成员卷预留容
量。

开始之前

• 成员卷必须是最佳卷。

• 快照一致性组必须小于允许的最大卷数(根据您的配置定义)。

• 每个预留容量卷都必须与关联成员卷具有相同的数据保证(Data Assurance、DA)和安全设置。

关于此任务

您可以向快照一致性组添加标准卷或精简卷。基础卷可以驻留在池或卷组中。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择*快照一致性组*选项卡。

此时将显示此表、并显示与存储阵列关联的所有快照一致性组。

3. 选择要修改的快照一致性组、然后单击*添加成员*。

此时将显示添加成员对话框。

4. 选择要添加的成员卷、然后单击*下一步*。

此时将显示预留容量步骤。卷候选表仅显示支持指定预留容量的候选对象。

5. 使用spinner框为成员卷分配预留容量。执行以下操作之一：

165



◦ 接受默认设置。

使用此建议选项可使用默认设置为成员卷分配预留容量。

◦ 分配您自己的预留容量设置以满足您的数据存储需求。

如果更改默认预留容量设置、请单击*刷新候选容量*以刷新指定预留容量的候选列表。

按照以下准则分配预留容量。

▪ 预留容量的默认设置为基础卷容量的40%、通常此容量已足够。

▪ 所需容量因卷I/O写入的频率和大小以及快照映像收集的数量和持续时间而异。

6. 单击*完成*以添加成员卷。

从快照一致性组中删除成员卷

您可以从现有快照一致性组中删除成员卷。

关于此任务

从快照一致性组中删除成员卷时、System Manager会自动删除与该成员卷关联的快照对象。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot一致性组*选项卡。

3. 通过选择要修改的快照一致性组旁边的加号(+)展开该组。

4. 选择要删除的成员卷、然后单击*删除*。

5. 确认要执行此操作、然后单击*删除*。

结果

System Manager将执行以下操作：

• 删除与成员卷关联的所有快照映像和快照卷。

• 删除与成员卷关联的快照组。

• 不会以其他方式更改或删除成员卷。

更改快照一致性组的设置

如果要更改快照一致性组的名称、自动删除设置或允许的最大快照映像数、请更改该组的
设置。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot一致性组*选项卡。

3. 选择要编辑的快照一致性组、然后单击*查看/编辑设置*。
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此时将显示Snapshot一致性组设置对话框。

4. 根据需要更改快照一致性组的设置。

字段详细信息

正在设置 … Description

• Snapshot一致性组
设置*

Name

您可以更改快照一致性
组的名称。

自动删除

如果要在指定限制后自
动删除快照映像、请保
持选中此复选框；使
用spinner框更改此限
制。如果清除此复选
框、则在创建32个映像
后将停止创建快照映
像。

Snapshot映像限制

您可以更改快照组允许
的最大快照映像数。

Snapshot计划

此字段指示计划是否与
快照一致性组关联。

关联对象

成员卷 您可以查看与快照一致性组关联的成员卷数量。

5. 单击 * 保存 * 。

删除快照一致性组

您可以删除不再需要的快照一致性组。

开始之前

确认备份或测试不再需要所有成员卷的映像。

关于此任务

此操作将删除与快照一致性组关联的所有快照映像或计划。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择*快照一致性组*选项卡。
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3. 选择要删除的快照一致性组、然后选择菜单：uncommon Tasks[Delete]。

此时将显示确认删除Snapshot一致性组对话框。

4. 确认要执行此操作、然后单击*删除*。

结果

System Manager将执行以下操作：

• 从快照一致性组中删除所有现有快照映像和快照卷。

• 删除此快照一致性组中每个成员卷存在的所有关联快照映像。

• 删除Snapshot一致性组中每个成员卷存在的所有关联Snapshot卷。

• 删除快照一致性组中每个成员卷的所有关联预留容量(如果已选中)。

管理快照卷

将快照卷转换为读写模式

如果需要、您可以将只读快照卷或快照一致性组快照卷转换为读写模式。

转换为读写可访问的Snapshot卷包含其自身的预留容量。此容量用于将主机应用程序随后所做的任何修改保存
到基础卷、而不会影响引用的快照映像。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

此时将显示Snapshot Volumes表、其中显示了与存储阵列关联的所有Snapshot卷。

3. 选择要转换的只读Snapshot卷、然后单击*转换为读/写*。

此时将显示转换为读/写对话框、并激活*预留容量*步骤。卷候选表仅显示支持指定预留容量的候选对象。

4. 要为读写Snapshot卷分配预留容量、请执行以下操作之一：

◦ 接受默认设置-使用此建议选项使用默认设置为快照卷分配预留容量。

◦ 分配您自己的预留容量设置以满足数据存储需求-按照以下准则分配预留容量。

▪ 预留容量的默认设置为基础卷容量的40%、通常此容量已足够。

▪ 所需容量因向卷写入I/O的频率和大小而异。

5. 选择*下一步*以查看或编辑设置。

此时将显示编辑设置对话框。

6. 根据需要接受或指定快照卷的设置、然后选择*完成*以转换快照卷。
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字段详细信息

正在设置 … Description

预留容量设置 在以下情况下提醒我…

更改快照卷的卷设置

您可以更改快照卷或快照一致性组快照卷的设置以对其进行重命名、启用或禁用SSD缓
存、或者更改主机、主机集群或逻辑单元号(LUN)分配。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 单击* Snapshot Volumes*选项卡。

3. 选择要更改的快照卷、然后单击*查看/编辑设置*。

此时将显示Snapshot Volume Settings对话框。

4. 根据需要查看或编辑快照卷的设置。
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字段详细信息

正在设置 … Description

快照卷 Name

您可以更改快照卷的名
称。

已分配给

您可以更改快照卷的主
机或主机集群分配。

LUN

您可以更改快照卷
的LUN分配。

SSD 缓存

您可以在固态磁
盘(SSD)上启用/禁用只
读缓存。

关联对象

Snapshot映像 您可以查看与快照卷关联的快照映像。快照映像是指在特定时间点捕获的卷
数据的逻辑副本。与还原点一样，您可以通过快照映像回滚到已知正常的数
据集。尽管主机可以访问快照映像、但它无法直接对其进行读写。

基础卷 您可以查看与快照卷关联的基础卷。基础卷是创建快照映像的源卷。它可以
是厚卷或精简卷、通常分配给主机。基础卷可以位于卷组或磁盘池中。

Snapshot组 您可以查看与快照卷关联的快照组。快照组是一组来自单个基础卷的快照映
像。

复制Snapshot卷

您可以对快照卷或快照一致性组快照卷执行复制卷进程。

关于此任务

您可以在正常的复制卷操作中将快照卷复制到目标卷。但是、在复制卷过程中、Snapshot卷不能保持联机。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

此时将显示Snapshot Volumes表、其中显示了与存储阵列关联的所有Snapshot卷。

3. 选择要复制的快照卷、然后选择*复制卷*。

此时将显示复制卷对话框、提示您选择目标。
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4. 选择要用作复制目标的目标卷、然后单击*完成*。

重新创建Snapshot卷

您可以重新创建先前禁用的快照卷或快照一致性组快照卷。与创建新快照卷相比、重新创
建快照卷所需时间更短。

开始之前

• 快照卷必须处于最佳或已禁用状态。

• 在重新创建快照一致性组快照卷之前、所有成员快照卷都必须处于已禁用状态。

关于此任务

您不能重新创建单个成员快照卷；只能重新创建整体快照一致性组快照卷。

如果快照卷或快照一致性组快照卷属于联机副本关系、则无法对卷执行重新创建选项。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

此时将显示Snapshot Volumes表、其中显示了与存储阵列关联的所有Snapshot卷。

3. 选择要重新创建的快照卷、然后选择菜单：uncommon Tasks[重新创建]。

此时将显示重新创建Snapshot卷对话框。

4. 选择以下选项之一：

◦ *从卷<name>*创建的现有快照映像

选择此选项可指示要从中重新创建快照卷的现有快照映像。

◦ *卷<name>*的新(即时)快照映像

选择此选项可创建新的快照映像、以便从中重新创建快照卷。

5. 单击*重新创建*。

结果

System Manager将执行以下操作：

• 全部删除 write 任何关联的Snapshot存储库卷上的数据。

• Snapshot卷或Snapshot一致性组Snapshot卷参数与先前禁用的卷参数保持不变。

• 保留快照卷或快照一致性组快照卷的原始名称。

禁用Snapshot卷

如果您不再需要快照卷或希望暂时停止使用快照一致性组中的快照卷、可以将其禁用。
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关于此任务

如果满足以下条件之一、请使用"Disable"选项：

• 您目前已完成快照卷或快照一致性组快照卷的使用。

• 您打算稍后重新创建快照卷或快照一致性组快照卷(指定为读写)、并希望保留关联的预留容量、以便不再需
要重新创建它。

• 您希望通过停止对读写Snapshot卷的写入活动来提高存储阵列性能。

如果快照卷或快照一致性组快照卷指定为读写卷、则此选项还允许您停止对其关联的预留容量卷执行任何进一步
的写入活动。如果您决定重新创建快照卷或快照一致性组快照卷、则必须从同一个基础卷中选择一个快照映像。

如果快照卷或快照一致性组快照卷属于联机副本关系、则无法对卷执行禁用选项。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

System Manager将显示与存储阵列关联的所有快照卷。

3. 选择要禁用的快照卷、然后选择菜单：uncommon Tasks[Disable]。

4. 确认要执行此操作、然后单击*禁用*。

结果

• 快照卷与其基础卷保持关联。

• 快照卷将保留其全球通用名称(WWN)。

• 如果为读写、则快照卷会保留其关联的预留容量。

• 快照卷会保留所有主机分配和访问权限。但是、读写请求会失败。

• 快照卷与其快照映像失去关联。

删除Snapshot卷

您可以删除备份或软件应用程序测试不再需要的快照卷或快照一致性组快照卷。

您还可以指定是否要删除与关联的快照预留容量卷 read-write 快照卷或将快照预留容量卷保留为未分配的
卷。

关于此任务

删除基础卷会自动删除任何关联的快照卷或一致性组快照卷。不能删除状态为*进行中*的卷副本中的快照卷。

步骤

1. 选择菜单：Storage[Snapshots]。

2. 选择* Snapshot Volumes*选项卡。

System Manager将显示与存储阵列关联的所有快照卷。
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3. 选择要删除的快照卷、然后选择菜单：uncommon Tasks[Delete]。

4. 确认要执行此操作、然后单击*删除*。

结果

System Manager将执行以下操作：

• 删除所有成员Snapshot卷(对于快照一致性组快照卷)。

• 删除所有关联的主机分配。

常见问题解答

为什么看不到我的所有卷、主机或主机集群？

具有已启用DA的基础卷的Snapshot卷不能分配给不支持数据保证(Data Assurance、DA)

的主机。您必须先在基础卷上禁用DA、然后才能将快照卷分配给不支持DA的主机。

对于要将快照卷分配到的主机、请考虑以下准则：

• 如果主机通过不支持DA的I/O接口连接到存储阵列、则该主机将不支持DA。

• 如果主机集群至少有一个主机成员不支持DA、则此主机集群不支持DA。

您不能在与快照(一致性组、快照组、快照映像和快照卷)、卷副本、 和镜像。必须先删除所有关
联的预留容量和快照对象、然后才能在基础卷上禁用DA。

什么是快照映像？

快照映像是在特定时间点捕获的卷内容的逻辑副本。Snapshot映像使用的存储空间极少。

Snapshot映像数据存储如下：

• 创建快照映像时、该映像与基础卷完全匹配。创建快照后、如果对基础卷上的任何块或块集发出首次写入请
求、则在将新数据写入基础卷之前、原始数据会复制到快照预留容量。

• 后续快照仅包含自创建第一个快照映像以来发生更改的数据块。在将新数据写入基础卷之前、后续的每次写
入时复制操作都会将基础卷上即将覆盖的原始数据保存到Snapshot预留容量中。

为什么使用Snapshot映像？

您可以使用快照防止数据意外或恶意丢失或损坏、并允许从这种情况中恢复。

选择一个基础卷或一组称为快照一致性组的基础卷、然后通过以下一种或多种方式捕获快照映像：

• 您可以为一个基础卷或一个由多个基础卷组成的快照一致性组创建快照映像。

• 您可以手动创建快照、也可以为基础卷或快照一致性组创建计划、以自动捕获定期快照映像。

• 您可以为快照映像创建主机可访问的快照卷。

• 您可以执行回滚操作以还原快照映像。
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系统会保留多个快照映像作为还原点、您可以使用这些映像在特定时间点回滚到已知正常的数据集。回滚功能可
防止数据意外删除和数据损坏。

可以使用哪些类型的卷来创建快照？

标准卷和精简卷是唯一可用于存储快照映像的卷类型。不能使用非标准卷。基础卷可以驻
留在池或卷组上。

为什么要创建快照一致性组？

如果要确保同时在多个卷上创建快照映像、请创建快照一致性组。

例如、如果数据库由多个卷组成、并且需要保持一致才能进行恢复、则需要使用快照一致性组来收集所有卷的协
调快照、并使用这些快照还原整个数据库。

快照一致性组中包含的卷称为_member volumes_。

您可以对快照一致性组执行以下快照操作：

• 创建快照一致性组的快照映像、以同时获取成员卷的映像。

• 为快照一致性组创建一个计划、以自动捕获成员卷的定期并发映像。

• 为快照一致性组映像创建主机可访问的快照卷。

• 对快照一致性组执行回滚操作。

什么是Snapshot卷？何时需要预留容量？

主机可通过Snapshot卷访问Snapshot映像中的数据。快照卷包含自己的预留容量、这样可
以在不影响原始快照映像的情况下保存对基础卷所做的任何修改。主机无法读取或写
入Snapshot映像。如果要读取或写入快照数据、请创建一个快照卷并将其分配给主机。

您可以创建两种类型的快照卷。Snapshot卷的类型决定了它是否使用预留容量。

• 只读—创建为只读的快照卷可以使主机应用程序对快照映像中所含数据的副本具有读取访问权限。只
读Snapshot卷不使用预留容量。

• 读写—创建为读写的快照卷可以在不影响引用的快照映像的情况下对快照卷进行更改。读写Snapshot卷使用
预留容量存储这些更改。您可以随时将只读快照卷转换为读写卷。

什么是快照组？

Snapshot组是一个关联基础卷的时间点快照映像的集合。

System Manager会将快照映像组织为_snapshot groups_.Snapshot组无需用户操作、但您可以随时调
整Snapshot组上的预留容量。此外、在满足以下条件时、系统可能会提示您创建预留容量：

• 每当为尚未创建快照组的基础卷创建快照时、System Manager都会自动创建快照组。这样会为基础卷创建
预留容量、用于存储后续的快照映像。

• 每当为基础卷创建快照计划时、System Manager都会自动创建快照组。

174



为什么要禁用Snapshot卷？

如果要为快照映像分配不同的快照卷、则可以禁用快照卷。您可以预留已禁用的快照卷以
供日后使用。

如果您不再需要快照卷或一致性组快照卷、并且不打算稍后重新创建该卷、则应删除该卷、而不是将其禁用。

什么是"已禁用"状态？

当前未将处于已禁用状态的快照卷分配给快照映像。要启用快照卷、必须使用重新创建操
作为已禁用的快照卷分配新的快照映像。

快照卷的特征由分配给它的快照映像定义。在处于已禁用状态的快照卷上、读写活动将暂停。

为什么要暂停快照计划？

暂停计划后、不会按计划创建快照映像。您可以暂停快照计划以节省存储空间、然后稍后
恢复计划的快照。

如果不需要快照计划、应删除该计划、而不是暂停该计划。

镜像

概述

异步镜像概述

异步镜像功能提供了一种基于固件的控制器级别机制、用于在本地存储阵列和远程存储阵
列之间进行数据复制。

EF600或EF300存储系统不支持此功能。

什么是异步镜像？

_Asynchronous mirroring _捕获主卷在特定时间点的状态、并仅复制自上次映像捕获以来发生更改的数据。可以
立即更新主站点、并在带宽允许的情况下更新二级站点。此信息将在网络资源可用时进行缓存并稍后发送。

异步镜像是按卷创建的、但在组级别进行管理、这样您就可以将一个不同的远程镜像卷与给定存储阵列上的任何
主卷关联起来。这种类型的镜像最适合满足无中断操作的需求、而且通常对于定期流程来说、网络效率更高。

了解更多信息。

• "异步镜像的工作原理"

• "异步镜像术语"

• "异步镜像状态"

• "卷所有权"

• "镜像一致性组的角色更改"
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如何配置异步镜像？

您必须使用Unified Manager界面在阵列之间执行初始镜像配置。配置后、您可以在System Manager中管理镜像
对和一致性组。

了解更多信息。

• "使用异步镜像的要求"

• "异步镜像卷的工作流"

• "创建异步镜像对(在Unified Manager中)"

相关信息

详细了解与异步镜像相关的概念：

• "创建镜像一致性组之前需要了解的信息"

• "创建镜像对之前需要了解的信息"

• "异步镜像与同步镜像有何不同"

同步镜像概述

同步镜像功能可在存储阵列之间远程进行联机实时数据复制。

EF600或EF300存储系统不支持此功能。

什么是同步镜像？

_Synchronous mirroring _实时复制数据卷以确保持续可用性。存储阵列控制器负责管理镜像操作、该操作对主
机和软件应用程序是透明的。

这种类型的镜像非常适合用于灾难恢复等业务连续性目的。

了解更多信息。

• "同步镜像的工作原理"

• "同步镜像术语"

• "同步镜像状态"

• "卷所有权"

• "镜像对中的卷之间的角色更改"

如何配置同步镜像？

您必须使用Unified Manager界面在阵列之间执行初始镜像配置。配置后、您可以在System Manager中管理镜像
对。

了解更多信息。

• "使用同步镜像的要求"
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• "同步镜像卷的工作流"

• "创建同步镜像对(在Unified Manager中)"

相关信息

详细了解与同步镜像相关的概念：

• "创建镜像对之前需要了解的信息"

• "异步镜像与同步镜像有何不同"

异步概念

异步镜像的工作原理

异步镜像可按需或按计划复制数据卷、从而最大限度地减少或避免因数据损坏或丢失而导
致的停机时间。

在EF600或EF300存储阵列上不能使用镜像。

异步镜像可捕获主卷在特定时间点的状态、并仅复制自上次映像捕获以来发生更改的数据。可以立即更新主站
点、并在带宽允许的情况下更新二级站点。此信息将在网络资源可用时进行缓存并稍后发送。

这种类型的镜像最适合满足无中断操作的需求、而且通常对于备份和归档等定期过程来说、网络效率更高。使用
异步镜像的原因如下：

• 远程备份整合。

• 防止发生本地或广域灾难。

• 在实时数据的时间点映像上进行应用程序开发和测试。

异步镜像会话

异步镜像可捕获主卷在特定时间点的状态、并仅复制自上次映像捕获以来发生更改的数据。通过异步镜像、可以
立即更新主站点、并在带宽允许的情况下更新二级站点。此信息将在网络资源可用时进行缓存并稍后发送。

活动异步镜像会话有四个主要步骤。
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1. 首先在主卷的存储阵列上执行写入操作。

2. 操作的状态将返回给主机。

3. 系统会记录并跟踪主卷上的所有更改。

4. 所有更改都会作为后台进程发送到二级卷的存储阵列。

这些步骤会根据定义的同步间隔重复、如果未定义任何间隔、也可以手动重复这些步骤。

异步镜像只会按设定的时间间隔将数据传输到远程站点、因此本地I/O不会受到网络连接速度较慢的影响。由于
此传输与本地I/O无关、因此不会影响应用程序性能。因此、异步镜像可以使用iSCSI等速度较慢的连接、并在本
地和远程存储系统之间运行较长的距离。

存储阵列的最低固件版本必须为7.84。(它们可以分别运行不同的操作系统版本。)

镜像一致性组和镜像对

您可以创建镜像一致性组、以便在本地存储阵列和远程存储阵列之间建立镜像关系。异步镜像关系由一个镜像对
组成：一个存储阵列上的主卷和另一个存储阵列上的二级卷。

包含主卷的存储阵列通常位于主站点、并为活动主机提供服务。包含二级卷的存储阵列通常位于二级站点、并保
存数据的副本。二级卷通常包含数据的备份副本、用于灾难恢复。

178



同步设置

创建镜像对时、还需要定义同步优先级和重新同步策略、镜像对使用该策略在通信中断后完成重新同步操作。

创建镜像一致性组时、还可以为组中的所有镜像对定义同步优先级和重新同步策略。镜像对使用同步优先级和重
新同步策略在通信中断后完成重新同步操作。

如果主卷的存储阵列无法向二级卷写入数据、则镜像对中的主卷和二级卷可能会变得不同步。此情况可能由以下
问题引起：

• 本地和远程存储阵列之间的网络问题。

• 二级卷发生故障。

• 正在镜像对上手动暂停同步。

• 镜像组角色冲突。

您可以手动或自动同步远程存储阵列上的数据。

预留容量和异步镜像

预留容量用于跟踪未进行同步时主卷与二级卷之间的差异。它还会跟踪每个镜像对的同步统计信息。

镜像对中的每个卷都需要自己的预留容量。

配置和管理

要在两个阵列之间启用和配置镜像、必须使用Unified Manager界面。启用镜像后、您可以在System Manager中
管理镜像对和同步设置。

异步镜像术语

了解异步镜像术语如何应用于存储阵列。

期限 Description

本地存储阵列 本地存储阵列是您要对其执行操作的存储阵列。

如果本地角色列中显示*主*、则表示存储阵列包含在镜像关系中担任主角色的卷。
如果本地角色列中显示*二级*、则表示存储阵列包含在镜像关系中具有二级角色的
卷。

镜像一致性组 镜像一致性组是一个或多个镜像对的容器。对于异步镜像操作、必须创建镜像一致
性组。

镜像对 镜像对由两个卷组成、一个是主卷、一个是二级卷。

在异步镜像中、镜像对始终属于镜像一致性组。首先对主卷执行写入操作、然后将
其复制到二级卷。镜像一致性组中的每个镜像对共享相同的同步设置。

主卷 镜像对的主卷是要镜像的源卷。
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期限 Description

远程存储阵列 远程存储阵列通常指定为二级站点、该站点通常在镜像配置中保存数据的副本。

预留容量 预留容量是指用于任何复制服务操作和存储对象的物理分配容量。主机不能直接读
取它。

角色更改 角色更改会将主角色分配给二级卷、反之亦然。

二级卷 镜像对的二级卷通常位于二级站点、并保存数据的副本。

同步 在本地存储阵列与远程存储阵列之间进行初始同步时进行同步。如果在通信中断后
主卷和二级卷未同步、则也会发生同步。当通信链路重新工作时、任何未复制的数
据都会同步到二级卷的存储阵列。

异步镜像卷的工作流

您可以使用以下工作流配置异步镜像。

EF600或EF300存储系统不支持此功能。

1. 在Unified Manager中执行初始配置：

a. 选择本地存储阵列作为数据传输的源。

b. 创建或选择现有镜像一致性组、该组是本地阵列上主卷和远程阵列上二级卷的容器。主卷和二级卷称为"

镜像对"。 如果您是首次创建镜像一致性组、则可以指定是要执行手动同步还是计划同步。

c. 从本地存储阵列中选择主卷、然后确定其预留容量。预留容量是为复制操作分配的物理容量。

d. 选择一个远程存储阵列作为传输的目标、一个二级卷、然后确定其预留容量。

e. 开始从主卷到二级卷的初始数据传输。根据卷大小、此初始传输可能需要几小时的时间。

2. 检查初始同步的进度：

a. 在Unified Manager中、为本地阵列启动System Manager。

b. 在System Manager中、查看镜像操作的状态。镜像完成后、镜像对的状态为"最佳"。

3. *可选：*您可以在System Manager中重新计划或手动执行后续数据传输。只有新的块和更改的块才会从主卷
传输到二级卷。

由于异步复制是定期进行的、因此系统可以整合更改的块并节省网络带宽。对写入吞吐量和
写入延迟的影响最小。

使用异步镜像的要求

如果您计划使用异步镜像、请记住以下要求。

180



Unified Manager

要在两个阵列之间启用和配置镜像、必须使用Unified Manager界面。Unified Manager与Web服务代理一起安装
在主机系统上。

• Web服务代理服务必须正在运行。

• Unified Manager必须通过HTTPS连接在本地主机上运行。

• Unified Manager必须显示存储阵列的有效SSL证书。您可以使用Unified Manager接受自签名证书或安装自
己的安全证书、并导航到菜单：Certificate[证书管理]。

存储阵列

在EF600或EF300存储阵列上不能使用镜像。

• 您必须有两个存储阵列。

• 每个存储阵列必须具有两个控制器。

• 必须在Unified Manager中发现这两个存储阵列。

• 主阵列和二级阵列中的每个控制器都必须配置一个以太网管理端口、并且必须连接到您的网络。

• 存储阵列的最低固件版本为7.84。(它们可以分别运行不同的操作系统版本。)

• 您必须知道本地和远程存储阵列的密码。

• 您必须在远程存储阵列上具有足够的可用容量、才能创建一个等于或大于要镜像的主卷的二级卷。

• 本地和远程存储阵列通过光纤通道网络结构或iSCSI接口进行连接。

支持的连接

异步镜像可以使用FC或iSCSI连接、也可以同时使用这两种连接在本地和远程存储系统之间进行通信。在创建镜
像一致性组时、如果这两个组都连接到远程存储阵列、则管理员可以为此组选择FC或iSCSI。不会从一种通道类
型故障转移到另一种通道类型。

异步镜像使用存储阵列的主机端I/O端口将镜像数据从主端传输到二级端。

• 通过光纤通道(FC)接口镜像

存储阵列的每个控制器都将其编号最高的FC主机端口专用于镜像操作。

如果控制器同时具有基本FC端口和主机接口卡(HIC) FC端口、则编号最高的端口位于HIC上。登录到专用端
口的任何主机都将注销、并且不接受任何主机登录请求。只有参与镜像操作的控制器才会接受此端口上的I/O

请求。

专用镜像端口必须连接到支持目录服务和名称服务接口的FC网络结构环境。特别是、不支持将FC-AL和点对
点作为参与镜像关系的控制器之间的连接选项。

• 通过iSCSI接口镜像

与FC不同、iSCSI不需要专用端口。在iSCSI环境中使用异步镜像时、无需将存储阵列的任何前端iSCSI端口
专用于异步镜像；这些端口可用于异步镜像流量和主机到阵列I/O连接。

控制器会维护一个远程存储系统列表、iSCSI启动程序会尝试与这些系统建立会话。成功建立iSCSI连接的第
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一个端口将用于此后与该远程存储阵列进行的所有通信。如果通信失败、则会尝试使用所有可用端口进行新
会话。

iSCSI端口在阵列级别逐个端口进行配置。用于配置消息传送和数据传输的控制器间通信使用全局设置、包
括以下设置：

◦ VLAN：本地系统和远程系统必须具有相同的VLAN设置才能进行通信

◦ iSCSI侦听端口

◦ 巨型帧

◦ 以太网优先级

iSCSI控制器间通信必须使用主机连接端口、而不是管理以太网端口。

异步镜像使用存储阵列的主机端I/O端口将镜像数据从主端传输到二级端。由于异步镜像适用于延迟较高、成
本较低的网络、因此iSCSI (以及基于TCP/IP的连接)非常适合它。在iSCSI环境中使用异步镜像时、无需将阵
列的任何前端iSCSI端口专用于异步镜像；这些端口可用于异步镜像流量和主机到阵列I/O连接

镜像卷候选项

• 异步镜像对的主卷和二级卷上的RAID级别、缓存参数和区块大小可能不同。

• 二级卷必须至少与主卷大小相同。

• 一个卷只能参与一个镜像关系。

• 卷候选项必须共享相同的数据安全功能。

◦ 如果主卷支持FIPS、则二级卷必须支持FIPS。

◦ 如果主卷支持FDE,则二级卷必须支持FDE.

◦ 如果主卷未使用驱动器安全、则二级卷不得使用驱动器安全。

预留容量

• 主卷和镜像对中的二级卷需要预留容量卷、以便记录写入信息、以便从控制器重置和其他临时中断中恢复。

• 由于镜像对中的主卷和二级卷都需要额外的预留容量、因此您必须确保镜像关系中的两个存储阵列都具有可
用容量。

驱动器安全功能

• 如果您使用的是支持安全的驱动器、则主卷和二级卷必须具有兼容的安全设置。此限制不会强制实施；因
此、您必须自行验证。

• 如果使用的是支持安全的驱动器、则主卷和二级卷应使用相同的驱动器类型。此限制不会强制实施；因此、
您必须自行验证。

• 如果您使用的是数据保证(Data Assurance、DA)、则主卷和二级卷必须具有相同的DA设置。

异步镜像状态

镜像状态用于定义镜像一致性组和镜像卷对的状态。
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EF600或EF300存储系统不支持此功能。

镜像一致性组的状态

Status Description

同步(初始同步) 在镜像卷对之间完成的初始数据同步的进度。

在初始同步期间、卷可以过渡到以下状态：已降级/失败/最佳/未知。

同步(间隔同步) 在镜像卷对之间完成的定期数据同步的进度。

系统已暂停 存储系统在镜像一致性组级别暂停同步所有镜像对上的数据。

镜像一致性组中至少有一个镜像对处于已停止或失败状态。

用户已暂停 在镜像一致性组级别、用户暂停同步所有镜像对上的数据。

此状态有助于减少在将本地存储阵列上的任何更改数据复制到远程存储阵列时可能
对主机应用程序产生的任何性能影响。

已暂停 由于访问远程存储阵列时出错、数据同步过程已暂时暂停。

孤立 如果在一致性镜像组的一端(主端或二级端)上删除了一致性镜像组中的成员卷、而
不是在另一端删除了该成员卷、则会存在孤立的镜像对卷。

在恢复阵列间通信且镜像配置的两端协调镜像参数时、系统会检测到孤立的镜像对
卷。

您可以删除镜像对以更正孤立的镜像对状态。

角色更改待定/进行中 镜像一致性组之间的角色更改处于待定状态或正在进行中。

角色反转更改(对主角色或二级角色)会影响选定镜像一致性组中的所有异步镜像
对。

您可以取消待定角色更改、但不能取消正在进行的角色更改。

角色冲突 在角色更改操作期间、由于本地存储阵列与远程存储阵列之间存在通信问题、镜像
一致性组之间发生角色冲突。

解决通信问题后、将发生角色冲突。使用Recovery Guru从此错误中恢复。

解决角色冲突时、不允许强制升级。

镜像对的状态

镜像对的状态指示主卷和二级卷上的数据是否已同步。
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Status Description

正在同步 在镜像对之间完成的初始或定期数据同步的进度。

同步有两种类型：初始同步和定期同步。初始同步进度也会显示在长时间运行操作
对话框中。

最佳 镜像对中的卷会进行同步、这表示存储阵列之间的连接正常运行、并且每个卷都处
于所需的工作状态。

未完成 远程存储阵列上的异步镜像对不完整、因为镜像对创建序列是在System Manager

不支持的存储阵列上启动的、而镜像对尚未在二级存储阵列上完成。

将卷添加到远程存储阵列上的镜像一致性组后、镜像对创建过程完成。此卷将成为
异步镜像对中的二级卷。

如果远程存储阵列由System Manager管理、则镜像对将自动完成。

失败 由于主卷、二级卷或镜像预留容量出现故障、异步镜像操作无法正常运行。

孤立 如果在一致性镜像组的一端(主端或二级端)上删除了一致性镜像组中的成员卷、而
不是在另一端删除了该成员卷、则会存在孤立的镜像对卷。

在两个存储阵列之间恢复通信且镜像配置的两端协调镜像参数时、系统会检测到孤
立的镜像对卷。

您可以删除镜像对以更正孤立的镜像对状态。

已停止 镜像对处于stopped状态、因为镜像一致性组处于系统暂停状态。

卷所有权

您可以更改镜像对中的首选控制器所有者。

EF600或EF300存储系统不支持此功能。

如果镜像对的主卷属于控制器A、则二级卷也属于远程存储阵列的控制器A。更改主卷的所有者将自动更改二级
卷的所有者、以确保这两个卷都属于同一控制器。主端的当前所有权更改会自动传播到辅端的相应当前所有权更
改。

例如、主卷由控制器A拥有、然后将控制器所有者更改为控制器B在这种情况下、下次远程写入会将二级卷的控
制器所有者从控制器A更改为B由于二级控制器所有权更改由主控制、因此不需要存储管理员进行任何特殊干
预。

控制器重置

控制器重置会导致主端的卷所有权从首选控制器所有者更改为存储阵列中的备用控制器。

有时、远程写入会因控制器重置或存储阵列重新启动而中断、然后才能写入二级卷。在这种情况下、控制器不需
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要对镜像对执行完全同步。

如果在控制器重置期间远程写入中断、则主端的新控制器所有者将读取存储在首选控制器所有者的预留容量卷中
的日志文件中的信息。然后、新控制器所有者将受影响的数据块从主卷复制到二级卷、从而无需对镜像卷进行完
全同步。

镜像一致性组的角色更改

您可以更改镜像一致性组中镜像对之间的角色。为此、您可以将主镜像一致性组降级为二
级角色、或者将二级镜像一致性组提升为主角色。

EF600或EF300存储系统不支持此功能。

查看有关角色更改操作的以下信息：

• 角色更改会影响选定镜像一致性组中的所有镜像对。

• 当镜像一致性组降级到二级角色时、该镜像一致性组中的所有镜像对也会降级到二级角色、反之亦然。

• 当主镜像一致性组降级为二级角色时、已分配给该组中成员卷的主机将不再具有对其的写入访问权限。

• 将镜像一致性组提升为主角色后、访问该组中成员卷的所有主机现在都可以向其写入数据。

• 如果本地存储阵列无法与远程存储阵列通信、您可以在本地存储阵列上强制更改角色。

强制更改角色

如果本地存储阵列与远程存储阵列之间的通信问题阻止提升二级镜像一致性组中的成员卷或使主镜像一致性中的
成员卷降级、则可以强制更改镜像一致性组之间的角色 组。

您可以强制二级端上的镜像一致性组过渡到主角色。之后、恢复主机便可访问该镜像一致性组中新提升的成员
卷、业务运营便可继续进行。

何时允许和不允许强制促销？

只有在镜像一致性组的所有成员卷均已同步且具有一致的恢复点时、才允许强制提升镜像一致性组。

在以下情况下、不允许强制提升镜像一致性组：

• 镜像一致性组的任何成员卷都正在进行初始同步。

• 镜像一致性组的任何成员卷都没有恢复点的时间点映像(例如、由于预留的容量全满错误)。

• 镜像一致性组不包含成员卷。

• 镜像一致性组处于Failed、Role-Change-Pending或Role-Change-in-progress状态、或者任何关联成员卷或
预留容量卷出现故障。

镜像组角色冲突

解决本地和远程存储阵列之间的通信问题后、将发生镜像组角色冲突情况。使用Recovery Guru从此错误中恢
复。解决双重角色冲突时、不允许强制升级。

要避免出现镜像组角色冲突情况并执行后续恢复步骤、请等待存储阵列之间的连接正常运行、以强制更改角色。
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角色更改正在进行中状态

如果镜像配置中的两个存储阵列断开连接、并且镜像一致性组的主端强制降级为二级角色、而镜像一致性组的二
级端强制提升为主角色、 然后、在恢复通信后、两个存储阵列上的镜像一致性组将置于Role-Change-in-

progress状态。

系统将通过传输更改日志、重新同步、将镜像一致性组状态设置回正常运行状态以及继续定期同步来完成角色更
改过程。

同步概念

同步镜像的工作原理

同步镜像可实时复制数据卷、以确保持续可用性。

在EF600或EF300存储阵列上不能使用镜像。

同步镜像可在两个存储阵列之一发生灾难时为重要数据提供一份副本、从而实现零丢失数据的恢复点目标
(RPO)。副本与生产数据在每一刻都是相同的、因为每次对主卷执行写入时、都会对二级卷执行写入。在使用主
卷上所做的更改成功更新二级卷之前、主机不会收到写入成功的确认。

这种类型的镜像非常适合用于灾难恢复等业务连续性目的。

同步镜像关系

同步镜像关系由一个主卷和一个位于不同存储阵列上的二级卷组成。包含主卷的存储阵列通常位于主站点、并为
活动主机提供服务。包含二级卷的存储阵列通常位于二级站点、并保存数据的副本。如果主卷的存储阵列因完全
断电、火灾或主站点的硬件故障等原因而不可用、则会使用二级卷。

同步镜像会话

同步镜像配置过程涉及将卷配置成对。创建镜像对后、您可以启动同步镜像、该镜像对由一个存储阵列上的主卷
和另一个存储阵列上的二级卷组成。同步镜像的步骤如下所示。
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1. 写入来自主机。

2. 写入将提交到主卷、并传播到远程系统、然后提交到二级卷。

3. 主卷的存储阵列会向主机系统_after_发送一条I/O完成消息、两个写入操作均已成功完成。

预留容量用于记录有关从主机传入的写入请求的信息。

当主卷的当前控制器所有者收到来自主机的写入请求时、控制器会首先将有关写入的信息记录到主卷的预留容量
中。然后、它会将数据写入主卷。接下来、控制器将启动远程写入操作、将受影响的数据块复制到远程存储阵列
上的二级卷。

由于主机应用程序必须等待本地存储阵列上以及远程存储阵列上的网络上发生写入、 要在不会过度降低本地I/O

性能的情况下保持镜像关系、需要在本地存储阵列与远程存储阵列之间建立非常快速的连接。

灾难恢复

同步镜像可维护物理上远离数据所在站点的数据副本。如果主站点发生灾难、例如断电或洪灾、可以从二级站点
快速访问数据。

在同步镜像操作期间、二级卷不可用于托管应用程序、因此、如果本地存储阵列发生灾难、您可以故障转移到远
程存储阵列。要进行故障转移、请将二级卷提升为主角色。之后、恢复主机便可访问新提升的卷、业务运营便可
继续进行。
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同步设置

创建镜像对时、还需要定义同步优先级和重新同步策略、镜像对使用该策略在通信中断后完成重新同步操作。

如果两个存储阵列之间的通信链路停止工作、主机将继续从本地存储阵列接收确认、以防止访问丢失。当通信链
路重新工作时、任何未复制的数据都可以自动或手动重新同步到远程存储阵列。

数据是否自动重新同步取决于镜像对的重新同步策略。自动重新同步策略允许镜像对在链路重新工作时自动重新
同步。手动重新同步策略要求您在出现通信问题后手动恢复同步。建议使用手动重新同步策略。

您只能在包含主卷的存储阵列上编辑镜像对的同步设置。

未同步的数据

如果主卷的存储阵列无法向二级卷写入数据、则主卷和二级卷将不同步。这可能是由于以下问题导致的：

• 本地和远程存储阵列之间的网络问题

• 二级卷发生故障

• 正在镜像对上手动暂停同步

孤立镜像对

如果在一端(主端或二级端)删除了成员卷、而在另一端未删除、则会存在孤立的镜像对卷。

在恢复阵列间通信且镜像配置的两端协调镜像参数时、系统会检测到孤立的镜像对卷。

您可以删除镜像对以更正孤立的镜像对状态。

配置和管理

要在两个阵列之间启用和配置镜像、必须使用Unified Manager界面。启用镜像后、您可以在System Manager中
管理镜像对和同步设置。

同步镜像术语

了解同步镜像术语如何应用于存储阵列。

期限 Description

本地存储阵列 本地存储阵列是您要对其执行操作的存储阵列。

如果本地角色列中显示*主*、则表示存储阵列包含在镜像关系中担任主角色的卷。
如果本地角色列中显示*二级*、则表示存储阵列包含在镜像关系中具有二级角色的
卷。

镜像对 镜像对由两个卷组成、一个是主卷、一个是二级卷。

主卷 镜像对的主卷是要镜像的源卷。
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期限 Description

恢复点目标(RPO) 恢复点目标(Recovery Point Objective、RPO)表示一个目标、表示镜像对中的主卷
和二级卷之间的差异可接受。RPO为零表示主卷与二级卷之间不能存在任何差异。
如果RPO大于零、则表示二级卷的电流较低或滞后于主卷。

远程存储阵列 远程存储阵列通常指定为二级站点、该站点通常在镜像配置中保存数据的副本。

预留容量 预留容量是指用于任何复制服务操作和存储对象的物理分配容量。主机不能直接读
取它。

角色更改 角色更改会将主角色分配给二级卷、反之亦然。

二级卷 镜像对的二级卷通常位于二级站点、并保存数据的副本。

同步 在本地存储阵列与远程存储阵列之间进行初始同步时进行同步。如果在通信中断后
主卷和二级卷未同步、则也会发生同步。当通信链路重新工作时、任何未复制的数
据都会同步到二级卷的存储阵列。

同步镜像卷的工作流

您可以使用以下工作流配置同步镜像。

EF600或EF300存储系统不支持此功能。

1. 在Unified Manager中执行初始配置：

a. 选择一个本地存储阵列作为数据传输的源。

b. 从本地存储阵列中选择主卷。

c. 选择一个远程存储阵列作为数据传输的目标、然后选择一个二级卷。

d. 选择同步和重新同步优先级。

e. 开始从主卷到二级卷的初始数据传输。根据卷大小、此初始传输可能需要几小时的时间。

2. 检查初始同步的进度：

a. 在Unified Manager中、为本地阵列启动System Manager。

b. 在System Manager中、查看镜像操作的状态。镜像完成后、镜像对的状态为"最佳"。 这两个阵列会尝试
通过正常操作保持同步。只有新的块和更改的块才会从主卷传输到二级卷。

3. *可选：*您可以在System Manager中更改同步设置。

由于同步复制是持续的、因此两个站点之间的复制链路必须提供足够的带宽功能。

使用同步镜像的要求

如果您计划使用同步镜像、请记住以下要求。
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Unified Manager

要在两个阵列之间启用和配置镜像、必须使用Unified Manager界面。Unified Manager与Web服务代理一起安装
在主机系统上。

• Web服务代理服务必须正在运行。

• Unified Manager必须通过HTTPS连接在本地主机上运行。

• Unified Manager必须显示存储阵列的有效SSL证书。您可以使用Unified Manager接受自签名证书或安装自
己的安全证书、并导航到菜单：Certificate[证书管理]。

存储阵列

EF300或EF600存储阵列不支持镜像。

• 您必须有两个存储阵列。

• 每个存储阵列必须具有两个控制器。

• 必须在Unified Manager中发现这两个存储阵列。

• 主阵列和二级阵列中的每个控制器都必须配置一个以太网管理端口、并且必须连接到您的网络。

• 存储阵列的最低固件版本为7.84。(它们可以分别运行不同的操作系统版本。)

• 您必须知道本地和远程存储阵列的密码。

• 您必须在远程存储阵列上具有足够的可用容量、才能创建一个等于或大于要镜像的主卷的二级卷。

• 本地和远程存储阵列通过光纤通道网络结构进行连接。

支持的连接

只有具有光纤通道(FC)主机端口的控制器才支持同步镜像通信。

同步镜像使用本地存储阵列和远程存储阵列上每个控制器上编号最高的主机端口。控制器主机总线适配器(HBA)

主机端口4通常预留用于镜像数据传输。

镜像卷候选项

• 同步镜像对的主卷和二级卷上的RAID级别、缓存参数和区块大小可能不同。

• 同步镜像对中的主卷和二级卷必须是标准卷。它们不能是精简卷或快照卷。

• 二级卷必须至少与主卷大小相同。

• 在卷复制操作中、只有主卷可以具有关联的快照和/或源卷或目标卷。

• 一个卷只能参与一个镜像关系。

• 给定存储阵列上支持的卷数量存在限制。确保存储阵列上已配置的卷数小于支持的限制。当同步镜像处于活
动状态时、创建的两个预留容量卷将计入卷限制。

预留容量

• 主卷和二级卷需要预留容量、以便记录写入信息、以便从控制器重置和其他临时中断中恢复。

• 激活同步镜像后、系统会自动创建预留容量的卷。由于镜像对中的主卷和二级卷都需要预留容量、因此您必
须确保参与同步镜像关系的两个存储阵列上都有足够的可用容量。
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驱动器安全功能

• 如果您使用的是支持安全的驱动器、则主卷和二级卷必须具有兼容的安全设置。此限制不会强制实施；因
此、您必须自行验证。

• 如果使用的是支持安全的驱动器、则主卷和二级卷应使用相同的驱动器类型。此限制不会强制实施；因此、
您必须自行验证。

◦ 如果主卷使用全磁盘加密(Full Disk Encryption、FDE)驱动器、则二级卷应使用FDE驱动器。

◦ 如果主卷使用经联邦信息处理标准140-2 (FIPS)验证的驱动器、则二级卷应使用经FIPS 140-2验证的驱
动器。

• 如果您使用的是数据保证(Data Assurance、DA)、则主卷和二级卷必须具有相同的DA设置。

同步镜像状态

同步镜像对的状态指示主卷和二级卷上的数据是否已同步。镜像状态与镜像对中卷的组件
状态无关。

EF600或EF300存储系统不支持此功能。

同步镜像对可以具有以下状态之一：

• 最佳

指示镜像对中的卷已同步、这意味着存储阵列之间的网络结构连接正常运行、并且每个卷都处于所需的工作
状态。

• 正在同步

显示了镜像对之间的数据同步进度。此状态也会在初始同步期间显示。

在通信链路中断后、只有在链路中断期间主卷上发生更改的数据块才会复制到二级卷。

• 未同步

指示主卷的存储阵列无法向远程阵列写入传入数据。本地主机可以继续向主卷写入数据、但不会进行远程写
入。不同的情况可能会阻止主卷的存储阵列将传入数据写入二级卷、例如：

◦ 无法访问此二级卷。

◦ 无法访问远程存储阵列。

◦ 无法访问存储阵列之间的网络结构连接。

◦ 无法使用新的全球通用标识符(World Wide Identifier、WWID)更新二级卷。

• 已暂停

指示同步镜像操作已被用户暂停。暂停镜像对后、不会尝试访问二级卷。对主卷的任何写入都会持久记录在
镜像预留容量卷中。

• 失败

表示由于主卷、二级卷或镜像预留容量出现故障、同步镜像操作无法正常运行。
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卷所有权

您可以更改镜像对中的首选控制器所有者。

EF600或EF300存储系统不支持此功能。

如果镜像对的主卷属于控制器A、则二级卷也属于远程存储阵列的控制器A。更改主卷的所有者将自动更改二级
卷的所有者、以确保这两个卷都属于同一控制器。主端的当前所有权更改会自动传播到辅端的相应当前所有权更
改。

例如、主卷由控制器A拥有、然后将控制器所有者更改为控制器B在这种情况下、下次远程写入会将二级卷的控
制器所有者从控制器A更改为B由于二级控制器所有权更改由主控制、因此不需要存储管理员进行任何特殊干
预。

控制器重置

控制器重置会导致主端的卷所有权从首选控制器所有者更改为存储阵列中的备用控制器。

有时、远程写入会因控制器重置或存储阵列重新启动而中断、然后才能写入二级卷。在这种情况下、控制器不需
要对镜像对执行完全同步。

如果在控制器重置期间远程写入中断、则主端的新控制器所有者将读取存储在首选控制器所有者的预留容量卷中
的日志文件中的信息。然后、新控制器所有者将受影响的数据块从主卷复制到二级卷、从而无需对镜像卷进行完
全同步。

镜像对中的卷之间的角色更改

您可以更改镜像对中卷之间的角色。为此、您可以将主卷降级为二级角色或将二级卷提升
为主角色。

EF600或EF300存储系统不支持此功能。

查看有关角色更改操作的以下信息：

• 当主卷降级为二级角色时、该镜像对中的二级卷将提升为主角色、反之亦然。

• 当主卷降级为二级角色时、已分配给该卷的主机将不再具有对该卷的写入访问权限。

• 当二级卷提升为主角色时、访问该卷的所有主机现在都能够向该卷写入数据。

• 如果本地存储阵列无法与远程存储阵列通信、您可以在本地存储阵列上强制更改角色。

强制更改角色

如果本地存储阵列与远程存储阵列之间的通信问题导致无法提升二级卷或使主卷降级、则可以强制在镜像对中的
卷之间更改角色。

您可以强制二级卷过渡到主角色。然后、恢复主机可以访问新提升的卷、业务运营可以继续进行。

当远程存储阵列已恢复且任何通信问题均已解决时、将发生同步镜像-主卷冲突情况。恢复步骤包
括重新同步卷。使用Recovery Guru从此错误中恢复。
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何时允许和不允许强制促销？

在以下情况下、不允许强制提升镜像对中的卷：

• 镜像对中的任何卷都正在进行初始同步。

• 镜像对处于Failed、Role-Change-Pending或Role-Change-in-progress状态、或者任何关联的预留容量卷出
现故障。

角色更改正在进行中状态

如果镜像配置中的两个存储阵列断开连接、并且镜像对的主卷强制降级为二级角色、而镜像对的二级卷强制提升
为主角色、 然后、在恢复通信后、两个存储阵列上的卷将置于Role-Change-in-progress状态。

系统将通过传输更改日志、重新同步、将镜像对状态设置回正常运行状态以及继续同步来完成角色更改过程。

管理异步镜像一致性组

测试镜像一致性组的通信

您可以测试通信链路、以诊断本地存储阵列与与镜像一致性组关联的远程存储阵列之间可
能存在的通信问题。

开始之前

要测试的镜像一致性组必须位于本地和远程存储阵列上。

关于此任务

您可以运行四种不同的测试：

• 连接-验证两个控制器是否具有通信路径。连接测试会在存储阵列之间发送一条阵列间消息、然后验证远程存
储阵列上的相应镜像一致性组是否存在。它还会验证远程存储阵列上的镜像一致性组的成员卷是否与本地存
储阵列上的镜像一致性组的成员卷匹配。

• 延迟-向与镜像一致性组关联的远程存储阵列上的每个镜像卷发送SCSI测试单元命令、以测试最小、平均和
最大延迟。

• 带宽—向远程存储阵列发送两条阵列间消息、以测试执行测试的阵列上端口的最小、平均和最大带宽以及协
商的链路速度。

• 端口连接-显示本地存储阵列上用于镜像的端口以及远程存储阵列上接收镜像数据的端口。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡、然后选择要测试的镜像一致性组。

3. 选择*测试通信*。

此时将显示测试通信对话框。

4. 选择一个或多个要在与选定镜像一致性组关联的本地和远程存储阵列之间执行的通信测试、然后单击*测试
*。

5. 查看结果窗口中显示的信息。
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通信测试状态 Description

正常、无错误 镜像一致性组正在正确通信。

已通过状态(但不正常) 请检查可能的网络或连接问题、然后重试此测试。

失败状态 指示失败的原因。要更正此问题、请参见Recovery Guru。

端口连接错误 原因可能是本地存储阵列未连接或无法联系远程存储阵列。要更正此
问题、请参见Recovery Guru。

结果

通信测试完成后、此对话框将显示正常状态、已通过状态或失败状态。

如果通信测试返回失败状态、则在关闭此对话框后、此测试将继续运行、直到镜像一致性组之间的通信恢复为
止。

暂停或恢复镜像一致性组的同步

您可以暂停或恢复镜像一致性组中所有镜像对上的数据同步、这比暂停或恢复单个镜像对
上的同步效率更高。

关于此任务

暂停和恢复组同步有助于减少对主机应用程序的任何性能影响、在将本地存储阵列上的任何更改数据复制到远程
存储阵列时、可能会发生这种情况。

镜像一致性组及其镜像对的状态将保持暂停状态、直到您使用恢复选项恢复同步活动为止。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 选择要暂停或恢复的镜像一致性组、然后选择菜单：更多(暂停)或菜单：更多(恢复)。

系统将显示确认信息。

4. 选择*是*进行确认。

结果

System Manager将执行以下操作：

• 暂停或恢复镜像一致性组中所有镜像对之间的数据传输、而不删除镜像关系。

• 记录暂停镜像组时写入镜像一致性组主端的所有数据、并在恢复镜像组后自动将数据写入镜像一致性组的二
级端。不需要完全同步。

• 对于_suspended_mirror一致性组、在镜像一致性组表中显示*用户已暂停*。
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• 对于_resumed_mirror consistency组、在镜像一致性组暂停期间写入主卷的数据将立即写入二级卷。如果设
置了自动同步间隔、则定期同步将恢复。

更改镜像一致性组的同步设置

您可以更改本地存储阵列上的镜像一致性组在初始同步数据或在异步镜像操作期间重新同
步数据时使用的同步设置和警告阈值。

关于此任务

更改同步设置会影响镜像一致性组中所有镜像对的同步操作。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 选择要编辑的镜像一致性组、然后选择菜单：更多[编辑设置]。

系统将显示编辑设置对话框。

4. 根据需要编辑同步和警报设置、然后单击*保存*。

字段详细信息

字段 Description

正在同步镜像对… 指定是要手动还是自动同步远程存储阵列上的镜像对。

• *手动—选择此选项可手动同步远程存储阵列上的镜像对。

• 自动、间隔—选择此选项可通过指定从上次更新开始到下次更新开始的
时间间隔自动同步远程存储阵列上的镜像对。默认间隔为10分钟。

提醒我… 如果将同步方法设置为自动进行、请设置以下警报：

• "*同步"—设置System Manager在同步未完成时发送警报的时间长度。

• 远程恢复点—设置一个时间限制、超过此时间限制后、System

Manager将发送一条警报、指示远程存储阵列上的恢复点数据早于您定
义的时间限制。定义上次更新结束后的时间限制。

• "预留容量阈值"—定义预留容量、System Manager将在该容量时发送警
报、指出您即将达到预留容量阈值。按剩余容量百分比定义阈值。

结果

System Manager会更改镜像一致性组中每个镜像对的同步设置。
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手动重新同步镜像一致性组

您可以手动为镜像一致性组中的所有镜像对启动重新同步。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 选择要重新同步的镜像一致性组、然后选择菜单：更多(手动重新同步)。

系统将显示确认信息。

4. 选择*是*进行确认。

结果

系统将执行以下操作：

• 启动对选定镜像一致性组中所有镜像对上的数据的重新同步。

• 将修改后的数据从本地存储阵列更新到远程存储阵列。

查看镜像一致性组之间未同步的数据量

您可以查看本地存储阵列和远程存储阵列上的镜像一致性组之间未同步的数据量。当镜像
一致性组处于"未同步"状态时、不会发生任何镜像活动。

关于此任务

如果选定镜像一致性组包含镜像对、并且当前未进行同步、则可以执行此任务。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 单击菜单：更多(查看未同步的数据量)。

如果存在未同步的数据、则表值将反映此情况。"data Amount "列列出了未同步的数据量、以MIB为单位。

更新远程IP地址

您可以更新远程存储阵列的iSCSI IP地址、以重新与本地存储阵列建立连接。

开始之前

必须使用iSCSI连接为本地存储阵列和远程存储阵列配置异步镜像。

步骤
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1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

镜像一致性组表显示与存储阵列关联的所有镜像一致性组。

3. 选择要更新的镜像一致性组、然后选择菜单：更多[更新远程IP地址]。

系统将显示更新远程IP地址对话框。

4. 选择*更新*以更新远程存储阵列的iSCSI IP地址。

结果

系统会重置远程存储阵列的IP地址、以便重新与本地存储阵列建立连接。

将镜像一致性组角色更改为主卷或二级卷

您可以出于管理目的或在本地存储阵列发生灾难时更改镜像一致性组之间的角色。

关于此任务

在本地存储阵列上创建的镜像一致性组具有主要角色。在远程存储阵列上创建的镜像一致性组具有二级角色。您
可以将本地镜像一致性组降级为二级角色、也可以将远程镜像一致性组提升为主角色。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 选择要更改角色的镜像一致性组、然后选择菜单：更多(将角色更改为<主卷>二级卷>]*)。

系统将显示确认信息。

4. 确认要更改镜像一致性组的角色、然后单击*更改角色*。

请求更改角色时、系统会显示无法联系存储阵列对话框、但无法联系远程存储阵列。单击*是*

强制更改角色。

结果

System Manager将执行以下操作：

• 镜像一致性组表会在正在进行角色更改的镜像一致性组旁边显示状态"待定"或"正在进行"。您可以单击表单
元格中的*取消*链接来取消待定的角色更改操作。

• 如果可以联系关联的镜像一致性组、则镜像一致性组之间的角色会发生变化。System Manager会将二级镜
像一致性组提升为主角色、或者将主镜像一致性组降级为二级角色(具体取决于您的选择)。角色更改会影响
选定镜像一致性组中的所有镜像对。
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删除镜像一致性组

您可以删除本地存储阵列和远程存储阵列上不再需要的镜像一致性组。

开始之前

必须从镜像一致性组中删除所有镜像对。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像一致性组*选项卡。

此时将显示镜像一致性组表、并显示与存储阵列关联的所有镜像一致性组。

3. 选择要删除的镜像一致性组、然后选择菜单：uncommon Tasks[Delete]。

系统将显示确认信息。

4. 选择*是*可删除镜像一致性组。

结果

System Manager将执行以下操作：

• 首先删除本地存储阵列上的镜像一致性组、然后删除远程存储阵列上的镜像一致性组。

• 从镜像一致性组表中删除镜像一致性组。

完成后

有时、可能会从本地存储阵列成功删除镜像一致性组、但通信错误会阻止从远程存储阵列中删除镜像一致性组。
在这种情况下、您必须访问远程存储阵列以删除相应的镜像一致性组。

管理异步镜像对

删除异步镜像关系

您可以删除镜像对、以便从本地存储阵列上的主卷和远程存储阵列上的二级卷删除镜像关
系。

关于此任务

查看有关孤立镜像对的以下信息：

• 如果在一端(本地存储阵列端或远程存储阵列端)删除了一致性镜像组中的成员卷、而不是在另一端删除了该
成员卷、则会存在孤立镜像对。

• 在恢复阵列间通信且镜像配置的两端协调镜像参数时、系统会检测到孤立镜像对。

• 您可以删除镜像对以更正孤立的镜像对状态。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像对*选项卡。
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此时将显示镜像对表、并显示与存储阵列关联的所有镜像对。

3. 选择要删除的镜像对、然后单击*删除*。

4. 确认要删除镜像对、然后单击*删除*。

结果

System Manager将执行以下操作：

• 从本地存储阵列和远程存储阵列上的镜像一致性组中删除镜像关系、并删除预留的容量。

• 将主卷和二级卷返回到主机可访问的非镜像卷。

• 删除异步镜像对后更新异步镜像磁贴。

增加预留容量

您可以增加预留容量、这是物理分配的容量、用于对存储对象执行任何复制服务操作。

对于快照操作、通常为基础卷的40%；对于异步镜像操作、通常为基础卷的20%。通常、当您收到存储对象的预
留容量即将满的警告时、您可以增加预留容量。

开始之前

• 池或卷组中的卷必须处于最佳状态、并且不能处于任何修改状态。

• 要用于增加容量的池或卷组中必须存在可用容量。

如果任何池或卷组上没有可用容量、则可以将未使用的驱动器形式的未分配容量添加到池或卷组中。

关于此任务

对于以下存储对象、只能以8 GiB为增量增加预留容量：

• Snapshot组

• Snapshot卷

• 一致性组成员卷

• 镜像对卷

如果您认为主卷会发生许多更改、或者某个特定副本服务操作的生命周期很长、请使用较高的百分比。

您不能增加只读快照卷的预留容量。只有读写Snapshot卷才需要预留容量。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择*预留容量*选项卡。

3. 选择要为其增加预留容量的存储对象、然后单击*增加容量*。

此时将显示增加预留容量对话框。

4. 使用spinner框调整容量百分比。
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如果包含所选存储对象的池或卷组上不存在可用容量、并且存储阵列具有未分配的容量、则可以创建新的池
或卷组。然后、您可以使用该池或卷组上的新可用容量重试此操作。

5. 单击 * 增加 * 。

结果

System Manager将执行以下操作：

• 增加存储对象的预留容量。

• 显示新添加的预留容量。

更改镜像对卷的预留容量设置

您可以更改镜像对卷的设置、以调整在镜像对卷的预留容量接近全满时System Manager发
送警报通知的百分比。

步骤

1. 选择菜单：Storage[Pools & Volume Groups]。

2. 选择*预留容量*选项卡。

3. 选择要编辑的镜像对卷、然后单击*查看/编辑设置*。

此时将显示镜像对卷预留容量设置对话框。

4. 根据需要更改镜像对卷的预留容量设置。

字段详细信息

正在设置 … Description

在以下情况下提醒我… 使用spinner框调整在镜像对的预留容量接近全满时System Manager发送警
报通知的百分比。

当镜像对的预留容量超过指定阈值时、System Manager将发送警报、以便
有时间增加预留容量。

更改一个镜像对的警报设置会更改属于同一镜像一致性组的
所有镜像对的警报设置。

5. 单击*保存*以应用所做的更改。

在原有系统上创建的主卷的完整镜像对

如果您在无法由System Manager管理的旧存储阵列上创建了主卷、则可以使用System

Manager在此阵列上创建二级卷。

关于此任务
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您可以在使用不同接口的原有阵列与可由System Manager管理的较新阵列之间执行异步镜像。

• 如果要在使用System Manager的两个存储阵列之间进行镜像、则可以跳过此任务、因为您已在镜像对创建
序列中完成镜像对。

• 在远程存储阵列上执行此任务。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择*镜像对*选项卡。

此时将显示镜像对表、并显示与存储阵列关联的所有镜像对。

3. 找到状态为未完成的镜像对卷、然后单击镜像对列中显示的*完整镜像对*链接。

4. 选择以下单选按钮之一、选择是要自动还是手动完成镜像对创建序列：

◦ 自动—创建新的二级卷。

通过选择要在其中创建二级卷的现有池或卷组、接受镜像对远程端的默认设置。使用此建议选项可使用
默认设置为二级卷分配预留容量。

◦ 手动-选择现有卷。

为二级卷定义您自己的参数。

i. 单击*下一步*以选择二级卷。

ii. 选择要用作二级卷的现有卷、然后单击*下一步*以分配预留容量。

iii. 分配预留容量。执行以下操作之一：

▪ 接受默认设置。

预留容量的默认设置为基础卷容量的20%、通常此容量已足够。

▪ 分配您自己的预留容量设置、以满足与异步镜像相关的数据存储需求。

所需容量因向主卷写入I/O的频率和大小以及保留容量所需的时间而异。通常、如果存在以下一
种或两种情况、请为预留容量选择更大的容量：

▪ 您打算将镜像对保留很长时间。

▪ 由于I/O活动繁重、主卷上的数据块会发生很大一部分更改。使用历史性能数据或其他操作系
统实用程序帮助您确定主卷的典型I/O活动。

5. 选择*完成*。

结果

System Manager将执行以下操作：

• 在远程存储阵列上创建二级卷、并为镜像对的远程端分配预留容量。

• 开始在本地存储阵列和远程存储阵列之间进行初始同步。

• 如果要镜像的卷是精简卷、则在初始同步期间、只会将分配的块传输到二级卷。此传输可减少完成初始同步
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所需传输的数据量。

• 在本地存储阵列和远程存储阵列上为镜像对创建预留容量。

管理同步镜像对

测试同步镜像的通信

您可以测试本地存储阵列与远程存储阵列之间的通信、以诊断参与同步镜像的镜像对可能
存在的通信问题。

关于此任务

运行两种不同的测试：

• 通信-验证两个存储阵列是否具有通信路径。通信测试将验证本地存储阵列是否可以与远程存储阵列通信、以
及与镜像对关联的二级卷是否位于远程存储阵列上。

• 延迟-向与镜像对关联的远程存储阵列上的二级卷发送SCSI测试单元命令、以测试最小、平均和最大延迟。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择要测试的镜像对、然后选择*测试通信*。

3. 查看结果窗口中显示的信息、如有必要、请按照指示的更正操作进行操作。

如果通信测试失败、则在关闭此对话框后、此测试将继续运行、直到镜像对之间的通信恢复
为止。

暂停并恢复镜像对的同步

您可以使用暂停选项和恢复选项来控制何时同步镜像对中主卷和二级卷上的数据。

关于此任务

如果手动暂停镜像对、则镜像对在手动恢复之前不会同步。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择要暂停或恢复的镜像对、然后选择菜单：更多(暂停)或菜单：更多(恢复)。

系统将显示确认信息。

3. 选择*是*进行确认。

结果

System Manager将执行以下操作：

• 暂停或恢复镜像对之间的数据传输、而不删除镜像关系。

• 对于_suspended_mirrored对：
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◦ 在镜像对表中显示*已暂停*。

◦ 记录在暂停同步时写入镜像对的主卷的所有数据。

• 对于_resumed_mirrored对、在恢复同步时、会自动将数据写入镜像对的二级卷。不需要完全同步。

更改镜像对中卷之间的角色

您可以在镜像对中参与同步镜像的两个卷之间执行角色反转。出于管理目的或在本地存储
阵列发生灾难时、可能需要执行此任务。

关于此任务

您可以将主卷降级为二级角色、也可以将二级卷提升为主角色。正在访问主卷的所有主机均可对该卷进行读/写
访问。当主卷成为二级卷时、只会向该卷写入由主控制器启动的远程写入。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择包含要更改角色的卷的镜像对、然后选择菜单：更多(更改角色)。

系统将显示确认信息。

3. 确认要更改卷的角色、然后选择*更改角色*。

如果本地存储阵列无法与远程存储阵列通信、则在请求角色更改时、系统会显示无法联系存
储阵列对话框、但无法联系远程存储阵列。单击*是*强制更改角色。

结果

System Manager将执行以下操作：

• 如果可以访问镜像对中的关联卷、则卷之间的角色会发生变化。System Manager会将镜像对中的二级卷提
升为主角色、或者将镜像对中的主卷降级为二级角色(具体取决于您的选择)。

更改镜像对的同步设置

您可以更改镜像对在通信中断后用于完成重新同步操作的同步优先级和重新同步策略。

关于此任务

您只能在包含主卷的存储阵列上编辑镜像对的同步设置。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择要编辑的镜像对、然后选择菜单：更多[编辑设置]。

系统将显示查看/编辑设置对话框。

3. 使用滑块栏编辑同步优先级。

同步优先级用于确定在通信中断后完成重新同步操作所使用的系统资源与服务I/O请求相比所使用的系统资源
量。
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有关同步速率的更多信息

同步优先级速率有五种：

◦ 最低

◦ 低

◦ 中等

◦ 高

◦ 最高

如果将同步优先级设置为最低速率、则会优先处理I/O活动、并且重新同步操作所需时间会更长。如果将同步
优先级设置为最高比率、则会优先执行重新同步操作、但存储阵列的I/O活动可能会受到影响。

4. 根据需要编辑重新同步策略。

您可以手动或自动重新同步远程存储阵列上的镜像对。

◦ 手动(建议选项)—选择此选项可要求在恢复与镜像对的通信后手动恢复同步。此选项提供了恢复数据的最
佳机会。

◦ 自动—选择此选项可在与镜像对的通信恢复后自动开始重新同步。

5. 选择 * 保存 * 。

删除同步镜像关系

您可以删除镜像对、以便从本地存储阵列上的主卷和远程存储阵列上的二级卷删除镜像关
系。

关于此任务

您还可以删除镜像对以更正孤立的镜像对状态。查看有关孤立镜像对的以下信息：

• 如果在一端(本地/远程)删除了成员卷、而不是在另一端删除了成员卷、则会存在孤立镜像对。

• 恢复阵列间通信时、系统会检测到孤立的镜像对。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择要删除的镜像对、然后选择菜单：uncommon Tasks[Remove]。

此时将显示删除镜像关系对话框。

3. 确认要删除镜像对、然后单击*删除*。

结果

System Manager将执行以下操作：

• 从本地存储阵列和远程存储阵列上的镜像对中删除镜像关系。
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• 将主卷和二级卷返回到主机可访问的非镜像卷。

• 删除同步镜像对后更新同步镜像区块。

停用镜像

停用异步镜像

您可以在本地和远程存储阵列上停用异步镜像、以重新建立存储阵列上专用端口的正常使
用。

开始之前

• 您必须已删除所有镜像关系。验证是否已从本地和远程存储阵列中删除所有镜像一致性组和镜像对。

• 本地存储阵列和远程存储阵列必须通过光纤通道网络结构或iSCSI接口进行连接。

关于此任务

停用异步镜像时、本地和远程存储阵列上不会发生镜像活动。

步骤

1. 选择菜单：Storage[Asynchronous Mirroring]。

2. 选择菜单：不常见任务[停用]。

系统将显示确认信息。

3. 选择*是*进行确认。

结果

• 控制器专用于异步镜像通信的HBA主机通道现在可以接受主机读写请求。

• 此存储阵列中的所有卷都无法作为主卷或二级卷参与镜像关系。

停用同步镜像

您可以在存储阵列上停用同步镜像功能、以重新建立主机总线适配器(HBA)主机端口4的正
常使用、该端口是为镜像数据传输预留的。

开始之前

您必须已删除所有同步镜像关系。验证是否已从存储阵列中删除所有镜像对。

步骤

1. 选择菜单：Storage[Synchronous Mirroring]。

2. 选择菜单：不常见任务[停用]。

系统将显示确认信息。

3. 选择*是*进行确认。

结果
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• 控制器的HBA主机端口4专用于同步镜像通信、现在可以接受主机读写请求。

• 存储阵列上的预留容量卷将被删除。

异步常见问题解答

异步镜像与同步镜像有何不同？

异步镜像功能与同步镜像功能在一个基本方面有所不同：它可以捕获源卷在特定时间点的
状态、并仅复制自上次映像捕获以来发生更改的数据。

使用同步镜像时、不会在某个时间点捕获主卷的状态、而是反映主卷上对二级卷所做的所有更改。二级卷每次与
主卷相同、因为使用此类镜像时、每次对主卷执行写入时、都会对二级卷执行写入。在使用主卷上所做的更改成
功更新二级卷之前、主机不会收到写入成功的确认。

使用异步镜像时、远程存储阵列与本地存储阵列未完全同步、因此、如果应用程序因丢失本地存储阵列而需要过
渡到远程存储阵列、则某些事务可能会丢失。

镜像功能之间的比较：

异步镜像 同步镜像

复制方法 • 时间点

镜像可按需执行、也可根据用户定义的计划自动执
行。可以按分钟的粒度定义计划。两次同步的最短
时间为10分钟。

• 持续

镜像会自动持续执行、每次写入主机时都会复制数
据。

预留容量

• 多个

每个镜像对都需要一个预留容量的卷。

• * 单个 *

所有镜像卷都需要一个预留容量卷。

通信 • * iSCSI和光纤通道*

支持存储阵列之间的iSCSI和光纤通道接口。

• 光纤通道

仅支持存储阵列之间的光纤通道接口。

距离
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异步镜像 同步镜像

• 无限制

支持在本地存储阵列和远程存储阵列之间设置几乎
无限的距离、而距离通常仅受网络功能和通道扩展
技术的限制。

• 受限

通常、距离本地存储阵列不超过10公里(6.2英里)、
以满足延迟和应用程序性能要求。

为什么我无法访问所选的镜像功能？

镜像是在Unified Manager界面中配置的。

在EF600或EF300存储阵列上不能使用镜像。

要在两个阵列之间启用和配置镜像、请验证以下内容：

• Web服务代理服务必须正在运行。(Unified Manager与Web服务代理一起安装在主机系统上。)

• Unified Manager必须通过HTTPS连接在本地主机上运行。

• 必须在Unified Manager中发现要用于镜像的两个存储阵列。

• Unified Manager必须具有适用于存储阵列的有效SSL证书。您可以从Unified Manager接受自签名证书或安
装CA签名证书。

有关配置说明、请参见以下内容：

• "创建异步镜像对(在Unified Manager中)"

• "创建同步镜像对(在Unified Manager中)"

在创建镜像一致性组之前、我需要了解哪些信息？

在创建镜像一致性组之前、请遵循以下准则。

EF600或EF300存储系统不支持此功能。

您可以在Unified Manager中的创建镜像对向导中创建一致性组。

满足以下Unified Manager要求：

• Web服务代理服务必须正在运行。

• Unified Manager必须通过HTTPS连接在本地主机上运行。

• Unified Manager必须显示存储阵列的有效SSL证书。您可以使用Unified Manager接受自签名证书或安装自
己的安全证书、并导航到菜单：Certificate[证书管理]。

此外、请确保满足以下存储阵列要求：

• 必须在Unified Manager中发现这两个存储阵列。

• 每个存储阵列必须具有两个控制器。

207

https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-asynchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html
https://docs.netapp.com/zh-cn/e-series-santricity-117/um-manage/create-synchronous-mirrored-pair-um.html


• 主阵列和二级阵列中的每个控制器都必须配置一个以太网管理端口、并且必须连接到您的网络。

• 存储阵列的最低固件版本为7.84。(它们可以分别运行不同的操作系统版本。)

• 您必须知道本地和远程存储阵列的密码。

• 本地和远程存储阵列通过光纤通道网络结构或iSCSI接口进行连接。

异步镜像—在创建镜像对之前、我需要了解哪些信息？

您可以在Unified Manager界面中配置镜像对、然后在System Manager中管理这些对。

创建镜像对之前、请遵循以下准则。

• 您必须有两个存储阵列。

• 每个存储阵列必须具有两个控制器。

• 主阵列和二级阵列中的每个控制器都必须配置一个以太网管理端口、并且必须连接到您的网络。

• 本地和远程存储阵列通过光纤通道网络结构或iSCSI接口进行连接。

• 存储阵列的最低固件版本为7.84。(它们可以分别运行不同的操作系统版本。)

• 您必须知道本地和远程存储阵列的密码。

• 您必须在远程存储阵列上具有足够的可用容量、才能创建一个等于或大于要镜像的主卷的二级卷。

• 您已安装Web服务代理和Unified Manager。镜像对在Unified Manager界面中进行配置。

• 这两个存储阵列会在Unified Manager中发现。

• 存储阵列必须至少包含一个镜像一致性组。您可以在Unified Manager中的创建镜像对向导中创建一致性组。

在增加镜像对卷上的预留容量之前、我需要了解哪些信息？

通常、当您收到警告、指出镜像对的预留容量已满时、应增加预留容量。您只能以8 GiB为
增量增加预留容量。

对于异步镜像操作、预留容量通常为基础卷的20%。如果存在以下一种或两种情况、请为预留容量选择更大的容
量：

• 您打算将镜像对保留很长时间。

• 由于I/O活动繁重、主卷上的数据块会发生很大一部分更改。使用历史性能数据或其他操作系统实用程序帮助
您确定主卷的典型I/O活动。

您可以通过执行以下操作之一来增加镜像对的预留容量：

• 通过选择菜单：Storage[池和卷组]并单击*预留容量*选项卡来调整镜像对卷的容量百分比。

• 使用池或卷组上的可用容量创建新卷。

如果任何池或卷组上没有可用容量、则可以将未配置的容量以未使用驱动器的形式添加到池或卷组中。
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为什么不能使用请求的容量增加预留容量？

您只能以4 GiB为增量增加预留容量。

请查看以下准则：

• 池或卷组中必须有足够的可用容量、以便可以根据需要进行扩展。

如果任何池或卷组上没有可用容量、则可以将未使用的驱动器形式的未分配容量添加到池或卷组中。

• 池或卷组中的卷必须处于最佳状态、并且不能处于任何修改状态。

• 要用于增加容量的池或卷组中必须存在可用容量。

对于异步镜像操作、预留容量通常为基础卷的20%。如果您认为基础卷会发生许多更改、或者存储对象的复制服
务操作的预计预期寿命很长、请使用较高的百分比。

为什么要更改此百分比？

对于快照操作、预留容量通常为基础卷的40%、对于异步镜像操作、预留容量通常为基础
卷的20%。

通常、此容量足以满足要求。所需容量因向基础卷写入I/O的频率和大小以及要使用存储对象的副本服务操作的
时间而异。

通常、如果存在以下一种或两种情况、请选择较大的预留容量百分比：

• 如果特定存储对象的复制服务操作的生命周期很长。

• 如果由于I/O活动繁重而导致基础卷上的大量数据块发生更改、使用历史性能数据或其他操作系统实用程序帮
助您确定基础卷的典型I/O活动。

为什么我会看到多个预留容量候选项？

如果一个池或卷组中有多个卷满足为存储对象选择的容量百分比量、则会显示多个候选
卷。

您可以通过更改要在基础卷上为复制服务操作预留的物理驱动器空间百分比来刷新建议候选对象列表。根据您的
选择显示最佳候选对象。

为什么表中显示的值不可用？

此表列出了无法显示远程存储阵列上的数据时的不可用值。

要显示远程存储阵列数据、请从Unified Manager启动System Manager。

为什么我看不到所有池和卷组？

为异步镜像对创建二级卷时、系统会显示一个列表、其中列出了该异步镜像对符合条件的
所有池和卷组。不符合使用条件的任何池或卷组不会显示在该列表中。

由于以下任何原因、池或卷组可能不符合条件。
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• 池或卷组的安全功能不匹配。

• 池或卷组处于非最佳状态。

• 池或卷组的容量太小。

异步镜像—为什么我看不到所有卷？

为镜像对选择主卷时、列表将显示所有符合条件的卷。

不符合使用条件的任何卷不会显示在该列表中。由于以下任一原因、卷可能不符合条件：

• 此卷不是最佳卷。

• 此卷已加入镜像关系。

• 对于精简卷、必须启用自动扩展。

异步镜像—为什么我看不到远程存储阵列上的所有卷？

在远程存储阵列上选择二级卷时、列表将显示该镜像对的所有符合条件的卷。

不符合使用条件的任何卷不会显示在该列表中。由于以下任一原因、卷可能不符合条件：

• 此卷不是最佳卷。

• 此卷已加入镜像关系。

• 主卷与二级卷之间的精简卷属性不匹配。

• 如果您使用的是数据保证(Data Assurance、DA)、则主卷和二级卷必须具有相同的DA设置。

◦ 如果主卷已启用DA、则二级卷必须已启用DA。

◦ 如果主卷未启用DA、则二级卷不能启用DA。

为什么要更新远程存储阵列的IP地址？

如果iSCSI端口的IP地址发生变化、而本地存储阵列无法与远程存储阵列通信、则可以更新
远程存储阵列的IP地址。

在与iSCSI连接建立异步镜像关系时、本地和远程存储阵列会在异步镜像配置中存储远程存储阵列的IP地址记
录。如果iSCSI端口的IP地址发生变化、尝试使用该端口的远程存储阵列将遇到通信错误。

IP地址已更改的存储阵列会向与配置为通过iSCSI连接进行镜像的镜像一致性组关联的每个远程存储阵列发送一
条消息。接收此消息的存储阵列会自动更新其远程目标IP地址。

如果IP地址已更改的存储阵列无法向远程存储阵列发送其阵列间消息、则系统会向您发送连接问题描述 警报。
使用Update Remote IP Address选项重新与本地存储阵列建立连接。

Sync常见问题解答

异步镜像与同步镜像有何不同？

异步镜像功能与同步镜像功能在一个基本方面有所不同：它可以捕获源卷在特定时间点的
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状态、并仅复制自上次映像捕获以来发生更改的数据。

使用同步镜像时、不会在某个时间点捕获主卷的状态、而是反映主卷上对二级卷所做的所有更改。二级卷每次与
主卷相同、因为使用此类镜像时、每次对主卷执行写入时、都会对二级卷执行写入。在使用主卷上所做的更改成
功更新二级卷之前、主机不会收到写入成功的确认。

使用异步镜像时、远程存储阵列与本地存储阵列未完全同步、因此、如果应用程序因丢失本地存储阵列而需要过
渡到远程存储阵列、则某些事务可能会丢失。

镜像功能之间的比较：

异步镜像 同步镜像

复制方法 • 时间点

镜像可按需执行、也可根据用户定义的计划自动执
行。可以按分钟的粒度定义计划。两次同步的最短
时间为10分钟。

• 持续

镜像会自动持续执行、每次写入主机时都会复制数
据。

预留容量

• 多个

每个镜像对都需要一个预留容量的卷。

• * 单个 *

所有镜像卷都需要一个预留容量卷。

通信 • * iSCSI和光纤通道*

支持存储阵列之间的iSCSI和光纤通道接口。

• 光纤通道

仅支持存储阵列之间的光纤通道接口。

距离

• 无限制

支持在本地存储阵列和远程存储阵列之间设置几乎
无限的距离、而距离通常仅受网络功能和通道扩展
技术的限制。

• 受限

通常、距离本地存储阵列不超过10公里(6.2英里)、
以满足延迟和应用程序性能要求。

同步镜像—为什么我看不到所有卷？

为镜像对选择主卷时、列表将显示所有符合条件的卷。

不符合使用条件的任何卷不会显示在该列表中。由于以下任一原因、卷可能不符合条件：
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• 此卷是非标准卷、例如Snapshot卷或精简卷。

• 此卷不是最佳卷。

• 此卷已加入镜像关系。

同步镜像—为什么我看不到远程存储阵列上的所有卷？

在远程存储阵列上选择二级卷时、列表将显示该镜像对的所有符合条件的卷。

不符合使用条件的任何卷不会显示在该列表中。由于以下任一原因、卷可能不符合条件：

• 此卷是非标准卷、例如Snapshot卷或精简卷。

• 此卷不是最佳卷。

• 此卷已加入镜像关系。

• 如果您使用的是数据保证(Data Assurance、DA)、则主卷和二级卷必须具有相同的DA设置。

◦ 如果主卷已启用DA、则二级卷必须已启用DA。

◦ 如果主卷未启用DA、则二级卷不能启用DA。

同步镜像—在创建镜像对之前、我需要了解哪些信息？

您可以在Unified Manager界面中配置镜像对、然后在System Manager中管理这些对。

创建镜像对之前、请遵循以下准则：

• 您必须有两个存储阵列。

• 每个存储阵列必须具有两个控制器。

• 主阵列和二级阵列中的每个控制器都必须配置一个以太网管理端口、并且必须连接到您的网络。

• 本地和远程存储阵列通过光纤通道网络结构进行连接。

• 存储阵列的最低固件版本为7.84。(它们可以分别运行不同的操作系统版本。)

• 您必须知道本地和远程存储阵列的密码。

• 您必须在远程存储阵列上具有足够的可用容量、才能创建一个等于或大于要镜像的主卷的二级卷。

• 您已安装Web服务代理和Unified Manager。镜像对在Unified Manager界面中进行配置。

• 这两个存储阵列会在Unified Manager中发现。

同步优先级对同步速率有何影响？

同步优先级用于定义为同步活动分配的处理时间与系统性能相关。

主卷的控制器所有者在后台执行此操作。同时、控制器所有者会处理对主卷的本地I/O写入以及对二级卷的相关
远程写入。由于重新同步会使控制器处理资源偏离I/O活动、因此重新同步可能会影响主机应用程序的性能。

请牢记以下准则、以帮助您确定同步优先级可能需要多长时间以及同步优先级如何影响系统性能。
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关于同步优先级速率

可以使用以下优先级：

• 最低

• 低

• 中等

• 高

• 最高

最低优先级速率支持系统性能、但重新同步所需时间较长。最高优先级速率支持重新同步、但系统性能可
能会受到影响。

这些准则大致近似于优先级之间的差异。

完全同步的优先级速率 与最高同步速率相比所用时间

最低 约为最高优先级速率的八倍。

低 约为最高优先级速率的六倍。

中等 大约是最高优先级速率的三倍半。

高 大约是最高优先级速率时的两倍。

卷大小和主机I/O速率负载会影响同步时间比较。

为什么建议使用手动同步策略？

建议使用手动重新同步、因为它可以让您以最佳机会恢复数据的方式管理重新同步过程。

如果使用自动重新同步策略、并且在重新同步期间发生间歇性通信问题、则二级卷上的数据可能会暂时损坏。重
新同步完成后、数据将得到更正。

远程存储

远程存储功能概述

如果您具有远程存储功能、则可以将数据从远程存储系统导入到存储阵列。

什么是远程存储功能？

使用_Remote Storage_功能、您可以将数据从远程存储系统导入到本地E系列存储系统。远程系统可以是其他E

系列系统、也可以是其他供应商提供的系统。如果您希望简化数据迁移并最大限度地减少停机时间、例如在设备
升级期间、此功能将非常有用。
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要使用远程存储、必须在子型号ID (SMID)中启用此功能。

了解更多信息。

• "远程存储的工作原理"

• "远程存储术语"

• "远程存储要求"

• "远程存储卷要求"

如何使用此功能导入数据？

使用远程存储向导、可以将远程存储设备(数据导入的源)映射到E系列系统上的目标卷。此向导可从菜单
：Storage[远程存储]中访问。

了解更多信息。

• "导入远程存储"

• "管理数据导入的进度"

概念

远程存储的工作原理

通过远程存储功能、您可以将数据从远程存储系统导入到本地E系列存储系统。如果您希
望简化数据迁移并最大限度地减少停机时间、例如在设备升级期间、此功能将非常有用。

要配置远程存储功能、必须先设置硬件、然后使用System Manager创建远程存储对象。完成此配置后、导入过
程将开始。

硬件设置

使用以下工作流准备硬件连接。

有关这些步骤的详细信息、请参见E系列和SANtricity 文档中心上的《远程存储功能用户指南》 "远程存储卷概
述"和中的 "远程存储技术报告"。

在本地E系列存储系统上：

1. 确保每个控制器都与远程存储系统建立iSCSI连接。通过此连接、本地E系列系统充当iSCSI启动程序、可将
其设置为远程系统上的主机。

2. 为导入操作创建目标卷。确保卷的容量等于或大于远程存储系统上的源卷、块大小匹配且未映射。请参见 "

创建卷"。

3. 从System Manager界面收集本地E系列系统的iSCSI限定名称(IQN)。稍后将使用IQN将本地E系列系统设置
为远程存储系统上的主机。在System Manager中、转至：菜单：设置[系统> iSCSI设置>目标IQN]。

在远程存储系统上：

1. 使用IQN将本地E系列系统设置为远程系统上的主机。请确保设置适当的主机类型、如下所示：
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◦ 如果远程系统为E系列型号、请参见 " 主机和主机集群概述"。使用主机类型"出厂默认值"。

◦ 如果远程系统来自其他供应商、请根据可用选项选择适当的主机类型。

2. 停止所有I/O、卸载任何文件系统、并删除对源卷的主机或应用程序的任何分配。

3. 将卷分配给新创建的本地E系列存储系统主机。

4. 对于选定源卷、从远程存储系统收集以下信息、以便创建导入：

◦ iSCSI限定名称(IQN)

◦ iSCSI IP地址

◦ 源卷的LUN编号

System Manager设置

使用以下工作流为导入创建远程存储对象：

1. 使用System Manager界面中的远程存储向导、将远程存储设备(数据导入的源)映射到E系列系统上的目标
卷。选择*完成*后、导入过程将开始。

2. 从"查看操作"对话框或"正在执行的操作"面板监控导入。如有必要、您还可以暂停并恢复此过程。

3. (可选)在导入完成后断开源卷和目标卷之间的连接、或者保持连接以供将来导入。

远程存储术语

了解远程存储术语如何应用于存储阵列。

期限 Description

IQN iSCSI限定名称(IQN)标识符、是iSCSI启动程序或目标的唯一名称。

LUN 逻辑单元号、用于标识可提供给主机进行访问的逻辑单元。

远程存储系统 数据最初所在的存储系统。远程存储系统可以是E系列型号、也可以是其他供应商
提供的系统。

远程存储设备 数据最初存储在远程系统上的物理或逻辑设备。在E系列存储系统中、此卷称为"

卷"。

远程存储对象 一个对象、其中包含允许E系列系统识别并连接到远程存储系统的信息。此信息包
括远程存储系统的IQN和IP地址。远程存储对象表示远程存储系统与E系列系统之
间的通信。

远程存储卷 E系列系统上的一种标准卷、允许对远程存储设备进行数据访问。

Volume 存储数据的容器。它是为主机创建的逻辑组件、用于访问数据。
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远程存储功能要求

在使用远程存储功能之前、请查看以下要求和限制。

支持的协议

支持以下协议：

• iSCSI

• IPv4

有关最新的E系列支持和配置信息、请参见 "NetApp 互操作性表工具"。

硬件要求

E 系列存储系统必须包括：

• 两个控制器（双工模式）

• 两个 E 系列控制器的 iSCSI 连接，用于通过一个或多个 iSCSI 连接与远程存储系统进行通信

• SANtricity OS 11.71 或更高版本

• 在子型号 ID （ SMID ）中启用远程存储功能

远程系统可以是 E 系列存储系统，也可以是其他供应商提供的系统。其中必须包括：

• 支持iSCSI的接口

限制

远程存储功能具有以下限制：

• 必须禁用镜像。

• E 系列系统上的目标卷不能具有快照。

• 在启动导入之前，不得将 E 系列系统上的目标卷映射到任何主机。

• E 系列系统上的目标卷必须已禁用资源配置。

• 不支持将远程存储卷直接映射到一个或多个主机。

• 不支持 Web 服务代理。

• 不支持 iSCSI CHAP 密码。

• 不支持 SMcli 。

• 不支持 VMware 数据存储库。

• 如果存在导入对，则一次只能升级关系 / 导入对中的一个存储系统。

远程存储卷要求

用于导入的卷必须满足大小，状态和其他条件的要求。
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远程存储卷

导入的源卷称为 " 远程存储卷 " 。 此卷必须满足以下条件：

• 不能属于其他导入

• 必须处于联机状态

导入开始后，控制器固件将在后台创建远程存储卷。由于此后台进程，远程存储卷在 System Manager 中无法
管理，只能用于导入操作。

创建远程存储卷后，该卷将与 E 系列系统上的任何其他标准卷一样进行处理，但以下情况除外：

• 可用作远程存储设备的代理。

• 不能用作其他卷副本或快照的候选项。

• 无法在导入过程中更改数据保证设置。

• 无法映射到任何主机，因为这些主机是严格为导入操作预留的。

每个远程存储卷仅与一个远程存储对象关联；但是，一个远程存储对象可以与多个远程存储卷关联。远程存储卷
通过以下方式的组合进行唯一标识：

• 远程存储对象标识符

• 远程存储设备 LUN 编号

目标卷候选项

目标卷是本地 E 系列系统上的目标卷。目标卷必须满足以下条件：

• 必须是 RAID/DDP 卷。

• 容量必须等于或大于远程存储卷。

• 块大小必须与远程存储卷相同。

• 必须具有有效状态（最佳）。

• 不能具有以下任何关系：卷副本， Snapshot 副本，异步或同步镜像。

• 不能进行任何重新配置操作：动态卷扩展，动态容量扩展，动态区块大小，动态 RAID 迁移，动态容量缩减
， 或碎片整理。

• 导入开始前无法映射到主机（但是，导入完成后可以映射）。

• 无法启用 Flash Read Cached （ FRC ）。

System Manager 会在导入远程存储向导中自动检查这些要求。在选择目标卷时，仅会显示满足所有要求的卷。

管理远程存储

导入远程存储

要启动从远程系统到本地E系列存储系统的存储导入、请使用导入远程存储向导。

开始之前
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• 必须将 E 系列存储系统配置为与远程存储系统进行通信。

有关硬件配置的信息、请参见《远程存储功能用户指南》、该指南可从E系列和SANtricity 文
档中心获得、网址为 "配置硬件"和中的 "远程存储技术报告"。

• 对于远程存储系统，请收集以下信息：

◦ iSCSI IQN

◦ iSCSI IP 地址

◦ 远程存储设备（源卷）的 LUN 编号

• 对于本地 E 系列存储系统，请创建或选择要用于数据导入的卷。请参见 "创建卷"。目标卷必须满足以下要求
：

◦ 与远程存储设备（源卷）的块大小匹配。

◦ 容量等于或大于远程存储设备。

◦ 状态为最佳且可用。

有关完整的要求列表，请参见 "远程存储卷要求"。

• *建议：*在开始导入过程之前、请备份远程存储系统上的卷。

关于此任务

在此任务中，您将在远程存储设备与本地 E 系列存储系统上的卷之间创建映射。完成配置后，导入将开始。

由于许多变量可能会影响导入操作及其完成时间、因此建议您首先执行较小的"`test`"导入。使用
这些测试可确保所有连接均按预期工作，并且导入操作会在适当的时间内完成。

步骤

1. 选择菜单：Storage[远程存储]。

2. 单击 * 导入远程存储 * 。

此时将显示一个用于导入远程存储的向导。

3. 在配置源面板的*步骤1a*中、输入连接信息。如果要添加另一个iSCSI连接、请单击*添加另一个IP地址*以添
加远程存储的其他IP地址。完成后，单击 * 下一步 * 。
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字段详细信息

正在设置 … Description

Name 输入远程存储设备的名称、以便在System Manager界面中进行标识。

名称最多可包含30个字符、并且只能包含字母、数字和以下特殊字符：下划
线(_)、短划线(-)和哈希符号(#)。名称不能包含空格。

iSCSI连接属性 输入远程存储设备的连接属性：

• * iSCSI限定名称(IQN)*：输入iSCSI IQN。

• * IP地址*：输入IPv4地址。

• 端口：输入用于源设备与目标设备之间通信的端口号。默认情况下、端
口号为3260。

单击*下一步*后、将显示配置源面板的*步骤1b*。

4. 在* LUN 字段中、选择要用作源的远程存储设备的LUN编号、然后单击*下一步。

此时将打开配置目标面板，并显示要用作导入目标的卷候选对象。由于块大小，容量或卷可用性，某些卷不
会显示在候选卷列表中。

5. 从表中，选择 E 系列存储系统上的目标卷。如果需要，请使用滑块更改导入优先级。单击 * 下一步 * 。在下

一个对话框中键入以确认此操作 continue，然后单击*CONTINE*。

如果目标卷的容量大于源卷，则不会向连接到 E 系列系统的主机报告此额外容量。要使用新容量，必须在导
入操作完成并断开连接后在主机上执行文件系统扩展操作。

在对话框中确认配置后，将显示 Review 面板。

6. 从"审阅"面板中、验证设置是否准确、然后单击*完成*以启动导入。

此时将打开另一个对话框，询问您是否要启动另一个导入。

7. 如果需要，请单击 * 是 * 以创建另一个远程存储导入。单击*是*将返回到配置源面板的*步骤1a*、您可以在
其中选择现有配置或添加新配置。如果不想创建另一个导入、请单击*否*退出对话框。

导入过程开始后，整个目标卷将被复制的数据覆盖。如果在此过程中主机向目标卷写入任何新数据，则新数
据将传播回远程设备（源卷）。

8. 在远程存储面板下的查看操作对话框中查看操作进度。

结果

完成导入操作所需的时间取决于远程存储系统的大小，导入的优先级设置以及两个存储系统及其关联卷上的 I/O

负载量。

导入完成后，本地卷将与远程存储设备重复。
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完成后

准备好中断两个卷之间的关系后、从操作进行中视图中选择导入对象上的*断开连接*。断开关系后，本地卷的性
能将恢复正常，不再受远程连接的影响。

管理远程存储导入的进度

导入过程开始后，您可以查看其进度并对其执行操作。

关于此任务

对于每个导入操作、"正在执行的操作"对话框会显示完成百分比和估计剩余时间。操作包括更改导入优先级，停
止和恢复操作以及断开操作连接。

您还可以从主页页面查看正在进行的操作(菜单：主页(显示正在进行的操作)。

步骤

1. 从远程存储页面中、选择*查看操作*。

此时将显示操作进行中对话框。

2. 如果需要、可使用*操作*列中的链接停止并恢复、更改优先级或断开操作。

◦ 更改优先级-选择*更改优先级*以更改正在进行或待定操作的处理优先级。对操作应用优先级，然后单击
* 确定 * 。

◦ 停止-选择*停止*可暂停从远程存储设备复制数据。导入对之间的关系仍保持不变，您可以在准备好继续
导入操作时选择 * 恢复 * 。

◦ 恢复-选择*恢复*以从停止位置开始已停止或失败的进程。接下来，将优先级应用于恢复操作，然后单击
* 确定 * 。此操作不会从头开始重新启动导入。如果要从头开始重新启动此过程，必须选择 * 断开连接 *

，然后通过导入远程存储向导重新创建导入。

◦ 断开连接-选择*断开连接*可中断已停止、已完成或失败的导入操作的源卷和目标卷之间的关系。

修改远程存储的连接设置

您可以通过查看 / 编辑设置选项编辑，添加或删除任何远程存储配置的连接设置。

关于此任务

更改连接属性将影响正在进行的导入。为避免中断，请仅在导入未运行时更改连接属性。

步骤

1. 选择菜单：Storage[远程存储]。

2. 从列表中、选择要修改的远程存储对象。

3. 单击 * 查看 / 编辑设置 * 。

此时将显示远程存储设置对话框。

4. 单击 * 连接属性 * 选项卡。

此时将显示为远程存储导入配置的 IP 地址和端口设置。
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5. 执行以下操作之一：

◦ 编辑—单击远程存储对象对应行项目旁边的*编辑*。在字段中输入修改后的 IP 地址和 / 或端口信息。

◦ 添加—单击*添加*、然后在提供的字段中输入新的IP地址和端口信息。单击 * 添加 * 进行确认，然后新连
接将显示在远程存储对象列表中。

◦ 删除-从列表中选择所需的连接、然后单击*删除*。键入以确认操作 delete 在提供的字段中，然后单
击*Delete*。此连接将从远程存储对象列表中删除。

6. 单击 * 保存 * 。

修改后的连接设置将应用于远程存储对象。

删除远程存储对象

导入完成后，如果您不再需要在本地设备和远程设备之间复制数据，则可以删除远程存储
对象。

开始之前

确保没有与要删除的远程存储对象关联的导入。

关于此任务

删除远程存储对象后、本地设备与远程设备之间的连接将被删除。

步骤

1. 选择菜单：Storage[远程存储]。

2. 从列表中、选择要删除的远程存储对象。

3. 单击 * 删除 * 。

此时将显示确认删除远程存储连接对话框。

4. 键入以确认操作 remove 然后单击*Remove*。

此时将删除选定的远程存储对象。

常见问题解答

在创建远程存储连接之前、我需要了解哪些信息？

要配置远程存储功能、您必须通过iSCSI直接连接远程设备和目标存储系统。

要设置iSCSI系统连接、请参见：

• "配置iSCSI端口"

• "远程存储技术报告"
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为什么系统会提示我删除远程卷？

当远程卷达到其最大数量时、存储系统会自动检测任何未使用的远程卷并提示您删除这些
卷。

在某些情况下、未使用的远程卷在创建过程中不会被清理。在开始任何其他导入操作之前、请验证您的系统是否
最佳且网络连接是否稳定。

为什么我看不到目标阵列上的所有卷？

在为远程存储功能配置导入时、您可能会注意到、由于块大小、容量或卷可用性、某些卷
不会显示在目标候选卷列表中。

要显示在列表中、卷候选项必须具有：

• 容量等于或大于远程卷。

• 与远程卷相同的块大小。

• 当前最佳状态。

如果候选卷具有以下特性、则这些候选卷将从列表中排除：

• 以下任意关系：卷副本、快照或镜像。

• 正在执行重新配置操作。

• 映射到其他设备(主机或主机集群)。

• 已启用读取闪存缓存。

需要了解有关导入中的远程卷的哪些信息？

使用远程存储功能时、请注意、远程卷是数据源。

导入过程中、数据将从远程卷传输到目标存储系统上的目标卷。这两个卷必须具有匹配的块大小。

在开始远程存储导入之前、我需要了解哪些信息？

通过远程存储功能、您可以将数据从远程存储系统复制到本地E系列存储系统上的卷。在
使用此功能之前、请查看以下准则。

Configuration

在创建远程存储导入之前、您必须完成以下操作并验证以下条件：

• 确保本地E系列存储系统的每个控制器都与远程存储系统建立了iSCSI连接。

• 在本地E系列存储系统上、为导入操作创建一个目标卷。确保卷的容量等于或大于源卷、块大小与源卷匹配
且未映射。请参见 "创建卷"。

• 使用iSCSI限定名称(IQN)将本地E系列存储系统设置为远程系统上的主机。您可以从菜单：设置[系统> iSCSI

设置>目标IQN]查看IQN。此外、请务必根据所使用的系统设置适当的主机类型。

• 停止所有I/O、卸载任何文件系统、并删除对远程存储系统上选定卷的主机或应用程序的任何分配。
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• 将卷分配给远程存储系统、并分配给新创建的本地E系列存储系统主机。

• 从远程存储系统收集以下信息、以便创建导入：

◦ iSCSI限定名称(IQN)

◦ iSCSI IP地址

◦ 源数据所在的远程存储设备的LUN编号

• 导入过程开始后、整个本地目标卷将被复制的数据覆盖。创建导入后、写入本地目标卷的任何新数据都会传
播到远程存储设备上的卷。因此、建议您在开始导入过程之前备份远程存储系统上的卷。

导入过程

以下步骤概述了导入过程。

1. 访问System Manager界面、然后转到*远程存储*页面。选择*导入*以开始创建新的导入。有关详细说明、请
参见 "导入远程存储"。

如果要执行脱机导入、请在导入完成后再映射目标卷。

2. 监控导入进度。

导入开始后、便可映射目标卷。完成导入操作所需的时间取决于远程存储设备(源卷)的大小、导入的优先级
设置以及两个存储系统及其关联卷上的I/O负载量。

导入完成后、目标卷将与源卷重复。

3. 准备好中断映射关系后、从*正在执行的操作*面板对导入对象执行*断开连接*。

导入断开后、本地目标的性能将恢复正常、不再受远程连接的影响。

限制

远程存储功能具有以下限制：

• 必须禁用镜像。

• E 系列系统上的目标卷不能具有快照。

• 在启动导入之前，不得将 E 系列系统上的目标卷映射到任何主机。

• E 系列系统上的目标卷必须已禁用资源配置。

• 不支持将远程存储卷直接映射到一个或多个主机。

• 不支持 Web 服务代理。

• 不支持 iSCSI CHAP 密码。

• 不支持 SMcli 。

• 不支持 VMware 数据存储库。

• 如果存在导入对，则一次只能升级关系 / 导入对中的一个存储系统。
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追加信息

有关远程存储功能的详细信息、请参见 "远程存储技术报告"。

硬件组件

硬件组件概述

您可以在硬件页面上检查组件状态、并执行与这些组件相关的某些功能。

我可以管理哪些组件？

您可以检查组件状态并执行与这些组件相关的某些功能：

• "磁盘架"-_shelf_是一个组件、其中包含存储阵列的硬件(控制器、电源/风扇箱和驱动器)。磁盘架有三种大
小、最多可容纳12、24或60个驱动器。

• "控制器"-_controller_是实施存储阵列和管理功能的硬件和固件的组合。它包括缓存内存、驱动器支持以及
用于主机连接的端口。

• "驱动器"-驱动器_可以是硬盘驱动器(HDD)或固态驱动器(SSD)。根据磁盘架大小、最多可以在磁盘架中安
装12个、24个或60个驱动器。

了解更多信息。

• "硬件页面"

• "硬件术语"

如何查看硬件组件？

转到硬件页面、该页面以图形方式描绘了存储阵列的物理组件。您可以通过从阵列磁盘架视图右上角选择*显示
磁盘架背面*或*显示磁盘架正面*来在阵列磁盘架的正面视图和背面视图之间切换。

了解更多信息。

• "查看磁盘架组件状态和设置"

• "查看控制器设置"

• "查看驱动器状态和设置"

相关信息

详细了解与硬件相关的概念：

• "控制器状态"

• "驱动器状态"

• "磁盘架丢失保护和抽盒丢失保护"
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概念

硬件页面和组件

硬件页面以图形方式描绘了存储阵列的物理组件。您可以从此处检查组件状态并执行与这
些组件相关的某些功能。

磁盘架

磁盘架是一个组件、其中包含存储阵列的硬件(控制器、电源/风扇箱和驱动器)。磁盘架有两种类型：

• 控制器架-包含驱动器、电源/风扇箱和控制器。

• 驱动器架(或*扩展架*)-包含驱动器、电源/风扇箱和两个输入/输出模块(IOM)。IOM (也称为环境服务模
块(ESM))包括将驱动器架连接到控制器架的SAS端口。

磁盘架有三种大小、最多可容纳12、24或60个驱动器。每个磁盘架都包含一个ID编号、该ID编号由控制器固件
分配。此ID显示在磁盘架视图的左上角。

硬件页面上的磁盘架视图显示了正面或背面组件。您可以通过从磁盘架视图右上角选择*显示磁盘架背面*或*显
示磁盘架正面*来在这两个视图之间切换。您也可以从页面底部选择*全部显示前视图*或*全部显示后视图*。正面
和背面视图显示以下内容：

• 前组件—驱动器和空驱动器托架。

• 后端组件—控制器和电源/风扇箱(用于控制器架)或IOM和电源/风扇箱(用于驱动器架)。

您可以执行以下与磁盘架相关的功能：

• 打开磁盘架的定位灯、以便找到磁盘架在机柜或机架中的物理位置。

• 更改磁盘架视图左上方显示的ID编号。

• 查看磁盘架设置、例如安装的驱动器类型和序列号。

• 上移或下移磁盘架视图以匹配存储阵列中的物理布局。

控制器

控制器是指实施存储阵列和管理功能的硬件和固件的组合。它包括缓存内存、驱动器支持和主机接口支持。

您可以执行与控制器相关的以下功能：

• 为管理端口配置IP地址和速度。

• 配置iSCSI主机连接(如果有iSCSI主机)。

• 配置网络时间协议(NTP)服务器和域名系统(DNS)服务器。

• 查看控制器状态和设置。

• 允许局域网外部的用户启动SSH会话并更改控制器上的设置。

• 将控制器置于脱机、联机或服务模式。
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驱动器

存储阵列可以包括硬盘驱动器(HDD)或固态驱动器(SSD)。根据磁盘架大小、最多可以在磁盘架中安装12个、24

个或60个驱动器。

您可以执行以下与驱动器相关的功能：

• 打开驱动器的定位灯、以便找到驱动器在磁盘架中的物理位置。

• 查看驱动器状态和设置。

• 重新分配驱动器(从逻辑上将故障驱动器替换为未分配的驱动器)、并在必要时手动重建驱动器。

• 手动使驱动器出现故障、以便您可以更换它。(如果某个驱动器发生故障、您可以在更换之前复制该驱动器的
内容。)

• 分配或取消分配热备用磁盘。

• 擦除驱动器。

硬件术语

以下硬件术语适用于存储阵列。
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常规硬件术语：

组件 Description

托架 托架是指安装驱动器或其他组件的磁盘架中的插槽。

控制器 控制器由主板，固件和软件组成。它控制驱动器并实施 System Manager 功
能。

控制器架 控制器架包含一组驱动器和一个或多个控制器箱。控制器箱用于存放控制器、
主机接口卡(Host Interface Card、HIC)和电池。

驱动器 驱动器是一种为数据提供物理存储介质的机械设备或固态内存设备。

驱动器架 驱动器架也称为扩展架、其中包含一组驱动器和两个输入/输出模块(IOM)

。IOM包含SAS端口、用于将驱动器架连接到控制器架或其他驱动器架。

IOM (ESM) IOM是一个输入/输出模块、其中包含SAS端口、用于将驱动器架连接到控制器
架。
在以前的控制器型号中、IOM称为环境服务模块(ESM)。

电源/风扇箱 电源 / 风扇箱是一个可滑入磁盘架的组件。它包括一个电源和一个集成风扇。

SFP SFP是一种小型可插拔(SFP)收发器。

磁盘架 磁盘架是安装在机柜或机架中的机箱。它包含存储阵列的硬件组件。磁盘架有
两种类型：控制器磁盘架和驱动器磁盘架。控制器架包括控制器和驱动器。驱
动器架包括输入 / 输出模块（ IOM ）和驱动器。

存储阵列 存储阵列包括磁盘架、控制器、驱动器、软件和固件。
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控制器术语：

组件 Description

控制器 控制器由主板，固件和软件组成。它控制驱动器并实施 System Manager 功
能。

控制器架 控制器架包含一组驱动器和一个或多个控制器箱。控制器箱用于存放控制器、
主机接口卡(Host Interface Card、HIC)和电池。

DHCP 动态主机配置协议(DHCP)是Internet协议(IP)网络上使用的一种协议、用于动态
分布网络配置参数、例如IP地址。

DNS 域名系统(Domain Name System、DNS)是一种命名系统、用于命名连接
到Internet或专用网络的设备。DNS服务器维护一个域名目录、并将其转换
为Internet协议(IP)地址。

双工配置 双工是存储阵列中的双控制器模块配置。双工系统在控制器、逻辑卷路径和磁
盘路径方面是完全冗余的。如果一个控制器发生故障、另一个控制器将接管
其I/O以保持可用性。双工系统还具有冗余风扇和电源。

全双工/半双工连接 全双工和半双工是指连接模式。在全双工模式下、两个设备可以同时双向通
信。在半双工模式下、设备可以一次单向通信(一个设备发送消息、而另一个设
备接收消息)。

HIC 可以选择将主机接口卡（ HIC ）安装在控制器箱中。控制器中内置的主机端口
称为基板主机端口。HIC 中内置的主机端口称为 HIC 端口。

ICMP ping响应 Internet控制消息协议(Internet Control Message Protocol、ICMP)是网络计算
机的操作系统用来发送消息的协议。ICMP消息可确定主机是否可访问以及从该
主机获取数据包所需的时间。

MAC地址 以太网使用介质访问控制标识符(MAC地址)来区分连接同一物理传输网络接口
上两个端口的不同逻辑通道。

管理客户端 管理客户端是指安装了浏览器以访问System Manager的计算机。

MTU 最大传输单元(Maximum Transmission Unit、MTU)是可在网络中发送的最大数
据包或帧。

NTP 网络时间协议(NTP)是一种网络协议、用于在数据网络中的计算机系统之间进
行时钟同步。

单工配置 单工是存储阵列中的单控制器模块配置。单工系统不提供控制器或磁盘路径冗
余、但具有冗余风扇和电源。
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组件 Description

VLAN 虚拟局域网(VLAN)是一种逻辑网络、其行为与相同设备(交换机、路由器等)支
持的其他网络在物理上是分开的。
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驱动器术语：

组件 Description

da. 数据保证(Data Assurance、DA)是一项功能、用于检查并更正在数据通过控制
器向下传输到驱动器时可能发生的错误。可以在池或卷组级别启用数据保证、
主机使用光纤通道等具有DA功能的I/O接口。

驱动器安全功能 驱动器安全性是一种存储阵列功能，可通过全磁盘加密（ Full Disk Encryption

， FDE ）驱动器或联邦信息处理标准（ Federal Information Processing

Standard ， FIPS ）驱动器提供额外的安全层。如果将这些驱动器与驱动器安
全功能结合使用，则需要使用安全密钥才能访问其数据。从阵列中物理删除驱
动器后、这些驱动器将无法运行、直到将其安装到另一个阵列中为止、此时、
这些驱动器将处于安全锁定状态、直到提供了正确的安全密钥为止。

驱动器架 驱动器架也称为扩展架、其中包含一组驱动器和两个输入/输出模块(IOM)

。IOM包含SAS端口、用于将驱动器架连接到控制器架或其他驱动器架。

DULBE 已取消分配或未写入逻辑块错误(DULBE")是NVMe驱动器上的一个选项、它允
许EF300或EF600存储阵列支持资源配置的卷。

FDE驱动器 全磁盘加密(Full Disk Encryption、FDE)驱动器在硬件级别对磁盘驱动器执行加
密。硬盘驱动器包含一个ASIC芯片、用于在写入期间对数据进行加密、然后在
读取期间对数据进行解密。

FIPS驱动器 FIPS驱动器使用联邦信息处理标准(FIPS) 140-2级别2。它们本质上是FDE驱动
器、符合美国政府标准、可确保强大的加密算法和方法。FIPS驱动器的安全标
准高于FDE驱动器。

HDD 硬盘驱动器（ HDD ）是指使用带有磁性层的旋转金属盘的数据存储设备。

热备用驱动器 热备用磁盘在RAID 1、RAID 5或RAID 6卷组中充当备用驱动器。它们是功能
完备的驱动器、不包含任何数据。如果卷组中的驱动器发生故障、控制器会自
动将故障驱动器中的数据重新构建为热备用磁盘。

NVMe Non-Volatile Memory Express (NVMe)是一种专为SSD驱动器等基于闪存的存
储设备设计的接口。与以前的逻辑设备接口相比、NVMe可降低I/O开销并提高
性能。

（ SAS ）。 串行连接 SCSI （ SAS ）是一种点对点串行协议，可将控制器直接链接到磁盘
驱动器。

支持安全的驱动器 支持安全的驱动器可以是全磁盘加密(Full Disk Encryption、FDE)驱动器、也可
以是联邦信息处理标准(Federal Information Processing Standard、FIPS)驱动
器、这些驱动器可在写入期间对数据进行加密、并在读取期间对数据进行解
密。这些驱动器被视为安全驱动器-capable"、因为可以使用驱动器安全功能提
高安全性。如果为这些驱动器使用的卷组和池启用了驱动器安全功能、则这些
驱动器将变为secure—_enabled.
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组件 Description

已启用安全保护的驱动器 启用了安全保护的驱动器与驱动器安全功能结合使用。启用驱动器安全功能
后、如果将驱动器安全应用于安全-capable"驱动器上的池或卷组、则这些驱动
器将变为安全-enabled__。只能通过配置了正确安全密钥的控制器进行读写访
问。这种增强的安全性可防止未经授权访问从存储阵列中物理删除的驱动器上
的数据。

SSD 固态磁盘（ SSD ）是指使用固态内存（ Flash ）持久存储数据的数据存储设
备。SSD 可模拟传统硬盘驱动器，并可与硬盘驱动器使用相同的接口。
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iSCSI术语：

期限 Description

CHAP 质询握手身份验证协议(CHAP)方法可在初始链路期间验证目标和启动程序的身
份。身份验证基于名为CHAP secret的共享安全密钥。

控制器 控制器由主板，固件和软件组成。它控制驱动器并实施 System Manager 功
能。

DHCP 动态主机配置协议(DHCP)是Internet协议(IP)网络上使用的一种协议、用于动态
分布网络配置参数、例如IP地址。

IB InfiniBand （ IB ）是高性能服务器和存储系统之间数据传输的一种通信标准。

ICMP ping响应 Internet控制消息协议(Internet Control Message Protocol、ICMP)是网络计算
机的操作系统用来发送消息的协议。ICMP消息可确定主机是否可访问以及从该
主机获取数据包所需的时间。

IQN iSCSI限定名称(IQN)标识符是iSCSI启动程序或iSCSI目标的唯一名称。

iSER 适用于RDMA的iSCSI扩展(iSER)是一种协议、用于扩展iSCSI协议、以便
在InfiniBand或以太网等RDMA传输上运行。

iSNS Internet存储名称服务(iSNS)是一种协议、允许在TCP/IP网络上自动发现、管
理和配置iSCSI和光纤通道设备。

MAC地址 以太网使用介质访问控制标识符(MAC地址)来区分连接同一物理传输网络接口
上两个端口的不同逻辑通道。

管理客户端 管理客户端是指安装了浏览器以访问System Manager的计算机。

MTU 最大传输单元(Maximum Transmission Unit、MTU)是可在网络中发送的最大数
据包或帧。

RDMA 远程直接内存访问(RDMA)是一项技术、允许网络计算机在主内存中交换数
据、而无需涉及任一计算机的操作系统。

未命名的发现会话 启用未命名发现会话选项后、无需iSCSI启动程序指定目标IQN来检索控制器的
信息。
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NVMe术语：

期限 Description

InfiniBand InfiniBand （ IB ）是高性能服务器和存储系统之间数据传输的一种通信标准。

命名空间 命名空间是指为块访问而格式化的NVM存储。它类似于SCSI中的逻辑单元、
它与存储阵列中的卷相关。

命名空间ID 命名空间ID是NVMe控制器在命名空间中的唯一标识符、可设置为1到255之间
的值。它类似于SCSI中的逻辑单元号(Logical Unit Number、LUN)。

NQN NVMe限定名称(NQN)用于标识远程存储目标(存储阵列)。

NVM 非易失性内存(NVM)是许多类型的存储设备中使用的永久性内存。

NVMe Non-Volatile Memory Express (NVMe)是一种专为SSD驱动器等基于闪存的存
储设备设计的接口。与以前的逻辑设备接口相比、NVMe可降低I/O开销并提高
性能。

NVMe-oF 基于网络结构的非易失性Memory Express (NVMe-oF)是一种规范、可使NVMe

命令和数据通过网络在主机和存储之间传输。

NVMe控制器 NVMe控制器是在主机连接过程中创建的。它可在主机与存储阵列中的命名空
间之间提供访问路径。

NVMe队列 队列用于通过NVMe接口传递命令和消息。

NVMe 子系统 具有NVMe主机连接的存储阵列。

RDMA 通过在网络接口卡(NIC)硬件中实施传输协议、远程直接内存访问(Remote

Direct Memory Access、RDMA)可以更直接地将数据移入和移出服务器。

RoCE 基于融合以太网的 RDMA （ RoCE ）是一种网络协议，允许通过以太网远程
直接内存访问（ RDMA ）。

SSD 固态磁盘（ SSD ）是指使用固态内存（ Flash ）持久存储数据的数据存储设
备。SSD 可模拟传统硬盘驱动器，并可与硬盘驱动器使用相同的接口。

管理磁盘架组件

查看硬件组件

"硬件"页面提供了排序和筛选功能、便于查找组件。

233



步骤

1. 选择 * 硬件 * 。

2. 使用下表中所述的功能查看硬件组件。

功能 Description

正面和背面磁盘架视图 要在前磁盘架视图和后磁盘架视图之间切换、请从最右侧选择*显示磁盘架背面*或*

显示磁盘架正面*(显示的链接取决于当前视图)。正面视图显示了驱动器和任何空驱
动器托架。背面图显示了控制器以及任何IOM (ESM)模块、电源/风扇箱或空控制
器托架。 在页面底部、您还可以选择*全部显示前视图*或*全部显示后视图*。

驱动器视图筛选器 如果存储阵列包含具有不同类型的物理和逻辑属性的驱动器、则*硬件*页面将包含
驱动器视图筛选器。通过限制页面上显示的驱动器类型、这些筛选字段可帮助您快
速找到特定驱动器。在*显示驱动器…下、单击左侧的筛选字段(默认情况下、显示*

任何驱动器类型)以查看物理属性(例如容量和速度)的下拉列表。单击右侧的筛选器
字段(默认情况下、显示*存储阵列中的任意位置*)以查看逻辑属性的下拉列表(例
如、卷组分配)。您可以同时使用这些筛选器、也可以单独使用这些筛选器。

如果存储阵列中的驱动器都共享相同的物理属性、则不会显示左侧
的*任何驱动器类型*字段。如果所有驱动器都位于同一逻辑位置、
则右侧的*存储阵列中的任意位置*字段不会显示。

图例 这些组件会以特定颜色显示、以描述其角色状态。要展开和折叠这些状态的说明、
请单击*图例*。

显示状态图标详细信息 状态指示器可以包含可用性状态的文本说明。单击*显示状态图标详细信息*可显示
或隐藏此状态文本。

磁盘架/磁盘架图标 每个磁盘架视图均提供一个相关命令列表以及属性和状态。单击*磁盘架*可查看命
令的下拉列表。您还可以选择顶部的一个图标来查看各个组件的状态和属性：控制
器、IOM (ESM)、电源、风扇、温度、 电池和SFP。

磁盘架顺序 可以在硬件页面上重新排列这些磁盘架。使用每个磁盘架视图右上角的向上和向下
箭头更改磁盘架的顶部/底部顺序。

显示或隐藏组件状态

您可以显示驱动器、控制器、风扇和电源的状态说明。

步骤

1. 选择 * 硬件 * 。

2. 要查看背面或正面组件、请执行以下操作：

◦ 如果要查看控制器和电源/风扇箱组件、但显示了驱动器、请单击*显示磁盘架背面*。

◦ 如果要查看驱动器、但显示控制器和电源/风扇箱组件、请单击*显示磁盘架正面*。

3. 要查看或隐藏弹出状态说明、请执行以下操作：
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◦ 如果要查看状态图标的弹出问题描述 、请单击磁盘架视图右上角的*显示状态图标详细信息*(选中复选
框)。

◦ 要隐藏弹出说明、请再次单击*显示状态图标详细信息*(清除此复选框)。

4. 如果要查看完整状态详细信息、请在磁盘架视图中选择组件、然后选择*查看设置*。

5. 如果要查看彩色组件的说明、请选择*图例*。

在正面视图和背面视图之间切换

硬件页面可以显示磁盘架的正面视图或背面视图。

关于此任务

背面视图显示了控制器/IOM和电源风扇箱。正面图显示了驱动器。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 如果图形显示了控制器、请单击*显示磁盘架正面*。

此图将发生变化、以显示驱动器、而不是控制器。

4. 或者、您也可以选择位于页面底部的*全部显示前台*或*全部显示后端*。

更改磁盘架的视图顺序

您可以更改硬件页面上显示的磁盘架顺序、以匹配机柜中磁盘架的物理顺序。

步骤

1. 选择 * 硬件 * 。

2. 从磁盘架视图的右上角、选择向上或向下箭头以重新排列硬件页面上显示的磁盘架顺序。

打开磁盘架定位灯

要查找硬件页面上显示的磁盘架的物理位置、您可以打开磁盘架的定位灯。

步骤

1. 选择 * 硬件 * 。

2. 选择控制器架或驱动器架的下拉列表、然后选择*打开定位灯*。

磁盘架的定位灯亮起。

3. 在物理定位磁盘架后、返回对话框并选择*关闭*。
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更改磁盘架ID

磁盘架ID是一个数字、用于唯一标识存储阵列中的磁盘架。每个磁盘架视图的左上角会连
续编号、从00或01开始。

关于此任务

控制器固件会自动分配磁盘架ID、但如果要创建其他订购方案、您可以更改此编号。

步骤

1. 选择 * 硬件 * 。

2. 选择控制器架或驱动器架的下拉列表、然后选择*更改ID*。

3. 在更改磁盘架ID对话框中、选择下拉列表以显示可用数字。

此对话框不会显示当前分配给活动磁盘架的ID。

4. 选择一个可用数字、然后单击*保存*。

根据您选择的数量、可以在硬件页面上重新排列磁盘架顺序。如果需要、可以使用每个磁盘架右上角的向上/

向下箭头重新调整顺序。

查看磁盘架组件状态和设置

硬件页面提供了磁盘架组件的状态和设置、包括电源、风扇和电池。

关于此任务

可用组件取决于磁盘架类型：

• 驱动器架-在一个磁盘架中包含一组驱动器、电源/风扇箱、输入/输出模块(IOM)以及其他支持组件。

• 控制器架—在一个磁盘架中包含一组驱动器、一个或两个控制器箱、电源/风扇箱以及其他支持组件。

步骤

1. 选择 * 硬件 * 。

2. 选择控制器架或驱动器架的下拉列表、然后选择*查看设置*。

此时将打开磁盘架组件设置对话框、其中的选项卡会显示与磁盘架组件相关的状态和设置。根据所选磁盘架
的类型、可能不会显示表中所述的某些选项卡。
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选项卡 Description

磁盘架 *磁盘架*选项卡显示以下属性：

• 磁盘架ID—用于唯一标识存储阵列中的磁盘架。控制器固件会分配此编号、
但您可以通过选择菜单：Shelf[Change ID]来更改此编号。

• 磁盘架路径冗余-指定磁盘架与控制器之间的连接是否具有备用方法(是)或
非(否)。

• 当前驱动器类型-显示驱动器中内置的技术类型(例如、支持安全的SAS驱动
器)。如果存在多种驱动器类型、则会显示这两种技术。

• 序列号-显示磁盘架的序列号。

IOM (ESM) "IOM (ESM)*"选项卡显示输入/输出模块(IOM)的状态、也称为环境服务模
块(ESM)。它可监控驱动器架中组件的状态、并充当驱动器托盘和控制器之间的
连接点。

状态可以是"最佳"、"失败"、"最佳"(连线错误)或"未认证"。其他信息包括固件版
本和配置设置版本。

选择*显示更多设置*可查看最大和当前数据速率以及卡通信状态(是或否)。

您也可以通过选择IOM图标来查看此状态 、磁盘架下拉列表
旁边。

电源 *电源*选项卡显示电源箱和电源本身的状态。状态可以是"最佳"、"失败"、"已删
除"或"未知"。它还会显示电源的部件号。

您也可以通过选择电源图标来查看此状态 、磁盘架下拉列表
旁边。

风扇 *风扇*选项卡显示风扇箱和风扇本身的状态。状态可以是"最佳"、"失败"、"已删
除"或"未知"。

您也可以通过选择风扇图标来查看此状态 、磁盘架下拉列表
旁边。

温度 *温度*选项卡显示磁盘架组件的温度状态、例如传感器、控制器和电源/风扇
箱。状态可以是"最佳"、"已超过标称温度"、"已超过最大温度"或"未知"。

您也可以通过选择"温度"图标来查看此状态 、磁盘架下拉列表
旁边。
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选项卡 Description

电池 *电池*选项卡显示控制器电池的状态。状态可以是"最佳"、"失败"、"已删除"或"

未知"。其他信息包括电池使用时间、更换前的天数、学习周期以及学习周期之
间的周数。

您也可以通过选择电池图标来查看此状态 、磁盘架下拉列表
旁边。

SFP "* SFF*"选项卡显示了控制器上小型可插拔(SFP)收发器的状态。状态可以是"最
佳"、"失败"或"未知"。

选择*显示更多设置*可查看部件号、序列号和SFP供应商。

您也可以通过选择SFP图标来查看此状态 、磁盘架下拉列表
旁边。

3. 单击 * 关闭 * 。

更新电池学习周期

学习周期是指自动校准智能电池电量表的周期。这些周期按计划在同一天和时间自动开
始、间隔为8周(每个控制器)。如果要设置其他计划、可以调整学习周期。

关于此任务

更新学习周期会同时影响两个控制器电池。

步骤

1. 选择 * 硬件 * 。

2. 选择控制器架的下拉列表、然后选择*查看设置*。

3. 选择*电池*选项卡。

4. 选择*更新电池学习周期*。

此时将打开更新电池学习周期对话框。

5. 从下拉列表中、选择新的日期和时间。

6. 单击 * 保存 * 。

管理控制器

控制器状态

您可以将控制器置于三种不同的状态：联机、脱机和服务模式。
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联机状态

联机状态是控制器的正常运行状态。这意味着控制器运行正常、可用于I/O操作。

将控制器置于联机状态时、其状态将设置为最佳。

脱机状态

如果存储阵列中有两个控制器、则脱机状态通常用于准备要更换的控制器。控制器可以通过两种方式进入脱机状
态：您可以问题描述 显式命令、否则控制器可能会失败。控制器只能通过发出另一个显式命令或更换发生故障
的控制器来退出脱机状态。只有当存储阵列中有两个控制器时、才能使控制器脱机。

如果控制器处于脱机状态、则满足以下条件：

• 此控制器不可用于I/O

• 您不能通过该控制器管理存储阵列。

• 当前由该控制器拥有的任何卷将移至另一个控制器。

• 已禁用缓存镜像、并且所有卷均已更改为通过缓存模式写入。

服务模式

通常、只有技术支持才会使用服务模式将所有存储阵列卷移动到一个控制器、以便对另一个控制器进行诊断。控
制器必须手动置于服务模式、并且必须在服务操作完成后手动重新联机。

如果控制器处于服务模式、则满足以下条件：

• 此控制器不可用于I/O

• 技术支持可以通过串行端口或网络连接访问控制器、以分析潜在问题。

• 当前由该控制器拥有的任何卷将移至另一个控制器。

• 已禁用缓存镜像、并且所有卷均已更改为通过缓存模式写入。

分配IP地址的注意事项

默认情况下、控制器在发货时会在两个网络端口上启用DHCP。您可以分配静态IP地址、
使用默认静态IP地址或使用DHCP分配的IP地址。您也可以使用IPv6无状态自动配置。

默认情况下、新控制器上会禁用IPv6、但您可以使用其他方法配置管理端口IP地址、然后使
用System Manager在管理端口上启用IPv6。

当网络端口处于"链路关闭"状态时、即与LAN断开连接时、系统会将其配置报告为静态、显示IP地址0.0.0.0 (早
期版本)、或者已启用DHCP且未报告IP地址(后续版本)。在网络端口处于"链路启动"状态(即连接到LAN)后、它会
尝试通过DHCP获取IP地址。

如果控制器无法在给定网络端口上获取DHCP地址、则它将还原为默认IP地址、该地址可能需要长达3分钟的时
间。默认IP地址如下：

Controller 1 (port 1): IP Address: 192.168.128.101
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Controller 1 (port 2): IP Address: 192.168.129.101

Controller 2 (port 1): IP Address: 192.168.128.102

Controller 2 (port 2): IP Address: 192.168.129.102

分配IP地址时：

• 预留控制器上的端口2以供客户支持使用。请勿更改默认网络设置(已启用DHCP)。

• 要为E2800和E5700控制器设置静态IP地址、请使用SANtricity 系统管理器。要为E2700和E5600控制器设置
静态IP地址、请使用SANtricity 存储管理器。配置静态IP地址后、它将通过所有链路断开/启动事件保持设置
状态。

• 要使用DHCP分配控制器的IP地址、请将控制器连接到可以处理DHCP请求的网络。使用永久DHCP租约。

默认地址不会在链路关闭事件中保留。如果控制器上的网络端口设置为使用DHCP、则控制器
会尝试在每次链路启动事件(包括插入缆线、重新启动和重新加电)时获取DHCP地址。每
当DHCP尝试失败时、都会使用该端口的默认静态IP地址。

配置管理端口

此控制器包含一个用于系统管理的以太网端口。如有必要、您可以更改其传输参数和IP地
址。

关于此任务

在此操作步骤 期间、您可以选择端口1、然后确定速度和端口寻址方法。端口1连接到管理客户端可访问控制器
和System Manager的网络。

请勿使用任一控制器上的端口2。端口2已保留供技术支持使用。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 单击包含要配置的管理端口的控制器。

此时将显示控制器的上下文菜单。

4. 选择*配置管理端口*。

此时将打开配置管理端口对话框。
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5. 确保显示端口1、然后单击*下一步*。

6. 选择配置端口设置，然后单击 * 下一步 * 。

字段详细信息

字段 Description

速度和双工模式 如果您希望System Manager确定存储阵列与网络之间的传输参数、或者如
果您知道网络的速度和模式、请从下拉列表中选择参数、请保留自动协商设
置。列表中仅显示有效的速度和双工组合。

启用 IPv4/Enable IPv6 选择一个或两个选项以启用对 IPv4 和 IPv6 网络的支持。

如果选择*启用IPv*、则在单击*下一步*后、将打开一个对话框、用于选择IPv4设置。如果选择*启用IPv6*、
则在单击*下一步*后、将打开一个对话框、用于选择IPv6设置。如果同时选择这两个选项、则会首先打
开IPv4设置对话框、然后单击*下一步*、将打开IPv6设置对话框。

7. 自动或手动配置 IPv4 和 / 或 IPv6 设置。

字段详细信息

字段 Description

自动从 DHCP 服务器获
取配置

选择此选项可自动获取配置。

手动指定静态配置 选择此选项、然后输入控制器的IP地址。(如果需要、可以剪切地址并将其
粘贴到字段中。) 对于IPv4、请包括网络子网掩码和网关。对于 IPv6 ，请包
括可路由的 IP 地址和路由器 IP 地址。

如果更改IP地址配置、则会丢失存储阵列的管理路径。如果
您使用SANtricity 统一管理器全局管理网络中的阵列、请打开
用户界面并转到菜单：管理[发现]。如果您使用的
是SANtricity 存储管理器、则必须从企业管理窗口(EMW)中删
除此设备、并通过选择菜单：编辑(添加存储阵列)将其重新添
加到EMW中、然后输入新的IP地址。

8. 单击 * 完成 * 。

结果

管理端口配置显示在控制器设置的管理端口选项卡中。

配置NTP服务器地址

您可以配置与网络时间协议(NTP)服务器的连接、以便控制器定期查询NTP服务器以更新
其内部时间时钟。
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开始之前

• 必须在网络中安装和配置NTP服务器。

• 您必须知道主NTP服务器和可选备份NTP服务器的地址。这些地址可以是完全限定域名、IPv4地址或IPv6地
址。

如果输入NTP服务器的一个或多个域名、则还必须配置DNS服务器以解析NTP服务器地址。您只
需要在配置了NTP并提供了域名的控制器上配置DNS服务器。

关于此任务

通过NTP、存储阵列可以使用简单网络时间协议(Simple Network Time Protocol、SNTP)自动将控制器的时钟与
外部主机同步。控制器会定期查询已配置的NTP服务器、然后使用结果更新其内部时间时钟。如果只有一个控制
器启用了NTP、则备用控制器会定期将其时钟与启用了NTP的控制器同步。如果这两个控制器均未启用NTP、则
这些控制器会定期同步各自的时钟。

您无需在两个控制器上配置NTP；但是、这样做可以提高存储阵列在发生硬件或通信故障期间保
持同步的能力。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 单击要配置的控制器。

此时将显示控制器的上下文菜单。

4. 选择*配置NTP服务器*。

此时将打开配置网络时间协议(NTP)服务器对话框。

5. 选择*我要在控制器*上启用NTP (* A*或* B*)。

其他选择将显示在对话框中。

6. 选择以下选项之一：

◦ 自动从DHCP服务器获取NTP服务器地址-显示检测到的NTP服务器地址。

如果存储阵列设置为使用静态NTP地址、则不会显示任何NTP服务器。

◦ 手动指定NTP服务器地址-输入主NTP服务器地址和备份NTP服务器地址。备份服务器是可选的。(选择单
选按钮后、将显示这些地址字段。) 服务器地址可以是完全限定域名、IPv4地址或IPv6地址。

7. *可选：*输入备份NTP服务器的服务器信息和身份验证凭据。

8. 单击 * 保存 * 。

结果

NTP服务器配置显示在控制器设置的* DNS / nttp*选项卡中。
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配置DNS服务器地址

域名系统(Domain Name System、DNS)用于解析控制器和网络时间协议(Network Time

Protocol、NTP)服务器的完全限定域名。存储阵列上的管理端口可以同时支持IPv4或IPv6

协议。

开始之前

• 必须在网络中安装和配置DNS服务器。

• 您知道主DNS服务器的地址以及可选的备份DNS服务器。这些地址可以是IPv4地址或IPv6地址。

关于此任务

此操作步骤 介绍如何指定主DNS服务器地址和备份DNS服务器地址。可以选择将备份DNS服务器配置为在
主DNS服务器出现故障时使用。

如果您已使用动态主机配置协议(DHCP)配置存储阵列的管理端口、并且您有一个或多个与DHCP

设置关联的DNS或NTP服务器、则无需手动配置DNS或NTP。在这种情况下、存储阵列应已自动
获取DNS/NTP服务器地址。但是、您仍应按照以下说明打开对话框、并确保检测到正确的地址。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 选择要配置的控制器。

此时将显示控制器的上下文菜单。

4. 选择*配置DNS服务器*。

此时将打开配置域名系统(DNS)服务器对话框。

5. 选择以下选项之一：

◦ 自动从DHCP服务器获取DNS服务器地址--显示检测到的DNS服务器地址。

如果存储阵列设置为使用静态DNS地址、则不会显示DNS服务器。

◦ 手动指定DNS服务器地址-输入主DNS服务器地址和备用DNS服务器地址。备份服务器是可选的。(选择
单选按钮后、将显示这些地址字段。) 这些地址可以是IPv4地址或IPv6地址。

6. 单击 * 保存 * 。

7. 对另一个控制器重复上述步骤。

结果

DNS配置将显示在控制器设置的* DNS / nttp*选项卡中。
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查看控制器设置

您可以查看有关控制器的信息、例如主机接口、驱动器接口和管理端口的状态。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 执行以下操作之一以显示控制器设置：

◦ 单击控制器以显示上下文菜单、然后选择*查看设置*。

◦ 选择控制器图标(在*磁盘架*下拉列表旁边)。对于双工配置、从对话框中选择*控制器A*或*控制器B*、然
后单击*下一步*。

此时将打开控制器设置对话框。

4. 选择要在属性设置之间移动的选项卡。

某些选项卡的右上角有一个*显示更多设置*链接。
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字段详细信息

选项卡 Description

基础 显示控制器状态、型号名称、更换部件号、当前固件版本和非易失性静态随
机存取存储器(NVSRAM)版本。

缓存 显示了控制器的缓存设置、其中包括数据缓存、处理器缓存和缓存备份设
备。如果控制器断电、缓存备份设备用于备份缓存中的数据。状态可以是"

最佳"、"失败"、"已删除"、"未知"、"写保护"、 或不兼容。

主机接口 显示了主机接口信息以及每个端口的链路状态。主机接口是控制器与主机之
间的连接、例如光纤通道或iSCSI。

主机接口卡(HIC)位于基板或插槽(托架)中。"基板"表示HIC端
口内置在控制器中。"插槽"端口位于可选HIC上。

驱动器接口 显示了驱动器接口信息以及每个端口的链路状态。驱动器接口是控制器与驱
动器(例如SAS)之间的连接。

管理端口 显示管理端口详细信息、例如用于访问控制器的主机名以及是否已启用远程
登录。管理端口用于连接控制器和管理客户端、管理客户端是安装用于访
问System Manager的浏览器的位置。

DNS/NTP 显示DNS服务器和NTP服务器的寻址方法和IP地址(如果已在System

Manager中配置这些服务器)。

域名系统(Domain Name System、DNS)是一种命名系统、用于命名连接
到Internet或专用网络的设备。DNS服务器维护一个域名目录、并将其转换
为Internet协议(IP)地址。

网络时间协议(NTP)是一种网络协议、用于在数据网络中的计算机系统之间
进行时钟同步。

5. 单击 * 关闭 * 。

配置远程登录(SSH)

通过启用远程登录、您可以允许局域网外部的用户启动控制器上的SSH会话和访问设置。

对于SANtricity 11.74及更高版本、您还可以通过要求用户输入SSH密钥和/或SSH密码来配置多因素授
权(Multifactor Authorization、MFA)。对于SANtricity 11.73及更早版本、此功能不包含使用SSH密钥和密码进行
多因素授权的选项。

安全风险-出于安全原因、只有技术支持人员才应使用远程登录功能。

步骤
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1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 单击要为其配置远程登录的控制器。

此时将显示控制器的上下文菜单。

4. 选择*配置远程登录(SSH)。(对于SANtricity 11.73及更早版本、此菜单项为*更改远程登录。)

此时将打开一个对话框、用于启用远程登录。

5. 选中*启用远程登录*复选框。

此设置提供远程登录、并提供三个授权选项：

◦ 仅限密码。对于此选项、您已完成并可以单击*保存*。如果您使用的是双工系统、则可以按照上述步骤
在第二个控制器上启用远程登录。

◦ * SSH密钥或密码*。对于此选项、请继续执行下一步。

◦ 密码和SSH密钥。对于此选项、选中*需要授权的公有 密钥和密码才能进行远程登录*复选框、然后继续
下一步。

6. 填充*授权公有 密钥*字段。此字段包含一个授权公有 密钥列表、格式为OpenSSH *授权密钥*文件。

填充*授权公有 密钥*字段时、请注意以下准则：

◦ "授权公有 key"字段适用场景 两个控制器、只需要在第一个控制器上配置。

◦ *授权密钥*文件每行只能包含一个密钥。以#开头的行和空行将被忽略。有关文件格式的详细信息、请参
见 "为OpenSSH配置授权密钥"。

◦ 一个*授权密钥*文件应类似于以下示例：

ssh-rsa

AAAAB3NzaC1yc2EAAAADAQABAAABAQDJlG20rYTk4ok+xFjkPHYp/R0LfJqEYDLXA5AJ4

9w3DvAWLrUg+1CpNq76WSqmQBmoG9jgbcAB5ABGdswdeMQZHilJcu29iJ3OKKv6SlCulA

j1tHymwtbdhPuipd2wIDAQAB

7. 完成后、单击*保存*。

8. 对于双工系统、您可以按照上述步骤在第二个控制器上启用远程登录。如果要为密码和SSH密钥配置选项、
请务必再次选中*需要授权的公有 密钥和密码才能进行远程登录*复选框。

9. 技术支持完成故障排除后、您可以返回配置远程登录对话框并取消选中*启用远程登录*复选框来禁用远程登
录。如果在第二个控制器上启用了远程登录、则会打开一个确认对话框、并允许您同时禁用第二个控制器上
的远程登录。

禁用远程登录将终止任何当前SSH会话并拒绝任何新的登录请求。
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将控制器置于联机状态

如果控制器处于脱机状态或服务模式、您可以将其重新联机。

步骤

1. 选择 * 硬件 * 。

2. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

此图将发生变化，以显示控制器，而不是驱动器。

3. 单击处于脱机状态或服务模式的控制器。

此时将显示控制器的上下文菜单。

4. 选择*置于联机状态*、然后确认要执行此操作。

结果

多路径驱动程序检测到已还原的首选路径可能需要长达10分钟的时间。

在收到每个卷的I/O请求时、最初由该控制器拥有的任何卷都会自动移回控制器。在某些情况下、您可能需要使
用*重新分布卷*命令手动重新分布卷。

使控制器脱机

如果系统要求您这样做、则可以将控制器置于脱机状态。

开始之前

• 存储阵列必须具有两个控制器。未置于脱机状态的控制器必须处于联机状态（处于最佳状态）。

• 请确保未使用任何卷，或者在使用这些卷的所有主机上安装了多路径驱动程序。

关于此任务

[CAUTION]

====

请勿将控制器置于脱机状态、除非Recovery Guru或技术支持指示您这样做。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击要置于脱机状态的控制器。

+

此时将显示控制器的上下文菜单。

. 选择*置于脱机状态*、然后确认要执行此操作。
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.结果

System

Manager可能需要几分钟的时间才能将控制器状态更新为脱机。更新状态之前，请勿开始任何其他操

作。

[[IDd3aae5c6a68d034945ade81580a35c69]]

= 将控制器置于服务模式
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如果系统要求您执行此操作、则可以将控制器置于服务模式。

.开始之前

* 存储阵列必须具有两个控制器。未置于服务模式的控制器必须处于联机状态(处于最佳状态)。

* 请确保未使用任何卷，或者在使用这些卷的所有主机上安装了多路径驱动程序。

[NOTE]

====

将控制器置于服务模式可能会显著降低性能。请勿将控制器置于服务模式、除非技术支持指示您这样

做。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击要置于服务模式的控制器。

+

此时将显示控制器的上下文菜单。

. 选择*置于服务模式*、然后确认要执行此操作。

[[ID3d3910418ad54a616fa2172fe038df63]]
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= 重置(重新启动)控制器
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某些问题需要重置(重新启动)控制器。您可以重置控制器、即使您无法对其进行物理访问也是如此。

.开始之前

* 存储阵列必须具有两个控制器。不需要重置的控制器必须处于联机状态(处于最佳状态)。

* 请确保未使用任何卷，或者在使用这些卷的所有主机上安装了多路径驱动程序。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击要重置的控制器。

+

此时将显示控制器的上下文菜单。

. 选择*重置*、然后确认要执行此操作。

:leveloffset: -1

= 管理iSCSI端口

:leveloffset: +1

[[ID1abf6bae82fc830b245f87751b92c3fe]]

= 配置iSCSI端口
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如果控制器包含iSCSI主机连接、则可以从硬件页面配置iSCSI端口设置。

.开始之前

* 控制器必须包含iSCSI端口；否则、iSCSI设置不可用。

* 您必须知道网络速度(端口与主机之间的数据传输速率)。

[NOTE]

====

只有当存储阵列支持iSCSI时、才会显示iSCSI设置和功能。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击包含要配置的 iSCSI 端口的控制器。

+

此时将显示控制器的上下文菜单。

. 选择 * 配置 iSCSI 端口 * 。

+

[NOTE]

====

只有在System Manager检测到控制器上的iSCSI端口时、才会显示*配置iSCSI端口*选项。

====

+

此时将打开配置 iSCSI 端口对话框。

. 在下拉列表中，选择要配置的端口，然后单击 * 下一步 * 。

. 选择配置端口设置，然后单击 * 下一步 * 。

+

要查看所有端口设置，请单击对话框右侧的 * 显示更多端口设置 * 链接。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 端口设置 | Description

 a|
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已配置以太网端口速度(仅针对某些类型的主机接口卡显示)

 a|

在端口上选择与SFP速度功能匹配的速度。

 a|

正向错误更正(FEC)模式(仅针对某些类型的主机接口卡显示)

 a|

如果需要、请为指定主机端口选择一种FEC模式。

NOTE: Reed Solomon模式不支持25 Gbps端口速度。

 a|

启用 IPv4/Enable IPv6

 a|

选择一个或两个选项以启用对 IPv4 和 IPv6 网络的支持。

NOTE: 如果要禁用端口访问、请取消选中这两个复选框。

 a|

TCP侦听端口 (可通过单击*显示更多端口设置*来访问。)

 a|

如有必要，请输入新的端口号。

侦听端口是控制器用于侦听主机 iSCSI 启动程序的 iSCSI 登录的 TCP 端口号。默认侦听端口为

3260 。您必须输入 3260 或 49152 到 65535 之间的值。

 a|

MTU大小 (可通过单击*显示更多端口设置*来访问。)

 a|

如有必要，请为最大传输单元（ Maximum Transmission Unit ， MTU

）输入一个新大小（以字节为单位）。

默认最大传输单元（ Maximum Transmission Unit ， MTU ）大小为每帧 1500

字节。您必须输入一个介于 1500 和 9000 之间的值。
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 a|

启用 ICMP ping 响应

 a|

选择此选项可启用 Internet 控制消息协议（ Internet Control Message Protocol ，

ICMP ）。网络计算机的操作系统使用此协议发送消息。这些 ICMP

消息可确定主机是否可访问以及从该主机获取数据包所需的时间。

|===

====

+

如果选择了 * 启用 IPv* ，则在单击 * 下一步 * 后，将打开一个对话框，用于选择 IPv4

设置。如果选择了 * 启用 IPv6* ，则在单击 * 下一步 * 后，将打开一个对话框，用于选择

IPv6 设置。如果同时选择了这两个选项，则 IPv4 设置对话框将首先打开，然后单击 * 下一步 *

， IPv6 设置对话框将打开。

. 自动或手动配置 IPv4 和 / 或 IPv6 设置。要查看所有端口设置，请单击对话框右侧的 *

显示更多设置 * 链接。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 端口设置 | Description

 a|

自动获取配置

 a|

选择此选项可自动获取配置。

 a|

手动指定静态配置

 a|

选择此选项，然后在字段中输入静态地址。(如果需要、可以剪切地址并将其粘贴到字段中。)

对于IPv4、请包括网络子网掩码和网关。对于 IPv6 ，请包括可路由的 IP 地址和路由器 IP

地址。

 a|

启用VLAN支持 (可通过单击*显示更多设置*来访问。)

 a|

选择此选项可启用 VLAN 并输入其 ID 。VLAN

是一种逻辑网络，其行为与相同交换机，相同路由器或这两者所支持的其他物理和虚拟局域网（ LAN
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）在物理上是分开的。

 a|

启用以太网优先级(可通过单击*显示更多设置*来访问)。

 a|

选择此选项可启用用于确定网络访问优先级的参数。使用滑块选择介于1 (最低)和7 (最高

)之间的优先级。

在以太网等共享局域网（ LAN
）环境中，许多工作站可能会争用网络访问权限。访问权限按先到先得原则提供。两个工作站可能会
同时尝试访问网络，这会导致两个工作站重新关闭并等待，然后再重试。对于只有一个工作站连接到

交换机端口的交换式以太网，此过程会最小化。

|===

====

. 单击 * 完成 * 。

[[IDaf9574010330d9019dedaaa541a0246b]]
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为了提高iSCSI网络的安全性、您可以在控制器(目标)和主机(启动程序)之间设置身份验证。

System Manager使用质询握手身份验证协议(Challenge Handshake Authentication

Protocol、CHAP)方法、在初始链接期间验证目标和启动程序的身份。身份验证基于名为_CHAP

secret_的共享安全密钥。

.开始之前

您可以在为目标(控制器)设置CHAP密钥之前或之后为启动程序(iSCSI主机)设置CHAP密钥。在按照

此任务中的说明进行操作之前、您应等待主机先建立iSCSI连接、然后在各个主机上设置CHAP密钥。

建立连接后、主机的IQN名称及其CHAP密钥将在iSCSI身份验证对话框中列出(如本任务所述)、您无

需手动输入它们。

.关于此任务

您可以选择以下身份验证方法之一：
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* *单向身份验证*—使用此设置允许控制器对iSCSI主机的身份进行身份验证(单向身份验证)。

* *双向身份验证*—使用此设置可允许控制器和iSCSI主机执行身份验证(双向身份验证

)。此设置可通过使控制器对iSCSI主机的身份进行身份验证来提供第二级安全性、进而使iSCSI主机

对控制器的身份进行身份验证。

[NOTE]

====

只有当存储阵列支持iSCSI时、iSCSI设置和功能才会显示在设置页面上。

====

.步骤

. 选择菜单：设置[系统]。

. 在iSCSI设置下、单击*配置身份验证*。

+

此时将显示配置身份验证对话框、其中显示了当前设置的方法。此外、还会显示是否已配置任何主机

的CHAP机密。

. 选择以下选项之一：

+

** *无身份验证*-如果不希望控制器对iSCSI主机的身份进行身份验证、请选择此选项并单击*完成

*。此时、对话框将关闭、您将完成配置。

** *单向身份验证*—要允许控制器对iSCSI主机的身份进行身份验证、请选择此选项并单击*下一步

*以显示配置目标CHAP对话框。

** *双向身份验证*—要允许控制器和iSCSI主机执行身份验证、请选择此选项并单击*下一步

*以显示配置目标CHAP对话框。

. 对于单向或双向身份验证、输入或确认控制器(目标)的CHAP密钥。CHAP密钥必须介于12到

57个可打印ASCII字符之间。

+

[NOTE]

====

如果先前为控制器配置了CHAP密钥、则会屏蔽字段中的字符。如有必要、您可以替换现有字符(新字

符不会屏蔽)。

====

. 执行以下操作之一：

+

** 如果要配置_one-way_身份验证、请单击*完成*。此时、对话框将关闭、您将完成配置。

** 如果要配置_two-way_身份验证、请单击*下一步*以显示配置启动程序CHAP对话框。

. 对于双向身份验证、请输入或确认任何iSCSI主机(启动程序)的CHAP密钥、该密钥可以是12到

57个可打印ASCII字符。如果不想为特定主机配置双向身份验证、请将启动程序CHAP机密字段留空。

+

[NOTE]

254



====

如果先前为主机配置了CHAP密钥、则字段中的字符将被屏蔽。如有必要、您可以替换现有字符(新字

符不会屏蔽)。

====

. 单击 * 完成 * 。

.结果

除非未指定身份验证、否则在控制器和iSCSI主机之间的iSCSI登录序列期间会进行身份验证。

[[ID2e6783e40584c9c351f839e112d7f85d]]
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您可以启用与在iSCSI网络中发现存储设备相关的设置。

通过目标发现设置、您可以使用Internet存储名称服务(iSNS)协议注册存储阵列的iSCSI信息、还

可以确定是否允许未命名的发现会话。

.开始之前

如果iSNS服务器使用静态IP地址、则该地址必须可用于iSNS注册。支持IPv4和IPv6。

.关于此任务

您可以启用与iSCSI发现相关的以下设置：

* *启用iSNS服务器以注册目标*-启用后、存储阵列将从iSNS服务器注册其iSCSI限定名称

(IQN)和端口信息。此设置允许iSNS发现、以便启动程序可以从iSNS服务器检索IQN和端口信息。

* *启用未命名的发现会话*-启用未命名的发现会话后、启动程序(iSCSI主机

)无需在发现类型连接的登录顺序期间提供目标(控制器)的IQN。禁用后、主机需要提供IQN、以便与

控制器建立发现会话。但是、正常(I/O轴承)会话始终需要目标IQN。禁用此设置可以防止未经授权的

iSCSI主机仅使用其IP地址连接到控制器。

[NOTE]

====

只有当存储阵列支持iSCSI时、iSCSI设置和功能才会显示在设置页面上。

====

255



.步骤

. 选择菜单：设置[系统]。

. 在* iSCSI设置*下、单击*查看/编辑目标发现设置*。

+

此时将显示目标发现设置对话框。在*启用iSNS服务器*...字段下方、此对话框指示控制器是否已注

册。

. 要注册控制器、请选择*启用iSNS服务器以注册我的目标*、然后选择以下选项之一：

+

** *自动从DHCP服务器获取配置*-如果要使用动态主机配置协议(DHCP)服务器配置

iSNS服务器、请选择此选项。请注意、如果使用此选项、则必须将控制器上的所有iSCSI端口配置为

也使用DHCP。如有必要、请更新控制器iSCSI端口设置以启用此选项。

+

[NOTE]

====

要使DHCP服务器提供iSNS服务器地址、必须将DHCP服务器配置为使用选项43 -"`Vendor

Specific Information"。` 此选项需要包含iSNS服务器IPv4地址、以数据字节0xA-0xd (10-

13)为单位。

====

** *手动指定静态配置*-如果要输入iSNS服务器的静态IP地址、请选择此选项。

(如果需要、可以剪切地址并将其粘贴到字段中。) 在字段中、输入IPv4地址或

IPv6地址。如果同时配置了这两者、则IPv4为默认值。此外、输入TCP侦听端口(使用默认值3205或

输入介于49152和65535之间的值)。

. 要允许存储阵列参与未命名的发现会话、请选择*启用未命名的发现会话*。

+

** 启用后、无需iSCSI启动程序指定目标IQN即可检索控制器的信息。

** 禁用后、除非启动程序提供目标

IQN、否则会阻止发现会话。禁用未命名的发现会话可提高安全性。

. 单击 * 保存 * 。

.结果

当System Manager尝试向

iSNS服务器注册控制器时、会显示一个进度条。此过程可能需要长达五分钟的时间。

[[ID647a2b252faccb75b0b2c44b4206d0a2]]
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您可以查看与存储阵列的iSCSI连接的相关数据。

.关于此任务

System Manager将显示这些类型的iSCSI统计信息。所有统计信息均为只读、无法设置。

* *以太网MAC统计信息*-提供介质访问控制(MAC)的统计信息。MAC

还提供了一种称为物理地址或MAC地址的寻址机制。MAC地址是分配给每个网络适配器的唯一地址。MA

C地址有助于将数据包传送到子网络中的目标。

* *以太网TCP/IP统计信息*—提供TCP/IP的统计信息、即iSCSI

设备的传输控制协议(Transmission Control Protocol、TCP)和Internet协议(Internet

Protocol、IP)。通过TCP、联网主机上的应用程序可以创建彼此的连接、并通过这些连接以数据包

的形式交换数据。IP是一种面向数据的协议、用于在数据包交换的网络间通信数据。IPv4统计信息和

IPv6统计信息分别显示。

* *本地目标/启动程序(协议)统计信息*—显示

iSCSI目标的统计信息、该目标可对其存储介质进行块级访问、并显示在异步镜像操作中用作启动程

序时存储阵列的iSCSI统计信息。

* * DCBX运行状态统计信息*-显示各种数据中心桥接交换(DCBX)功能的运行状态。

* * LLDP TLV统计信息*-显示链路层发现协议(Link Layer Discovery Protocol、

LLDP)类型长度值(TLV)统计信息。

* * DCBX TLV统计信息*-显示用于标识数据中心桥接(Data Center Bridging、

DCB)环境中的存储阵列主机端口的信息。此信息将与网络对等方共享、以便于识别和使用。

您可以将其中每个统计信息作为原始统计信息或基线统计信息进行查看。原始统计信息是自控制器启

动以来收集的所有统计信息。基线统计信息是自设置基线时间以来收集的时间点统计信息。

.步骤

. 选择菜单：Support[支持中心>诊断]选项卡。

. 选择*查看iSCSI统计信息包*。

. 单击一个选项卡可查看不同的统计信息集。

. 要设置基线、请单击*设置新基线*。

+

设置基线将为统计信息的收集设置一个新的起点。所有iSCSI统计信息都使用相同的基线。

[[ID6b37862ed18c7ad7f5c8ee828f725323]]
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您可以查看有关与存储阵列的iSCSI连接的详细信息。iSCSI会话可以与异步镜像关系中的主机或远

程存储阵列进行。

.步骤

. 选择菜单：设置[系统]。

. 选择*查看/结束iSCSI会话*。

+

此时将显示当前iSCSI会话的列表。

. *可选：*要查看有关特定iSCSI会话的追加信息 、请选择一个会话、然后单击*查看详细信息*。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 项目 | Description

 a|

会话标识符(SSID)

 a|

一个十六进制字符串、用于标识iSCSI启动程序与iSCSI目标之间的会话。SSID由ISID和TPGT组成

。

 a|

启动程序会话ID (ISID)

 a|

会话标识符的启动程序部分。启动程序将在登录期间指定ISID。

 a|

目标门户组

 a|

iSCSI目标。
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 a|

目标门户组标记(TPGT)

 a|

会话标识符的目标部分。iSCSI目标门户组的16位数字标识符。

 a|

启动程序iSCSI名称

 a|

启动程序的全球唯一名称。

 a|

启动程序iSCSI标签

 a|

System Manager中设置的用户标签。

 a|

启动程序iSCSI别名

 a|

也可以与iSCSI节点关联的名称。此别名允许组织将用户友好型字符串与iSCSI名称相关联。但是、

别名不能替代iSCSI名称。启动程序iSCSI别名只能在主机上设置、而不能在System

Manager中设置

 a|

主机

 a|

向存储阵列发送输入和输出的服务器。

 a|

连接ID (CID)

 a|

启动程序与目标之间会话中连接的唯一名称。启动程序将生成此ID、并在登录请求期间将其呈现给目

标。在注销以关闭连接期间、也会显示连接ID。

 a|

以太网端口标识符
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 a|

与连接关联的控制器端口。

 a|

启动程序IP地址

 a|

启动程序的IP地址。

 a|

协商登录参数

 a|

在iSCSI会话登录期间处理的参数。

 a|

身份验证方法

 a|

对要访问iSCSI网络的用户进行身份验证的技术。有效值为* CHAP *和*无*。

 a|

标题摘要方法

 a|

显示iSCSI会话可能的标头值的技术。HeaderDigest和DataDigest可以是*无*或*

CRC32C*。两者的默认值均为*无*。

 a|

数据摘要方法

 a|

用于显示iSCSI会话的可能数据值的技术。HeaderDigest和DataDigest可以是*无*或*

CRC32C*。两者的默认值均为*无*。

 a|

最大连接数

 a|

iSCSI会话允许的最大连接数。最大连接数可以是1到4。默认值为*。
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 a|

目标别名

 a|

与目标关联的标签。

 a|

启动程序别名

 a|

与启动程序关联的标签。

 a|

目标IP地址

 a|

iSCSI会话的目标的IP地址。不支持DNS名称。

 a|

初始R2T

 a|

初始传输就绪状态。状态可以是*是*或*否*。

 a|

最大突发长度

 a|

此iSCSI会话的最大SCSI有效负载(以字节为单位)。最大突发长度可以介于512到262、144 (256

KB)之间。默认值为* 262、144 (256 KB)*。

 a|

第一个突发长度

 a|

此iSCSI会话中未经请求的数据的SCSI有效负载(以字节为单位)。第一个突发长度可以介于512到13

1、072 (128 KB)之间。默认值为*、65、536 (64 KB)*。

 a|
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默认等待时间

 a|

在连接终止或连接重置后尝试建立连接之前等待的最小秒数。默认等待时间值可以介于0到3600之间

。默认值为*。2

 a|

要保留的默认时间

 a|

连接终止或连接重置后仍可进行连接的最大秒数。默认保留时间可以为0到3600。默认值为*20*。

 a|

最大未完成R2T

 a|

此iSCSI会话未完成的最大"可传输"数。最大未完成的可传输值可以介于1到16之间。默认值为* 1

*。

 a|

错误恢复级别

 a|

此iSCSI会话的错误恢复级别。错误恢复级别值始终设置为*。

 a|

最大接收数据段长度

 a|

启动程序或目标可以在任何iSCSI有效负载数据单元(PDU)中接收的最大数据量。

 a|

目标名称

 a|

目标的官方名称(而不是别名)。格式为_iqn_的目标名称。

 a|

启动程序名称

 a|

启动程序的官方名称(而不是别名)。使用_iqn_或_eui_格式的启动程序名称。
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|===

====

. *可选：*要将报告保存到文件中、请单击*保存*。

+

文件将保存在浏览器的"Downloads"文件夹中、并使用文件名 `iscsi-session-

connections.txt`。

[[ID5d144b873e801ec4d93c9f2b6452cda5]]
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您可以结束不再需要的iSCSI会话。iSCSI会话可以与异步镜像关系中的主机或远程存储阵列进行。

.关于此任务

您可能希望结束iSCSI会话的原因如下：

* *未经授权的访问*-如果iSCSI启动程序已登录且无法访问、您可以结束iSCSI会话以强制

iSCSI启动程序退出存储阵列。iSCSI启动程序可能已登录、因为无身份验证方法可用。

* *系统停机时间*-如果需要关闭存储阵列、但您发现iSCSI

启动程序仍处于登录状态、则可以结束iSCSI会话以将iSCSI启动程序从存储阵列中移出。

.步骤

. 选择菜单：设置[系统]。

. 选择*查看/结束iSCSI会话*。

+

此时将显示当前iSCSI会话的列表。

. 选择要结束的会话

. 单击*结束会话*、然后确认要执行此操作。

[[ID5a9cc433dd68c81ac34778f0eab40690]]

= 通过InfiniBand端口配置iSER
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如果控制器包含基于InfiniBand的iSER端口、则可以配置与主机的网络连接。

.开始之前

* 控制器必须包含基于InfiniBand端口的iSER；否则、基于InfiniBand的iSER设置在System

Manager中不可用。

* 您必须知道主机连接的IP地址。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击具有要配置的iSER over InfiniBand端口的控制器。

+

此时将显示控制器的上下文菜单。

. 选择*通过InfiniBand端口配置iSER *。

+

此时将打开Configure iSER over InfiniBand Ports对话框。

. 在下拉列表中、选择要配置的HIC端口、然后输入主机的IP地址。

. 单击 * 配置 * 。

. 完成配置、然后单击*是*重置基于InfiniBand的iSER端口。

[[IDae66ed8ca9c96a102f6eb54bb6c31966]]
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如果存储阵列的控制器包含基于InfiniBand的iSER端口、则可以查看有关主机连接的数据。
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.关于此任务

System Manager会显示以下类型的基于InfiniBand的

iSER统计信息。所有统计信息均为只读、无法设置。

* *本地目标(协议)统计信息*—提供基于InfiniBand的

iSER目标的统计信息、其中显示了对其存储介质的块级访问。

* *基于InfiniBand接口的iSER统计信息*-提供InfiniBand接口上所有

iSER端口的统计信息、其中包括与每个交换机端口关联的性能统计信息和链路错误信息。

您可以将其中每个统计信息作为原始统计信息或基线统计信息进行查看。原始统计信息是自控制器启

动以来收集的所有统计信息。基线统计信息是自设置基线时间以来收集的时间点统计信息。

.步骤

. 选择菜单：设置[系统]。

. 选择*查看基于InfiniBand统计信息的iSER *。

. 单击一个选项卡可查看不同的统计信息集。

. *可选：*要设置基线、请单击*设置新基线*。

+

设置基线将为统计信息的收集设置一个新的起点。所有基于InfiniBand的iSER统计信息都使用相同

的基线。

:leveloffset: -1

= 管理NVMe端口

:leveloffset: +1
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某些控制器包含一个端口、用于在网络结构上实施NVMe (非易失性内存快速协议)。

NVMe支持主机与存储阵列之间的高性能通信。
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== 什么是NVMe？

_NVM_表示"非易失性内存"、是许多类型的存储设备中使用的永久性内存。_NVME (NVM

Express)是一种标准化接口或协议、专为与NVM设备进行高性能多队列通信而设计。

== 什么是基于网络结构的NVMe？

基于网络结构的NVMe (NVMe-oF)_

是一种技术规范、可通过网络在主机计算机和存储之间传输基于NVMe消息的命令和数据。NVMe存储阵

列(称为_subsystem_)可由使用网络结构的主机访问。NVMe命令已启用并封装在主机端和子系统端

的传输抽象层中。这样可以将高性能NVMe接口从主机端到端扩展到存储、并对命令集进行标准化和简

化。

NVMe-oF存储作为本地块存储设备提供给主机。卷(称为

_namespacage_)可以与任何其他块存储设备一样挂载到文件系统。您可以使用REST API、

SMcli或SANtricity 系统管理器根据需要配置存储。

== 什么是NVMe限定名称(NQN)？

NVMe限定名称(NQN)用于标识远程存储目标。存储阵列的NVMe限定名称始终由子系统分配、不能修改

。整个阵列只有一个NVMe限定名称。NVMe限定名称的长度限制为223个字符。您可以将其与iSCSI限

定名称进行比较。

== 什么是命名空间和命名空间ID？

命名空间相当于SCSI中与阵列中的卷相关的逻辑单元。命名空间ID (NSID)相当于

SCSI中的逻辑单元号(LUN)。您可以在创建命名空间时创建NSID、并将其设置为1到255之间的值。

== 什么是NVMe控制器？

与SCSI I_T Nexus类似、SCSI I_T

Nexus表示从主机启动程序到存储系统目标的路径、在主机连接过程中创建的NVMe控制器可在主机与

存储阵列中的命名空间之间提供访问路径。主机的NQN加上主机端口标识符可唯一标识NVMe控制器。

虽然NVMe控制器只能与单个主机关联、但它可以访问多个命名空间。

您可以使用SANtricity 系统管理器配置哪些主机可以访问哪些命名空间、并为主机设置命名空间

ID。然后、在创建NVMe控制器时、将创建可由NVMe控制器访问的命名空间ID列表、并使用这些ID配
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置允许的连接。

[[IDa4ccc46f968aac42e906ca99e97e66b6]]
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如果控制器包含基于InfiniBand的NVMe连接、则可以从硬件页面配置NVMe端口设置。

.开始之前

* 您的控制器必须包含基于InfiniBand的NVMe主机端口；否则、System Manager

中不提供基于InfiniBand的NVMe设置。

* 您必须知道主机连接的IP地址。

[NOTE]

====

只有当存储阵列的控制器包含基于InfiniBand的NVMe端口时、才会显示基于InfiniBand的NVMe设

置和功能。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击具有要配置的基于InfiniBand的NVMe端口的控制器。

+

此时将显示控制器的上下文菜单。

. 选择 * 配置基于 InfiniBand 端口的 NVMe * 。

+

此时将打开配置基于InfiniBand端口的NVMe对话框。

. 从下拉列表中选择要配置的HIC端口、然后输入IP地址。

+

如果要为EF600存储阵列配置支持200 GB的HIC、则此对话框会显示两个

IP地址字段、一个用于物理端口(外部)、一个用于虚拟端口(内部)。您应为这两个端口分配唯一的IP

地址。通过这些设置、主机可以在每个端口之间建立一条路径、并使HIC实现最高性能。如果不为虚拟

端口分配IP地址、HIC将以大约一半的速度运行。
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. 单击 * 配置 * 。

. 完成配置、然后单击*是*重置基于InfiniBand的NVMe端口。

[[IDe581daadd5cba82ac811b0f898e24546]]

= 配置基于RoCE的NVMe端口

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果您的控制器包括通过RoCE连接NVMe (基于融合以太网的RDMA)、则可以从硬件页面配置

NVMe端口设置。

.开始之前

* 您的控制器必须包含一个基于RoCE的NVMe主机端口；否则、System Manager中不提供基于

RoCE的NVMe设置。

* 您必须知道主机连接的IP地址。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了驱动器，请单击 * 显示磁盘架背面 * 。

+

此图将发生变化，以显示控制器，而不是驱动器。

. 单击具有要配置的基于 RoCE 的 NVMe 端口的控制器。

+

此时将显示控制器的上下文菜单。

. 选择 * 配置基于 RoCE 的 NVMe 端口 * 。

+

此时将打开配置基于RoCE的NVMe端口对话框。

. 在下拉列表中、选择要配置的HIC端口。

. 单击 * 下一步 * 。

+

要查看所有端口设置，请单击对话框右侧的 * 显示更多端口设置 * 链接。

+

.字段详细信息

[%collapsible]
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====

[cols="25h,~"]

|===

| 端口设置 | Description

 a|

已配置以太网端口速度

 a|

在端口上选择与SFP速度功能匹配的速度。

 a|

启用 IPv4/Enable IPv6

 a|

选择一个或两个选项以启用对 IPv4 和 IPv6 网络的支持。

NOTE: 如果要禁用端口访问、请取消选中这两个复选框。

 a|

MTU大小 (可通过单击*显示更多端口设置*来访问。)

 a|

如有必要，请为最大传输单元（ Maximum Transmission Unit ， MTU

）输入一个新大小（以字节为单位）。

默认最大传输单元（ Maximum Transmission Unit ， MTU ）大小为每帧 1500

字节。您必须输入一个介于 1500 和 9000 之间的值。

|===

====

+

如果选择了 * 启用 IPv* ，则在单击 * 下一步 * 后，将打开一个对话框，用于选择 IPv4

设置。如果选择了 * 启用 IPv6* ，则在单击 * 下一步 * 后，将打开一个对话框，用于选择

IPv6 设置。如果同时选择了这两个选项，则 IPv4 设置对话框将首先打开，然后单击 * 下一步 *

， IPv6 设置对话框将打开。

. 自动或手动配置 IPv4 和 / 或 IPv6 设置。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===
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| 端口设置 | Description

 a|

自动获取配置

 a|

选择此选项可自动获取配置。

 a|

手动指定静态配置

 a|

选择此选项，然后在字段中输入静态地址。(如果需要、可以剪切地址并将其粘贴到字段中。)

对于IPv4、请包括网络子网掩码和网关。对于 IPv6 ，请包括可路由的 IP 地址和路由器 IP

地址。     如果要为EF600存储阵列配置支持200 GB的

HIC、则此对话框会显示两组网络参数字段、一组用于物理端口(外部)、一组用于虚拟端口(内部)。

您应为这两个端口分配唯一的参数。通过这些设置、主机可以在每个端口之间建立一条路径、并使HIC

实现最高性能。如果不为虚拟端口分配IP地址、HIC将以大约一半的速度运行。

|===

====

. 单击 * 完成 * 。

[[ID6182203e5746beaf29bc6cf46a30be1f]]

= 查看基于网络结构的NVMe统计信息

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以查看有关通过网络结构连接到存储阵列的NVMe的数据。

.关于此任务

System Manager会显示这些类型的基于网络结构的

NVMe统计信息。所有统计信息均为只读、无法设置。

* * NVMe子系统统计信息*-显示NVMe控制器及其队列的统计信息。

NVMe控制器可在主机与存储阵列中的命名空间之间提供访问路径。您可以查看连接故障、重置和关闭

等项的NVMe子系统统计信息。

* * RDMA接口统计信息*-提供RDMA接口上所有基于网络结构的
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NVMe端口的统计信息、其中包括与每个交换机端口关联的性能统计信息和链路错误信息。只有当基于

网络结构的NVMe端口可用时、才会显示此选项卡。

您可以将其中每个统计信息作为原始统计信息或基线统计信息进行查看。原始统计信息是自控制器启

动以来收集的所有统计信息。基线统计信息是自设置基线时间以来收集的时间点统计信息。

.步骤

. 选择菜单：设置[系统]。

. 选择*查看基于网络结构的NVMe统计信息*。

. *可选：*要设置基线、请单击*设置新基线*。

+

设置基线将为统计信息的收集设置一个新的起点。所有NVMe统计信息都使用相同的基线。

:leveloffset: -1

= 管理驱动器

:leveloffset: +1

[[ID5c0c37e52b653e1b6ddf588262919006]]

= 驱动器状态

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

System Manager会报告驱动器的各种状态。

== 可访问性状态

[cols="25h,~"]

|===

| State | 定义

 a|
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已绕过

 a|

驱动器在物理上存在、但控制器无法通过任一端口与其通信。

 a|

不兼容

 a|

存在以下条件之一：

* 此驱动器未通过认证、无法在存储阵列中使用。

* 驱动器具有不同的扇区大小。

* 此驱动器具有较旧或较新固件版本中的不可用配置数据。

 a|

已删除

 a|

已从存储阵列中错误地删除此驱动器。

 a|

存在

 a|

控制器可以通过两个端口与驱动器进行通信。

 a|

无响应

 a|

驱动器未响应命令。

|===

== 角色状态

[cols="25h,~"]

|===

| State | 定义
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 a|

已分配

 a|

驱动器是池或卷组的成员。

 a|

正在使用的热备用磁盘

 a|

当前正在使用此驱动器替代出现故障的驱动器。热备用磁盘仅在卷组中使用、而不在池中使用。

 a|

备用热备用磁盘

 a|

该驱动器已准备好用于替代出现故障的驱动器。热备用磁盘仅在卷组中使用、而不在池中使用。

 a|

未分配

 a|

此驱动器不是池或卷组的成员。

|===

== 可用性状态

[cols="25h,~"]

|===

| State | 定义

 a|

失败

 a|

驱动器不工作。驱动器上的数据不可用。

 a|

即将发生故障

 a|

已检测到驱动器可能会很快出现故障。驱动器上的数据仍然可用。
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 a|

脱机

 a|

此驱动器不可用于存储数据、通常是因为它属于要导出的卷组或正在进行固件升级。

 a|

最佳

 a|

驱动器工作正常。

|===

[[IDb22ce51b26ce950e3c6f84159b09960b]]

= 固态磁盘(SSD)

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

固态磁盘（ SSD ）是指使用固态内存（ Flash ）持久存储数据的数据存储设备。SSD

可模拟传统硬盘驱动器，并可与硬盘驱动器使用相同的接口。

== SSD的优势

与硬盘驱动器相比、SSD的优势包括：

* 启动速度更快(无转速)

* 延迟更短

* 每秒I/O操作数(IOPS)更高

* 可靠性更高、移动部件更少

* 更低的电耗

* 产生的热量更少、所需的散热也更少
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== 识别SSD

在硬件页面中、您可以在前架视图中找到SSD。查找显示闪电图标的驱动器托架、该图标表示已安装S

SD。

== 卷组

一个卷组中的所有驱动器都必须具有相同的介质类型(所有SSD或所有硬盘驱动器)。卷组不能混合使

用介质类型或接口类型。

== 缓存

控制器的写入缓存始终为SSD启用。写入缓存可提高性能并延长SSD的使用寿命。

除了控制器缓存之外、您还可以实施SSD缓存功能来提高整体系统性能。在SSD缓存中、数据会从卷复

制并存储在两个内部RAID卷上(每个控制器一个)。

[[IDf40ffab0aca090de2fccaa1d567ca41a]]

= 限制驱动器视图

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果存储阵列包含具有不同类型的物理和逻辑属性的驱动器、则硬件页面将提供筛选字段、以帮助您

限制驱动器视图并查找特定驱动器。

.关于此任务

驱动器筛选器可以将视图限制为在某些逻辑位置(例如卷组1)仅查看某些类型的物理驱动器(例如、所

有SAS)以及某些安全属性(例如、支持安全)。您可以同时使用这些筛选器、也可以单独使用这些筛选

器。

[NOTE]

====

如果所有驱动器共享相同的物理属性、则不会显示*显示驱动器...*筛选字段。如果所有驱动器共享

相同的逻辑属性、则不会显示存储阵列*筛选器字段中的*任意位置。

====

.步骤
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. 选择 * 硬件 * 。

. 在第一个筛选器字段(在*显示驱动器...*下

)中、单击下拉箭头以显示可用的驱动器类型和安全属性。

+

驱动器类型可能包括：

+

** 驱动器介质类型(SSD、HDD)

** 驱动器接口类型

** 驱动器容量(最高到最低)

** 驱动器速度(从高到低)

安全属性可能包括：

** 支持安全保护

** 已启用安全保护

** 支持DA (数据保证)

** 符合 FIPS

** 符合FIPS (FIPS 140-2)

** FIPS兼容(FIPS 140-2)

+

如果所有驱动器的这些属性中有任何一个都相同、则它们不会显示在下拉列表中。例如、如果存储阵

列包含SAS接口且速度为15000 RPM的所有SSD驱动器、但某些

SSD具有不同的容量、则下拉列表仅显示容量作为筛选选项。

+

从字段中选择一个选项后、与您的筛选条件不匹配的驱动器将在图形视图中灰显。

. 在第二个筛选器框中、单击下拉箭头以显示驱动器的可用逻辑位置。

+

[NOTE]

====

如果需要清除筛选条件、请选择筛选框最右侧的*清除*。

====

+

逻辑位置可能包括：

+

** 池

** 卷组

** 热备用磁盘

** SSD 缓存

** 未分配

+

从字段中选择一个选项后、与您的筛选条件不匹配的驱动器将在图形视图中灰显。
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. 或者、您也可以选择筛选器字段最右侧的*打开定位灯*来打开所显示驱动器的定位灯。

+

此操作可帮助您以物理方式查找存储阵列中的驱动器。

[[IDdd4effe357db4a4b555cc6c1d839f34e]]

= 打开驱动器定位灯

:allow-uri-read:
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[role="lead"]

在硬件页面中、您可以打开定位器指示灯以查找驱动器在存储阵列中的物理位置。

.关于此任务

您可以找到硬件页面上显示的单个或多个驱动器。

.步骤

. 选择 * 硬件 * 。

. 要查找一个或多个驱动器、请执行以下操作之一：

+

** *单驱动器*—从磁盘架图中、找到要在阵列中物理定位的驱动器。

(如果图形显示了控制器、请单击*显示磁盘架正面*。) 单击驱动器以显示其上下文菜单、然后选择

*打开定位灯*。

+

驱动器的定位灯亮起。找到驱动器后、返回对话框并选择*关闭*。

** *多个驱动器*-
在筛选器字段中、从左侧下拉列表中选择一个物理驱动器类型、从右侧下拉列表中选择一个逻辑驱动

器类型。与您的条件匹配的驱动器数量显示在字段最右侧。接下来、您可以单击*打开定位灯*或从上

下文菜单中选择*查找所有筛选的驱动器*。找到驱动器后、返回对话框并选择*关闭*。

[[IDd00ca9f339bd6be41fa347719375a17a]]

= 查看驱动器状态和设置

:allow-uri-read:
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:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以查看驱动器的状态和设置、例如介质类型、接口类型和容量。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 选择要查看其状态和设置的驱动器。

+

此时将打开驱动器的上下文菜单。

. 选择 * 查看设置 * 。

+

此时将打开驱动器设置对话框。

. 要查看所有设置、请单击对话框右上角的*显示更多设置*。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 设置 | Description

 a|

Status

 a|

显示最佳、脱机、非关键故障和故障。     最佳状态表示所需的工作条件。

 a|

模式

 a|

显示已分配、未分配、热备用备用或热备用正在使用。

 a|
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位置

 a|

显示驱动器所在的磁盘架和托架编号。

 a|

已分配给/可以保护/保护

 a|

如果将驱动器分配给池、卷组或SSD缓存、则此字段将显示"已分配给"。

此值可以是池名称、卷组名称或SSD缓存名称。

如果驱动器已分配给热备用磁盘且其模式为备用、则此字段将显示"可保护"。

如果热备用磁盘可以保护一个或多个卷组、则会显示卷组名称。如果无法保护卷组、则显示0个卷组。

如果驱动器已分配给热备用磁盘且其模式正在使用中、则此字段将显示"正在保护"。

此值是受影响卷组的名称。

如果未分配此驱动器、则不会显示此字段。

 a|

介质类型

 a|

显示驱动器使用的录制介质类型、可以是硬盘驱动器(HDD)或固态磁盘(SSD)。

 a|

已用持久性百分比(仅在存在SSD驱动器时显示)

 a|

迄今为止写入驱动器的数据量除以理论写入总限制。

 a|

接口类型

 a|

显示驱动器使用的接口类型、例如SAS。

 a|

驱动器路径冗余

 a|

显示驱动器与控制器之间的连接是否为冗余(是)或非冗余(否)。

279



 a|

容量(GiB)

 a|

显示驱动器的可用容量(总配置容量)。

 a|

速度（ RPM ）

 a|

以RPM为单位显示速度(对于SSD不显示)。

 a|

当前数据速率

 a|

显示驱动器与存储阵列之间的数据传输速率。

 a|

逻辑扇区大小(字节)

 a|

显示驱动器使用的逻辑扇区大小。

 a|

物理扇区大小(字节)

 a|

显示驱动器使用的物理扇区大小。通常、硬盘驱动器的物理扇区大小为4096字节。

 a|

驱动器固件版本

 a|

显示了驱动器固件的修订版级别。

 a|

全球范围的标识符

 a|
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显示了驱动器的唯一十六进制标识符。

 a|

产品ID

 a|

显示制造商分配的产品标识符。

 a|

序列号

 a|

显示驱动器的序列号。

 a|

制造商

 a|

显示了驱动器的供应商。

 a|

制造日期

 a|

显示驱动器的构建日期。

NOTE: 不适用于NVMe驱动器。

 a|

支持安全保护

 a|

显示驱动器是否支持安全(是)(否)。支持安全的驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器、也可以是联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器(级别140-2或140-

3)、用于在写入期间对数据进行加密、并在读取期间对数据进行解密。这些驱动器被视为安全驱动器-

_capable"、因为可以使用驱动器安全功能提高安全性。如果为这些驱动器使用的卷组和池启用了驱

动器安全功能、则这些驱动器将变为secure—_enabled_.
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 a|

已启用安全保护

 a|

显示驱动器是否已启用安全保护(是)(否)。启用了安全保护的驱动器与驱动器安全功能结合使用。启

用驱动器安全功能后、如果将驱动器安全应用于安全-

_capable"驱动器上的池或卷组、则这些驱动器将变为安全-

_enabled_。只能通过配置了正确安全密钥的控制器进行读写访问。这种增强的安全性可防止未经授

权访问从存储阵列中物理删除的驱动器上的数据。

 a|

可读/写

 a|

显示驱动器是否可读/写(是)(否)。

 a|

驱动器安全密钥标识符

 a|

显示了已启用安全的驱动器的安全密钥。驱动器安全性是一种存储阵列功能，可通过全磁盘加密（

Full Disk Encryption ， FDE ）驱动器或联邦信息处理标准（ Federal Information

Processing Standard ， FIPS
）驱动器提供额外的安全层。如果将这些驱动器与驱动器安全功能结合使用，则需要使用安全密钥才
能访问其数据。从阵列中物理删除驱动器后、这些驱动器将无法运行、直到将其安装到另一个阵列中

为止、此时、这些驱动器将处于安全锁定状态、直到提供了正确的安全密钥为止。

 a|

支持数据保证(Data Assurance、DA)

 a|

显示数据保证(Data Assurance、DA)功能是否已启用(Yes)或未启用(No)。数据保证(Data

Assurance、DA)是一项功能、用于检查并更正在数据通过控制器向下传输到驱动器时可能发生的错

误。可以在池或卷组级别启用数据保证、主机使用光纤通道等具有DA功能的I/O接口。

 a|

支持DULBE

 a|

指示已取消分配或未写入逻辑块错误(DULBE")选项是启用("是")还是未启用("否")。DULBE"是NV

Me驱动器上的一个选项、它允许EF300或EF600存储阵列支持资源配置的卷。

|===

====
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. 单击 * 关闭 * 。

[[IDf972a7886fb2ed5142f3f372510eace1]]

= 从逻辑上更换驱动器
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如果某个驱动器出现故障或您出于任何其他原因需要更换、则可以在逻辑上将故障驱动器更换为未分

配的驱动器或完全集成的热备用驱动器。

.关于此任务

在逻辑上替换某个驱动器时、该驱动器将变为已分配、然后成为关联池或卷组的永久成员。

您可以使用logical replace选项替换以下类型的驱动器：

* 故障驱动器

* 缺少驱动器

* Recovery Guru通知您即将停产的SSD驱动器

* Recovery Guru通知您驱动器即将发生故障的硬盘驱动器

* 已分配的驱动器(仅适用于卷组中的驱动器、而不适用于池中的驱动器)

.开始之前

替代驱动器必须具有以下特征：

* 处于最佳状态

* 处于未分配状态

* 与要更换的驱动器具有相同的属性(介质类型、接口类型等)

* 相同的FDE功能(建议、但不要求)

* 相同的DA功能(建议使用、但不要求使用)

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 单击要在逻辑上替换的驱动器。

+
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此时将显示驱动器的上下文菜单。

. 单击*逻辑替换*。

. *可选：*选中*更换后故障驱动器*复选框、以便在更换后使原始驱动器发生故障。

+

只有在原始分配的驱动器未出现故障或不缺失时、才会启用此复选框。

. 从*选择替代驱动器*表中、选择要使用的替代驱动器。

+

此表仅列出与要更换的驱动器兼容的驱动器。如果可能、请选择一个将保持磁盘架丢失保护和抽屉丢

失保护的驱动器。

. 单击*替换*。

+

如果原始驱动器出现故障或丢失、则会使用奇偶校验信息在替代驱动器上重建数据。此重建将自动开

始。驱动器的故障指示灯熄灭、池或卷组中驱动器的活动指示灯开始闪烁。

+

如果原始驱动器未出现故障或丢失、则其数据将复制到替代驱动器。此复制操作将自动开始。复制操

作完成后、系统会将原始驱动器过渡到未分配状态、或者如果选中了复选框、则过渡到故障状态。

[[IDbd29d5fb2ca47646554eb671de431c1b]]

= 手动重建驱动器
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更换驱动器后、驱动器重建通常会自动开始。如果驱动器重建未自动启动、您可以手动启动重建。

[NOTE]

====

只有在技术支持或 Recovery Guru 指示执行此操作时，才能执行此操作。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。
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. 单击要手动重建的驱动器。

+

此时将显示驱动器的上下文菜单。

. 选择*重建*、然后确认您要执行此操作。

[[ID2801a4506dada416b8e920d0ffeaa10e]]

= 初始化(格式化)驱动器
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如果将分配的驱动器从一个存储阵列移动到另一个存储阵列、则必须先初始化(格式化)驱动器、然后

才能在新存储阵列中使用它们。

.关于此任务
初始化会从驱动器中删除先前的配置信息、并将其返回到未分配状态。然后、可以将此驱动器添加到

新存储阵列中的新池或卷组中。

移动单个驱动器时、请使用初始化驱动器操作。如果要将整个卷组从一个存储阵列移动到另一个存储

阵列、则无需初始化驱动器。

[CAUTION]

====

*可能的数据丢失*—初始化驱动器时、驱动器上的所有数据都将丢失。只有在技术支持要求时、才执行

此操作。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 单击要初始化的驱动器。

+

此时将显示驱动器的上下文菜单。

. 选择*初始化*、然后确认要执行此操作。
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[[IDbd32aeb4eeddf730c00d831a11ec7f60]]

= 驱动器发生故障
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如果系统要求您这样做、您可以手动使驱动器出现故障。

.关于此任务

System Manager可监控存储阵列中的驱动器。如果检测到驱动器生成大量错误、Recovery

Guru会通知您驱动器即将发生故障。如果发生这种情况、并且您有可用的替代驱动器、则可能需要使
该驱动器发生故障以采取预防性措施。如果没有可用的替代驱动器、您可以等待驱动器自行出现故障

。

[CAUTION]

====

*可能丢失数据访问*-此操作可能会导致数据丢失或数据冗余丢失。只有在技术支持或 Recovery

Guru 指示执行此操作时，才能执行此操作。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 单击要失败的驱动器。

+

此时将显示驱动器的上下文菜单。

. 选择*失败*。

. 保持选中*在故障前复制驱动器内容*复选框。

+

只有已分配的驱动器和非RAID 0卷组才会显示复制选项。

+

在驱动器出现故障之前、请确保复制驱动器的内容。根据您的配置、如果不先复制驱动器的内容、可

能会丢失关联池或卷组上的所有数据或数据冗余。

+

与重建相比、复制选项可以加快驱动器恢复速度、并减少在复制操作期间另一个驱动器发生故障时卷

发生故障的可能性。
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. 确认要使驱动器出现故障。

+

驱动器发生故障后、请至少等待30秒、然后再将其删除。

[[IDdd0e933aae4c65588c917702d078351b]]

= 擦除驱动器
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您可以使用擦除选项准备要从系统中删除的未分配驱动器。此操作步骤

会永久删除数据、以确保无法再次读取数据。

.开始之前

驱动器必须处于未分配状态。

.关于此任务
只有在要永久删除驱动器上的所有数据时、才使用擦除选项。如果驱动器已启用安全保护、则擦除选

项将执行加密擦除、并将驱动器的安全属性重置回支持安全保护的属性。

[NOTE]

====

擦除功能不支持某些旧型号的驱动器。如果您尝试擦除其中一个较旧的型号、则会显示一条错误消息

。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 您也可以使用筛选器字段查看磁盘架中所有未分配的驱动器。从*显示驱动器

...*下拉列表中、选择*未分配*。

+

磁盘架视图仅显示未分配的驱动器；所有其他驱动器均显示为灰色。

. 要打开驱动器的上下文菜单、请单击要擦除的驱动器。
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(如果要选择多个驱动器、可以在擦除驱动器对话框中执行此操作。)

+

[CAUTION]

====

*可能的数据丢失*-擦除操作无法撤消。确保在操作步骤 期间选择正确的驱动器。

====

. 从上下文菜单中、选择*擦除*。

+

此时将打开擦除驱动器对话框、其中显示了所有符合擦除操作条件的驱动器。

. 如果需要、请从表中选择其他驱动器。您不能选择

_all_驱动器；请确保仍有一个驱动器处于未选中状态。

. 键入以确认操作 `erase`，然后单击*Erase。

+

[CAUTION]

====

请务必继续执行此操作。在下一个对话框中单击是后、此操作将无法中止。

====

. 在估计完成时间对话框中、单击*是*继续执行擦除操作。

.结果

擦除操作可能需要几分钟或几小时。您可以在菜单：主页(查看正在执行的操作)中查看状态。擦除操

作完成后、驱动器可在其他卷组或磁盘池中或其他存储阵列中使用。

.完成后

如果要再次使用该驱动器、必须先对其进行初始化。要执行此操作、请从驱动器的上下文菜单中选择*

初始化*。

[[ID4577f5d6248e0b1ac8a774f7e46d601e]]

= 解锁或重置锁定的NVMe或FIPS驱动器
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如果您将一个或多个锁定的NVMe或FIPS驱动器插入存储阵列、则可以通过添加与这些驱动器关联的安

全密钥文件来解锁驱动器数据。如果您没有安全密钥、则可以通过输入每个锁定驱动器的物理安全ID

(PSID)对其执行重置、以重置其安全属性并擦除驱动器数据。
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.开始之前

* 对于"Unlock"(解锁)选项、请确保安全密钥文件(扩展名为 `.slk`)在管理客户端

(具有用于访问System Manager的浏览器的系统)上可用。您还必须知道与密钥关联的密码短语。

* 对于"Reset"选项、您必须在要重置的每个驱动器上找到PSID。要找到

PSID、请物理卸下驱动器、并在驱动器标签上找到PSID字符串(最多32个字符)、然后重新安装驱动

器。

.关于此任务

此任务介绍如何通过将安全密钥文件导入到存储阵列中来解锁NVMe或FIPS驱动器中的数据。如果安全

密钥不可用、此任务还会介绍如何对锁定的驱动器执行重置。

[NOTE]

====

如果驱动器已使用外部密钥管理服务器锁定、请在System Manager中选择菜单：设置(系统

)>安全密钥管理、以配置外部密钥管理并解锁驱动器。

====

您可以从"硬件"页面或菜单：设置[系统>安全密钥管理]访问解锁功能。以下任务提供了硬件页面中

的说明。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 选择要解锁或重置的NVMe或FIPS驱动器。

+

此时将打开驱动器的上下文菜单。

. 选择*解锁*以应用安全密钥文件；如果没有安全密钥文件、则选择*重置*。

+

只有在选择锁定的NVMe或FIPS驱动器时、才会显示这些选项。

+

[CAUTION]

====

在重置操作期间、所有数据都会被擦除。只有在没有安全密钥的情况下、才能执行重置。重置锁定驱

动器会永久删除驱动器上的所有数据、并将其安全属性重置为"支持安全"、但未启用。*此操作不可逆

。*

====

. 执行以下操作之一：

+

.. *解锁*：在*解锁安全驱动器*对话框中、单击*浏览

*、然后选择与要解锁的驱动器对应的安全密钥文件。接下来、输入密码短语、然后单击*解锁*。
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.. *重置*：在*重置锁定驱动器*对话框中，在字段中输入PSID字符串，然后键入 `RESET`

确认。单击*重置*。

+

对于解锁操作、只需执行一次此操作即可解锁所有NVMe或FIPS驱动器。对于重置操作、您必须分别选

择要重置的每个驱动器。

.结果

现在、该驱动器可在另一个卷组或磁盘池中使用、也可在另一个存储阵列中使用。

:leveloffset: -1

= 管理热备件

:leveloffset: +1
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对于System Manager、热备用磁盘可充当RAID 1、RAID 5或RAID 6卷组中的备用驱动器。

它们是功能完备的驱动器、不包含任何数据。如果卷组中的某个驱动器发生故障、控制器会自动将故

障驱动器中的数据重新构建到分配为热备用驱动器的驱动器中。

热备用磁盘不专用于特定卷组。它们可用于存储阵列中的任何故障驱动器、只要热备用驱动器和驱动

器共享以下属性：

* 容量相等(或热备用磁盘容量更大)

* 相同介质类型(例如HDD或SSD)

* 相同的接口类型(例如SAS)
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== 如何识别热备用磁盘

您可以通过初始设置向导或硬件页面分配热备用磁盘。要确定是否已分配热备用磁盘、请转到硬件页

面并查找以粉色显示的任何驱动器托架。

== 热备用磁盘覆盖的工作原理

热备用磁盘覆盖范围如下：

* 您可以将未分配的驱动器预留为RAID 1、RAID 5或RAID 6卷组的热备用驱动器。

+

[NOTE]

====

热备用磁盘不能用于具有不同数据保护方法的池。池会在池的每个驱动器中预留备用容量(称为_pres

ervation

capacity_)、而不是预留额外的驱动器。如果池中的驱动器发生故障、则控制器将以该备用容量重

建数据。

====

* 如果RAID 1、RAID 5或RAID

6卷组中的驱动器发生故障、控制器将自动使用冗余数据重建故障驱动器中的数据。热备用磁盘会自动

替换故障驱动器、而无需物理交换。

*

在物理更换故障驱动器后、会从热备用驱动器到更换的驱动器执行回写操作。如果已将热备用驱动器

指定为卷组的永久成员、则不需要执行回写操作。

*

卷组的托盘丢失保护和抽盒丢失保护是否可用取决于卷组中驱动器的位置。由于驱动器发生故障以及
热备用驱动器的位置、托盘丢失保护和抽盒丢失保护可能会丢失。要确保托盘丢失保护和抽盒丢失保

护不受影响、您必须更换故障驱动器以启动回写过程。

*

在更换故障驱动器时、存储阵列卷将保持联机并可访问、因为热备用驱动器会自动替换故障驱动器。

== 热备用驱动器容量注意事项

选择容量等于或大于要保护的驱动器总容量的驱动器。例如、如果您有一个配置容量为8 GiB的18

GiB驱动器、则可以使用一个9

GiB或更大的驱动器作为热备用驱动器。通常、除非驱动器的容量等于或大于存储阵列中最大驱动器的

容量、否则不要将其分配为热备用驱动器。

[NOTE]

====

如果没有具有相同物理容量的热备用磁盘、则如果驱动器的"已用容量"等于或小于热备用驱动器的容
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量、则可以将容量较低的驱动器用作热备用磁盘。

====

== 介质和接口类型的注意事项

用作热备用磁盘的驱动器必须与要保护的驱动器共享相同的介质类型和接口类型。例如、HDD驱动器不

能用作SSD驱动器的热备用磁盘。

== 支持安全的驱动器的注意事项

支持安全的驱动器(例如FDE或FIPS)可用作具有或不具有安全功能的驱动器的热备用磁盘。但是、不

支持安全的驱动器不能用作具有安全功能的驱动器的热备用磁盘。

如果您选择一个已启用安全保护的驱动器来用作热备用磁盘、则System

Manager会提示您先执行安全擦除、然后才能继续操作。安全擦除会将驱动器的安全属性重置为支持

安全但未启用安全。

[NOTE]

====

启用驱动器安全功能后、如果从支持安全的驱动器创建池或卷组、则这些驱动器将变为_secure

enabled"。只能通过配置了正确安全密钥的控制器进行读写访问。这种增强的安全性可防止未经授权

访问从存储阵列中物理删除的驱动器上的数据。

====

== 建议的热备用驱动器数量

如果您使用初始设置向导自动创建热备用磁盘、则System

Manager会为特定介质类型和接口类型的每30个驱动器创建一个热备用磁盘。否则、您可以在存储阵

列中的卷组之间手动创建热备用驱动器。

[[IDe4b4371b060edd357a83d02ee0273e88]]

= 分配热备用磁盘
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您可以在RAID 1、RAID 5或RAID

6卷组中将热备用磁盘分配为备用驱动器、以实现额外的数据保护。如果其中一个卷组中的驱动器发生

故障、则控制器会将故障驱动器中的数据重新构建到热备用磁盘中。

.开始之前

* 必须创建RAID 1、RAID 5或RAID 6卷组。

(热备用磁盘不能用于池。相反、池会使用每个驱动器中的备用容量来保护其数据。)

* 必须具有满足以下条件的驱动器：

+

** 未分配、状态为最佳。

** 与卷组中的驱动器类型相同(例如SSD)。

** 与卷组中的驱动器的接口类型相同(例如、SAS)。

** 容量等于或大于卷组中驱动器的已用容量。

.关于此任务

此任务介绍如何从硬件页面手动分配热备用磁盘。建议覆盖的范围是每个驱动器集两个热备件。

[NOTE]

====

也可以通过初始设置向导分配热备用磁盘。您可以通过在硬件页面上查看以粉色显示的驱动器托架来

确定是否已分配热备用磁盘。

====

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 选择要用作热备用磁盘的未分配驱动器(以灰色显示)。

+

此时将打开驱动器的上下文菜单。

. 选择*分配热备用磁盘*。

+

如果驱动器已启用安全擦除、则会显示Secure Erase

Drive？此时将打开对话框。要使用启用了安全保护的驱动器作为热备用驱动器、必须先执行安全擦

除操作以删除其所有数据并重置其安全属性。

+

[CAUTION]

====

*可能的数据丢失*—确保选择的驱动器正确无误。完成安全擦除操作后、您将无法恢复任何数据。
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====

+

如果驱动器*未*安全启用、则会打开确认分配热备用驱动器对话框。

. 查看对话框中的文本、然后确认操作。

+

驱动器在硬件页面上以粉色显示、表示它现在是热备用磁盘。

.结果

如果RAID 1、RAID 5或RAID

6卷组中的驱动器发生故障、控制器会自动使用冗余数据将故障驱动器中的数据重建到热备用磁盘。

[[IDf4da2ea57b8ea2f051ae85079786011c]]

= 取消分配热备用磁盘
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您可以将热备用磁盘重新更改为未分配的驱动器。

.开始之前

热备用磁盘必须处于最佳待机状态。

.关于此任务

您不能取消分配当前接管故障驱动器的热备用磁盘。如果热备用磁盘未处于最佳状态、请按照Recove

ry Guru过程更正所有问题、然后再尝试取消分配驱动器。

.步骤

. 选择 * 硬件 * 。

. 如果图形显示了控制器、请单击*显示磁盘架正面*。

+

此图将发生变化、以显示驱动器、而不是控制器。

. 选择要取消分配的热备用驱动器(以粉色显示)。

+

如果粉色驱动器托架中存在对角线、则表示热备用磁盘当前正在使用中、无法取消分配。

+

此时将打开驱动器的上下文菜单。

294



. 从驱动器的下拉列表中、选择*取消分配热备用磁盘*。

+

此对话框将显示因删除此热备用磁盘而受影响的任何卷组、以及是否有任何其他热备用磁盘对其进行

保护。

. 确认取消分配操作。

.结果

驱动器将恢复为未分配(以灰色显示)。

:leveloffset: -1

= 磁盘架常见问题解答
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= 什么是磁盘架丢失保护和抽屉丢失保护？
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磁盘架丢失保护和抽盒丢失保护是池和卷组的属性、可用于在单个磁盘架或抽盒发生故障时保持数据

访问。

== 磁盘架丢失保护

磁盘架是指包含驱动器或驱动器和控制器的机箱。磁盘架丢失保护功能可确保在与单个驱动器磁盘架
完全失去通信时能够访问池或卷组中卷上的数据。完全失去通信的一个示例可能是驱动器架断电或两

个I/O模块(IOM)均发生故障。

[NOTE]

====

如果池或卷组中的驱动器已发生故障、则无法保证磁盘架丢失保护。在这种情况下、如果无法访问某

个驱动器架以及池或卷组中的另一个驱动器、则会导致数据丢失。

====
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磁盘架丢失保护的标准取决于保护方法、如下表所述：

[cols="1a,1a,1a"]

|===

| 级别 | 磁盘架丢失保护的标准 | 所需的最小磁盘架数

 a|

池

 a|

该池必须包含至少来自五个磁盘架的驱动器、并且每个磁盘架中的驱动器数量必须相等。磁盘架丢失

保护不适用于高容量磁盘架；如果您的系统包含高容量磁盘架、请参阅"抽屉丢失保护"。

 a|

5.

 a|

RAID 6

 a|

卷组在一个磁盘架中包含的驱动器不超过两个。

 a|

3.

 a|

RAID 3或RAID 5

 a|

卷组中的每个驱动器都位于一个单独的磁盘架中。

 a|

3.

 a|

RAID 1

 a|

RAID 1对中的每个驱动器都必须位于一个单独的磁盘架中。

 a|

2.

 a|

RAID 0

 a|
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无法实现磁盘架丢失保护。

 a|

不适用

|===

== 抽盒丢失保护

抽盒是拉出以访问驱动器的磁盘架的一个隔室。只有大容量磁盘架才具有抽盒。抽盒丢失保护功能可
确保在与单个抽盒完全失去通信时能够访问池或卷组中卷上的数据。完全失去通信的一个示例可能是

抽盒断电或抽盒内的内部组件发生故障。

[NOTE]

====

如果池或卷组中的驱动器已发生故障、则不保证提供抽盒丢失保护。在这种情况下、如果无法访问某

个抽盒(以及池或卷组中的另一个驱动器)、则会导致数据丢失。

====

抽盒丢失保护的标准取决于保护方法、如下表所述：

[cols="1a,1a,1a"]

|===

| 级别 | 抽盒丢失保护的标准 | 所需的最小抽盒数量

 a|

池

 a|

候选池必须包含所有抽盒中的驱动器、并且每个抽盒中的驱动器数量必须相等。

池中必须至少包含五个抽盒中的驱动器、并且每个抽盒中的驱动器数量必须相等。

如果池包含15、20、25、30、35、 40、45、50、55或60个驱动器。首次创建后、可以将增量以

5的倍数添加到池中。

 a|

5.

 a|

RAID 6

 a|

卷组在一个抽屉中包含的驱动器不超过两个。

 a|

3.
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 a|

RAID 3或RAID 5

 a|

卷组中的每个驱动器都位于一个单独的抽盒中。

 a|

3.

 a|

RAID 1

 a|

镜像对中的每个驱动器都必须位于一个单独的抽盒中。

 a|

2.

 a|

RAID 0

 a|

无法实现抽盒丢失保护。

 a|

不适用

|===

[[ID226c24652d8793a2b6e54ac32c68cca4]]

= 什么是电池学习周期？
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学习周期是指自动校准智能电池电量表的周期。

学习周期包括以下阶段：

* 受控电池放电

* 休息时间

* 收费

298



电池将放电至预定的阈值。在此阶段、将校准电池电量表。

学习周期需要以下参数：

* 电池电量已满

* 无过热电池

双工控制器系统的学习周期会同时进行。对于使用多个电池或一组电池供电的控制器、学习周期按顺

序进行。

学习周期按计划定期在一周中的同一时间和同一天自动启动。周期之间的间隔以周为单位进行说明。

[NOTE]

====

学习周期可能需要几个小时才能完成。

====

:leveloffset: -1

= 控制器常见问题解答
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= 什么是自动协商？
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自动协商是指网络接口能够自动将其自身的连接参数(速度和双工)与另一个网络接口进行协调。

自动协商通常是配置管理端口的首选设置；但是、如果协商失败、不匹配的网络接口设置可能会严重
影响网络性能。如果这种情况不可接受、您应手动将网络接口设置为正确的配置。自动协商由控制器

的以太网管理端口执行。iSCSI主机总线适配器不会执行自动协商。

[NOTE]
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====

如果自动协商失败、控制器将尝试在10BASE-T半双工位置建立连接、这是最低的通用分母。

====

[[IDa59e436b49454ea14bd0d9bc1fd89de5]]

= 什么是IPv6无状态地址自动配置？
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使用无状态自动配置时、主机不会从服务器获取地址和其他配置信息。

IPv6中的无状态自动配置功能包括链路本地地址、多播和邻居发现(ND)协议。IPv6可以从底层数据

链路层地址生成地址的接口ID。

无状态自动配置与有状态自动配置互为补充。例如、主机可以使用无状态自动配置来配置自己的地址
、但可以使用有状态自动配置来获取其他信息。有状态自动配置允许主机从服务器获取地址和其他配

置信息。Internet协议版本6

(IPv6)还定义了一种方法、可通过此方法一次性重新编号网络上的所有IP地址。IPv6为网络上的设

备定义了一种无需服务器即可自动配置其IP地址和其他参数的方法。

使用无状态自动配置时、设备会执行以下步骤：

. *生成链路本地地址*-设备生成链路本地地址、地址有10位、后跟54个零、后跟64位接口ID。

. *测试链路本地地址的唯一性

*—节点将进行测试、以确保其生成的链路本地地址未在本地网络上使用。节点使用NDD协议发送邻居
请求消息。作为响应、本地网络会侦听邻居公告消息、这表示另一个设备已在使用链路本地地址。如

果是、则必须生成新的链路本地地址或自动配置失败、并且必须使用另一种方法。

. *分配链路本地地址*-如果设备通过唯一性测试、则设备会将链路本地地址分配给其

IP接口。链路本地地址可用于在本地网络上进行通信、但不能通过Internet进行通信。

. *联系路由器

*—节点尝试联系本地路由器、以了解有关继续配置的详细信息。执行此联系的方法是、侦听路由器定
期发送的路由器公告消息、或者发送特定的路由器请求消息以要求路由器提供有关下一步操作的信息

。

. *向节点提供方向*-

路由器向节点提供如何继续自动配置的方向。或者、路由器会告知主机如何确定全局Internet地址。

. *配置全局地址*—主机使用其全局唯一

Internet地址对自身进行配置。此地址通常由路由器提供给主机的网络前缀构成。
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[[IDfbd838fe31bded04f0183ea4f8e17641]]

= 我可以选择以下哪项—DHCP或手动配置？
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网络配置的默认方法是动态主机配置协议(Dynamic Host Configuration Protocol、

DHCP)。除非您的网络没有DHCP服务器、否则请始终使用此选项。

[[ID995a1404237cc09d42adf6e99c0746e6]]

= 什么是DHCP服务器？
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动态主机配置协议(Dynamic Host Configuration Protocol、DHCP)

是一种可自动执行Internet协议(IP)地址分配任务的协议。

必须为连接到TCP/IP网络的每个设备分配一个唯一的IP地址。这些设备包括存储阵列中的控制器。

如果没有DHCP、网络管理员可以手动输入这些IP地址。使用DHCP时、当客户端需要启动TCP/IP操作

时、客户端会广播地址信息请求。DHCP服务器接收请求、在称为租赁期的指定时间段内分配新地址、

并将该地址发送给客户端。使用DHCP时、设备每次连接到网络时都可以具有不同的IP地址。在某些系

统中、即使设备仍处于连接状态、设备的IP地址也会发生更改。

[[IDf0d5c046ea9721bd5c07fb4289edd0fa]]

= 如何配置DHCP服务器？
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您必须将动态主机配置协议(DHCP)服务器配置为对存储阵列中的控制器使用静态Internet协议(IP)

地址。
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DHCP服务器分配的IP地址通常是动态的、可能会发生更改、因为它们的租赁期已到期。某些设备(例

如服务器和路由器)需要使用静态地址。存储阵列中的控制器还需要静态IP地址。

有关如何分配静态地址的信息、请参见DHCP服务器的文档。

[[ID77c45cc616e3c106d121bd3d722b637e]]

= 为什么需要更改控制器网络配置？
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使用带外管理时、您必须为每个控制器设置网络配置、包括其Internet协议(IP)地址、子网掩码(子

网掩码)和网关。

您可以使用动态主机配置协议(DHCP)服务器设置网络配置。如果您不使用DHCP服务器、则必须手动

输入网络配置。

[[IDb5fb505575a830c5e5e3ae425183a45f]]

= 从何处获取网络配置？

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以从网络管理员处获取Internet协议(IP)地址、子网掩码(子网掩码)和网关信息。

在控制器上配置端口时需要此信息。

[[ID325bf322579d9ca0d093cf589d6a5b4d]]

= 什么是ICMP ping响应？
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Internet控制消息协议(Internet Control Message Protocol、ICMP)是

TCP/IP套件的协议之一。

。 `ICMP echo request` 和(`ICMP echo reply` 消息通常称为 `ping` 消息。 `Ping`
是一种故障排除工具、供系统管理员用来手动测试网络设备之间的连接、以及测试网络延迟和数据包

丢失。。 `ping` 命令会发送 `ICMP echo request`

连接到网络上的设备、设备立即响应(`ICMP echo reply`。有时、公司的网络安全策略需要

`ping` (`ICMP echo reply`)在所有设备上禁用、使未经授权的人员更难发现它们。

[[ID318a9bdc497b7429bc8ed794bc5d9be7]]

= 何时应从DHCP服务器刷新端口配置或iSNS服务器？
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随时修改或升级DHCP服务器、并且与当前存储阵列和要使用的存储阵列相关的DHCP信息已更改、请刷

新此服务器。

具体而言、如果您知道DHCP服务器将分配不同的地址、请从DHCP服务器刷新端口配置或iSNS服务器

。

[NOTE]

====

刷新端口配置会对该端口上的所有iSCSI连接造成破坏。

====

[[IDb69759ba01da833e35c1beff7866be67]]

= 配置管理端口后应执行什么操作？
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如果更改了存储阵列的IP地址、则可能需要在Unified Manager中更新全局阵列视图。
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要在Unified Manager中更新全局阵列视图、请打开界面并转到菜单：Manage (管理)[Discover

(发现)。

如果您仍在使用SANtricity 存储管理器、请转到企业管理窗口

(EMW)、其中必须删除并重新添加新的IP地址。

[[ID4752bd52f77214cded858295cbaba641]]

= 为什么存储系统处于非最佳模式？

:allow-uri-read:

:icons: font

:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

存储系统处于非最佳模式是由于系统配置无效状态所致。尽管处于此状态、但完全支持对现有卷的正

常I/O访问；但是、System Manager将禁止某些操作。

存储系统可能会过渡到"系统配置无效"、原因如下：

* 此控制器不合规、可能是因为其子型号ID (SMID)代码不正确或已超过高级功能限制。

* 正在执行内部服务操作、例如驱动器固件下载。

* 控制器超过奇偶校验错误阈值并进入锁定状态。

* 发生常规锁定情况。

:leveloffset: -1

= iSCSI常见问题解答

:leveloffset: +1

[[IDefa1e399659f75f4f2f97b301b1a706a]]

= 使用iSNS服务器进行注册时会发生什么情况？

:allow-uri-read:
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:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/
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[role="lead"]

使用Internet存储名称服务(iSNS)服务器信息时、可以将主机(启动程序)配置为查询iSNS服务器

以从目标(控制器)检索信息。

此注册可为iSNS服务器提供控制器的iSCSI限定名称(IQN)和端口信息、并允许在启动程序(iSCSI

主机)和目标(控制器)之间进行查询。

[[ID56b0e6bd9c429fee9d5d2dc6b96ced95]]

= iSCSI自动支持哪些注册方法？

:allow-uri-read:
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[role="lead"]

iSCSI实施支持Internet存储名称服务(iSNS)发现方法或使用发送目标命令。

iSNS方法允许在启动程序(iSCSI主机)和目标(控制器)之间进行iSNS发现。您注册目标控制器以向i

SNS服务器提供控制器的iSCSI限定名称(IQN)和端口信息。

如果不配置iSNS、则iSCSI主机可以在iSCSI发现会话期间发送发送目标命令。作为响应、控制器将

返回端口信息(例如目标IQN、端口IP地址、侦听端口和目标端口组)。如果使用iSNS、则不需要此发

现方法、因为主机启动程序可以从iSNS服务器检索目标IP。

[[IDcdb743e94851dfdb78c62091484818cf]]

= 如何解读基于InfiniBand统计信息的iSER？
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[role="lead"]

查看基于InfiniBand的iSER统计信息对话框可显示本地目标(协议)统计信息和基于InfiniBand的

iSER (IB)接口统计信息。所有统计信息均为只读、无法设置。

* *本地目标(协议)统计信息*—提供基于InfiniBand的

iSER目标的统计信息、其中显示了对其存储介质的块级访问。

* * iSER over InfiniBand Interface statistics*—提供InfiniBand

接口上所有基于InfiniBand端口的iSER的统计信息、其中包括与每个交换机端口关联的性能统计信

息和链路错误信息。
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您可以将其中每个统计信息作为原始统计信息或基线统计信息进行查看。原始统计信息是自控制器启

动以来收集的所有统计信息。基线统计信息是自设置基线时间以来收集的时间点统计信息。

[[IDf7b7eb5c07aee1e75a9768e10988f192]]

= 要通过InfiniBand配置或诊断iSER、还需要执行哪些操作？
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下表列出了可用于配置和管理基于InfiniBand会话的iSER的System Manager功能。

[NOTE]

====

只有当存储阵列的控制器包含基于InfiniBand的iSER主机管理端口时、iSER over

InfiniBand设置才可用。

====

[cols="35h,~"]

|===

| Action | 位置

 a|

通过InfiniBand端口配置iSER

 a|

. 选择 * 硬件 * 。

. 选择*显示磁盘架的背面*。

. 选择一个控制器。

. 选择*通过InfiniBand端口配置iSER *。

或

. 选择菜单：设置[系统]。

. 向下滚动到*基于InfiniBand设置的iSER *、然后选择*基于InfiniBand端口配置iSER *。

 a|
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查看基于InfiniBand的iSER统计信息

 a|

. 选择菜单：设置[系统]。

. 向下滚动到*基于InfiniBand设置的iSER *、然后选择*基于InfiniBand统计信息查看iSER

*。

|===

[[IDd4071e74fe5bb2e7a153d79b5832c7f7]]

= 配置或诊断iSCSI还需要执行哪些操作？
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iSCSI会话可以与异步镜像关系中的主机或远程存储阵列进行。下表列出了可用于配置和管理这些iSC

SI会话的System Manager功能。

[NOTE]

====

只有当存储阵列支持iSCSI时、iSCSI设置才可用。

====

== 配置iSCSI

[cols="1a,1a"]

|===

| Action | 位置

 a|

管理iSCSI设置

 a|

. 选择菜单：设置[系统]。

. 向下滚动到* iSCSI设置*可查看所有管理功能。
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 a|

配置iSCSI端口

 a|

. 选择 * 硬件 * 。

. 选择*显示磁盘架的背面*。

. 选择一个控制器。

. 选择 * 配置 iSCSI 端口 * 。

 a|

设置主机CHAP密钥

 a|

. 选择菜单：设置[系统]。

. 向下滚动到* iSCSI设置*、然后选择*配置身份验证*。

或

. 选择菜单： Storage[Hosts] 。

. 选择一个主机成员。

. 单击菜单：查看/编辑设置[主机端口]选项卡。

|===

== 诊断iSCSI

[cols="1a,1a"]

|===

| Action | 位置

 a|

查看或结束iSCSI会话

 a|

. 选择菜单：设置[系统]。

. 向下滚动到* iSCSI设置*、然后选择*查看/结束iSCSI会话*。

或

. 选择菜单：Support[支持中心>诊断]选项卡。

. 选择*查看/结束iSCSI会话*。
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 a|

查看iSCSI统计信息

 a|

. 选择菜单：设置[系统]。

. 向下滚动到* iSCSI设置*、然后选择*查看iSCSI统计信息包*。

或

. 选择菜单：Support[支持中心>诊断]选项卡。

. 选择*查看iSCSI统计信息包*。

|===

:leveloffset: -1

= NVMe常见问题解答

:leveloffset: +1

[[IDfd09b16adcf6a1c939ed74f8ad176582]]

= 如何解读基于网络结构的NVMe统计信息？

:allow-uri-read:

:icons: font
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[role="lead"]

查看基于网络结构的NVMe统计信息对话框显示NVMe子系统和RDMA接口的统计信息。所有统计信息均

为只读、无法设置。

* * NVMe子系统统计信息*-显示NVMe控制器及其队列的统计信息。

NVMe控制器可在主机与存储阵列中的命名空间之间提供访问路径。您可以查看连接故障、重置和关闭

等项的NVMe子系统统计信息。有关这些统计信息的详细信息、请单击*查看表标题的图例*。

* * RDMA接口统计信息*-提供RDMA接口上所有基于网络结构的

NVMe端口的统计信息、其中包括与每个交换机端口关联的性能统计信息和链路错误信息。只有当基于

网络结构的NVMe端口可用时、才会显示此选项卡。有关统计信息的详细信息、请单击*查看表标题的

图例*。
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您可以将其中每个统计信息作为原始统计信息或基线统计信息进行查看。原始统计信息是自控制器启

动以来收集的所有统计信息。基线统计信息是自设置基线时间以来收集的时间点统计信息。

[[ID808f6677ed2ccecdb073755f9adbe2e7]]

= 要配置或诊断基于InfiniBand的NVMe、还需要执行哪些操作？

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

下表列出了可用于配置和管理基于InfiniBand的NVMe会话的System Manager功能。

[NOTE]

====

只有当存储阵列的控制器包含基于InfiniBand的NVMe端口时、基于InfiniBand的NVMe设置才可用

。

====

[cols="35h,~"]

|===

| Action | 位置

 a|

配置基于InfiniBand的NVMe端口

 a|

. 选择 * 硬件 * 。

. 选择*显示磁盘架的背面*。

. 选择一个控制器。

. 选择 * 配置基于 InfiniBand 端口的 NVMe * 。

或

. 选择菜单：设置[系统]。

. 向下滚动到*基于InfiniBand的NVMe设置*、然后选择*配置基于InfiniBand端口的NVMe *。
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 a|

查看基于InfiniBand的NVMe统计信息

 a|

. 选择菜单：设置[系统]。

. 向下滚动到*基于InfiniBand的NVMe设置*、然后选择*查看基于网络结构的NVMe统计信息*。

|===

[[IDd69c41dcc76226367e2fb32e71beb1d3]]

= 要通过RoCE配置或诊断NVMe、还需要执行哪些操作？

:allow-uri-read:

:experimental:
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以从硬件和设置页面配置和管理基于RoCE的NVMe。

[NOTE]

====

只有当存储阵列的控制器包含基于RoCE的NVMe端口时、基于RoCE的NVMe设置才可用。

====

[cols="35h,~"]

|===

| Action | 位置

 a|

配置基于RoCE的NVMe端口

 a|

. 选择 * 硬件 * 。

. 选择*显示磁盘架的背面*。

. 选择一个控制器。

. 选择 * 配置基于 RoCE 的 NVMe 端口 * 。

或

. 选择菜单：设置[系统]。

. 向下滚动到*基于RoCE的NVMe设置*、然后选择*配置基于RoCE的NVMe端口*。
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 a|

查看基于网络结构的NVMe统计信息

 a|

. 选择菜单：设置[系统]。

. 向下滚动到*基于RoCE的NVMe设置*、然后选择*查看基于网络结构的NVMe统计信息*。

|===

[[IDb6071fbffba17022656522b6fb0b363b]]

= 为什么一个物理端口有两个IP地址？
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[role="lead"]

EF600存储阵列可以包含两个HIC—一个外部HIC和一个内部HIC。

在此配置中、外部HIC连接到内部辅助HIC。您可以从外部HIC访问的每个物理端口都具有来自内部HI

C的关联虚拟端口。

要获得最大200 GB性能、必须为物理端口和虚拟端口分配唯一的

IP地址、以便主机可以与每个端口建立连接。如果不为虚拟端口分配IP地址、HIC将以大约一半的速

度运行。

[[IDa226479a1e0956374ee7389ad13ab262]]

= 为什么一个物理端口有两组参数？
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[role="lead"]

EF600存储阵列可以包含两个HIC—一个外部HIC和一个内部HIC。

在此配置中、外部HIC连接到内部辅助HIC。您可以从外部HIC访问的每个物理端口都具有来自内部HI

C的关联虚拟端口。
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要获得最大200

GB的性能、您必须为物理端口和虚拟端口分配参数、以便主机可以与每个端口建立连接。如果不为虚

拟端口分配参数、HIC将以大约一半的可用速度运行。

:leveloffset: -1

= 驱动器常见问题解答

:leveloffset: +1

[[ID450fdea35cde0c70b4a9375509a9d684]]

= 什么是热备用驱动器？

:allow-uri-read:
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[role="lead"]

热备用磁盘在RAID 1、RAID 5或RAID

6卷组中充当备用驱动器。它们是功能完备的驱动器、不包含任何数据。如果卷组中的驱动器发生故障

、控制器会自动将故障驱动器中的数据重新构建为热备用磁盘。

如果存储阵列中的某个驱动器发生故障、则热备用驱动器会自动替换故障驱动器、而无需物理交换。
如果在驱动器发生故障时热备用驱动器可用、则控制器会使用冗余数据将故障驱动器中的数据重建到

热备用驱动器。

热备用驱动器并非专用于特定卷组。相反、您可以为存储阵列中容量相同或容量较小的任何故障驱动

器使用热备用驱动器。热备用驱动器的介质类型(HDD或SSD)必须与它所保护的驱动器相同。

[NOTE]

====

池不支持热备用驱动器。池使用构成池的每个驱动器中的保留容量、而不是热备用驱动器。

====

[[ID81dc40d1e7ed8044ed2d56a98c6251c1]]

= 什么是保留容量？

:allow-uri-read:

:icons: font
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:relative_path: ./sm-hardware/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

保留容量是指池中为支持潜在驱动器故障而预留的容量(驱动器数量)。

创建池时、系统会根据池中的驱动器数量自动预留默认保留容量。

池会在重建期间使用保留容量、而卷组则会出于相同目的使用热备用驱动器。与热备用驱动器相比、
保留容量方法有所改进、因为它可以更快地进行重建。对于热备用驱动器、保留容量会分布在池中的

多个驱动器上、而不是分布在一个驱动器上、因此您不会受到一个驱动器的速度或可用性的限制。

[[IDcba8c1bb001909eb6fd81ea7f84e812a]]

= 为什么要从逻辑上更换驱动器？
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[role="lead"]

如果某个驱动器发生故障或您出于任何其他原因需要更换它、并且您的存储阵列中有一个未分配的驱
动器、则可以从逻辑上将故障驱动器替换为未分配的驱动器。如果您没有未分配的驱动器、则可以改

用物理方式更换该驱动器。

原始驱动器中的数据将复制或重建到替代驱动器上。

[[ID581cc4e5cb2a8f205f9147d5b01049e8]]

= 在何处可以查看正在重建的驱动器的状态？
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[role="lead"]

您可以从"正在执行的操作"信息板查看驱动器重建状态。

在主页页面中、单击右上角的*查看正在进行的操作*链接。

根据驱动器的不同、完全重建可能需要相当长的时间。如果卷所有权发生变化、则可能会进行完全重

建、而不是快速重建。
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:leveloffset: -1

= 警报

:leveloffset: +1

[[ID3f82632f1162c6b47744e639ed7e0ed9]]

= 警报概述
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[role="lead"]

您可以将System Manager配置为通过电子邮件、SNMP陷阱和系统日志消息发送存储阵列警报。

== 什么是警报？

_Alerts_向管理员通知存储阵列上发生的重要事件。事件可能包括电池故障、组件从最佳状态移至脱

机状态或控制器出现冗余错误等问题。所有严重事件以及一些警告和信息性事件均视为"可处理"。

了解更多信息。

* xref:{relative_path}how-alerts-work.html["警报的工作原理"]

* xref:{relative_path}alerts-terminology.html["警报术语"]

== 如何配置警报？

您可以将警报配置为作为消息发送到一个或多个电子邮件地址、作为SNMP陷阱发送到SNMP服务器或作

为消息发送到系统日志服务器。可从菜单：设置[警报]访问警报配置。

了解更多信息。
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* xref:{relative_path}configure-mail-server-and-recipients-for-

alerts.html["为警报配置邮件服务器和收件人"]

* xref:{relative_path}configure-syslog-server-for-

alerts.html["为系统日志服务器配置警报"]

* xref:{relative_path}configure-snmp-alerts.html["配置SNMP警报"]

== 相关信息

详细了解与警报相关的概念：

* xref:{relative_path}../sm-support/overview-event-log.html["事件日志概述"]

* xref:{relative_path}why-are-timestamps-inconsistent-between-the-array-

and-alerts.html["时间戳不一致"]

= 概念

:leveloffset: +1
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= 警报的工作原理

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

警报会向管理员通知存储阵列上发生的重要事件。可以通过电子邮件， SNMP

陷阱和系统日志发送警报。

警报过程的工作原理如下：

. 管理员在System Manager中配置以下一种或多种警报方法：

+

** *电子邮件*-将消息发送到电子邮件地址。

** * SNMP *- SNMP陷阱将发送到SNMP服务器。

** *系统日志*-将消息发送到系统日志服务器。
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. 当存储阵列的事件监控器检测到问题描述 时、它会将有关该问题描述 的信息写入事件日志

(可从菜单：Support[事件日志]中获取)。例如、问题可能包括电池故障、组件从最佳状态移至脱机

状态或控制器出现冗余错误等事件。

. 如果事件监控器确定该事件为"可处理"事件、则会使用配置的警报方法(电子邮件、SNMP和

/或系统日志)发送通知。所有严重事件以及一些警告和信息性事件均视为"可处理"。

== 警报配置

您可以通过初始设置向导(仅适用于电子邮件警报)或警报页面配置警报。要检查当前配置、请转到菜

单：设置[警报]。

"Alerts"图块显示警报配置、可以是以下配置之一：

* 未配置。

* 已配置；已至少设置一种警报方法。要确定配置了哪些警报方法、请将光标指向此图块。

== 警报信息

警报可以包括以下类型的信息：

* 存储阵列的名称。

* 与事件日志条目相关的事件错误类型。

* 事件发生的日期和时间。

* 事件的简短问题描述。

[NOTE]

====

系统日志警报遵循RFC 5424消息传送标准。

====
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了解警报术语如何应用于存储阵列。

[cols="25h,~"]

|===

| 组件 | Description

 a|

事件监控器

 a|

事件监控器位于存储阵列上、并作为后台任务运行。当事件监控器检测到存储阵列上的异常时、它会
将有关问题的信息写入事件日志。问题可能包括电池故障、组件从最佳状态移至脱机状态或控制器出

现冗余错误等事件。如果事件监控器确定该事件为"可处理"事件、则会使用配置的警报方法(电子邮件

、SNMP和/或系统日志)发送通知。所有严重事件以及一些警告和信息性事件均视为"可处理"。

 a|

邮件服务器

 a|

邮件服务器用于发送和接收电子邮件警报。服务器使用简单邮件传输协议(SMTP)。

 a|

SNMP

 a|

简单网络管理协议(Simple Network Management Protocol、SNMP)是一种

Internet标准协议、用于在IP网络上的设备之间管理和共享信息。

 a|

SNMP陷阱

 a|

SNMP陷阱是发送到SNMP服务器的通知。此陷阱包含有关存储阵列重大问题的信息。

 a|

SNMP 陷阱目标

 a|

SNMP陷阱目标是运行SNMP服务的服务器的IPv4或IPv6地址。
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 a|

社区名称

 a|

团体名称是一个字符串、其作用类似于SNMP环境中网络服务器的密码。

 a|

MIB文件

 a|

管理信息库(Management Information Base、

MIB)文件定义了要在存储阵列中监控和管理的数据。必须使用SNMP服务应用程序在服务器上复制和编

译此文件。此MIB文件随System Manager软件一起提供、位于支持站点上。

 a|

MIB变量

 a|

管理信息库(Management Information Base、

MIB)变量可以返回存储阵列名称、阵列位置以及响应SNMP GetRequests的联系人等值。

 a|

系统日志

 a|

系统日志是网络设备用于向日志记录服务器发送事件消息的协议。

 a|

UDP

 a|

用户数据报协议(User Datagram Protocol、

UDP)是一种传输层协议、用于在其数据包标头中指定源端口号和目标端口号。

|===

:leveloffset: -1

= 管理电子邮件警报
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要配置电子邮件警报、您必须指定邮件服务器地址和警报收件人的电子邮件地址。最多允许20个电子

邮件地址。

.开始之前

* 邮件服务器的地址必须可用。该地址可以是IPv4或IPv6地址、也可以是完全限定域名。

+

[NOTE]

====

要使用完全限定域名、必须在两个控制器上配置DNS服务器。您可以从硬件页面配置DNS服务器。

====

* 要用作警报发件人的电子邮件地址必须可用。此地址显示在警报消息的"发件人"字段中。

SMTP协议中需要提供发件人地址；如果没有此地址、则会导致错误。

*

警报收件人的电子邮件地址必须可用。收件人通常是网络管理员或存储管理员的地址。您最多可以输

入20个电子邮件地址。

.关于此任务

此任务介绍如何配置邮件服务器、输入发件人和收件人的电子邮件地址以及测试从"警报"页面输入的

所有电子邮件地址。

[NOTE]

====

也可以从初始设置向导配置电子邮件警报。

====

.步骤

. 选择菜单：设置[警报]。

. 选择*电子邮件*选项卡。

+

如果尚未配置电子邮件服务器、电子邮件选项卡将显示配置邮件服务器。

. 选择*配置邮件服务器*。
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+

此时将打开配置邮件服务器对话框。

. 输入邮件服务器信息、然后单击*保存*。

+

** *邮件服务器地址*-输入邮件服务器的完全限定域名、IPv4地址或IPv6地址。

+

[NOTE]

====

要使用完全限定域名、必须在两个控制器上配置DNS服务器。您可以从硬件页面配置DNS服务器。

====

** *电子邮件发件人地址*-

输入要用作电子邮件发件人的有效电子邮件地址。此地址将显示在电子邮件的"发件人"字段中。

** *加密*—如果要对消息进行加密、请选择* SMTPS*或*

STARTTLS作为加密类型、然后选择加密消息的端口号。否则、请选择*无*。

** *用户名和密码*-

如果需要、请输入用户名和密码、以便向传出发件人和邮件服务器进行身份验证。

** *在电子邮件中包含联系信息*-

要在警报消息中包含发件人的联系信息、请选择此选项、然后输入姓名和电话号码。

+

单击*保存*后、电子邮件地址将显示在警报页面的电子邮件选项卡中。

. 选择*添加电子邮件*。

+

此时将打开添加电子邮件对话框。

. 输入警报收件人的一个或多个电子邮件地址、然后单击*添加*。

+

电子邮件地址将显示在警报页面上。

. 如果要确保电子邮件地址有效、请单击*测试所有电子邮件*向收件人发送测试消息。

.结果
配置电子邮件警报后、每当发生可警报的事件时、事件监控器都会向指定的收件人发送电子邮件消息

。
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您可以更改接收电子邮件警报的收件人的电子邮件地址。

.开始之前

您要编辑的电子邮件地址必须在警报页面的电子邮件选项卡中定义。

.步骤

. 选择菜单：设置[警报]。

. 选择*电子邮件*选项卡。

. 从*电子邮件地址*表中、选择要更改的地址、然后单击最右侧的*编辑*(铅笔)图标。

+

该行将变为可编辑字段。

. 输入新地址、然后单击*保存*(复选标记)图标。

+

[NOTE]

====

如果要取消更改、请选择*取消*(X)图标。

====

.结果

警报页面的电子邮件选项卡将显示更新后的电子邮件地址。
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您最多可以为电子邮件警报添加20个收件人。

.步骤

. 选择菜单：设置[警报]。

. 选择*电子邮件*选项卡。

. 选择*添加电子邮件*。
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+

此时将打开添加电子邮件对话框。

. 在空字段中、输入新的电子邮件地址。如果要添加多个地址、请选择*添加其他电子邮件

*以打开另一个字段。

. 单击 * 添加 * 。

.结果

警报页面的电子邮件选项卡将显示新的电子邮件地址。
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您可以删除先前定义的邮件服务器、以使警报不再发送到电子邮件地址、也可以删除各个电子邮件地

址。

.步骤

. 选择菜单：设置[警报]。

. 选择*电子邮件*选项卡。

. 从表中、执行以下操作之一：

+

** 要删除邮件服务器以使警报不再发送到电子邮件地址、请选择邮件服务器所在的行。

** 要删除电子邮件地址以使警报不再发送到此地址、请选择要删除的电子邮件地址所在的行。

表右上角的*删除*按钮可供选择。

. 单击*删除*、然后确认操作。
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您可以更改用于电子邮件警报的邮件服务器地址和电子邮件发件人地址。

.开始之前

您要更改的邮件服务器的地址必须可用。该地址可以是IPv4或IPv6地址、也可以是完全限定域名。

[NOTE]

====

要使用完全限定域名、必须在两个控制器上配置DNS服务器。您可以从硬件页面配置DNS服务器。

====

.步骤

. 选择菜单：设置[警报]。

. 选择*电子邮件*选项卡。

. 选择*配置邮件服务器*。

+

此时将打开配置邮件服务器对话框。

. 编辑邮件服务器地址、发件人信息和联系信息。

+

** *邮件服务器地址*-编辑邮件服务器的完全限定域名、IPv4地址或IPv6地址。

+

[NOTE]

====

要使用完全限定域名、必须在两个控制器上配置DNS服务器。您可以从硬件页面配置DNS服务器。

====

** *电子邮件发件人地址*-

编辑要用作电子邮件发件人的电子邮件地址。此地址将显示在电子邮件的"发件人"字段中。

** *在电子邮件中包括联系信息*-

要编辑发件人的联系信息、请选择此选项、然后编辑姓名和电话号码。

. 单击 * 保存 * 。

:leveloffset: -1
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要配置简单网络管理协议(Simple Network Management Protocol、

SNMP)警报、您必须至少确定一台存储阵列的事件监控器可以发送SNMP陷阱的服务器。此配置需要社

区名称或用户名以及服务器的IP地址。

.开始之前

* 必须为网络服务器配置SNMP服务应用程序。您需要此服务器的网络地址(IPv4或IPv6地址

)、以便事件监控器可以向该地址发送陷阱消息。您可以使用多个服务器(最多允许10个服务器)。

* 已使用SNMP服务应用程序在服务器上复制和编译管理信息库(Management Information

Base、MIB)文件。此MIB文件定义了要监控和管理的数据。

+

如果您没有 MIB 文件，可以从 NetApp 支持站点获取：

+

** 转至 https://mysupport.netapp.com/site/global/dashboard["NetApp 支持"^]。

** 单击*下载*选项卡、然后选择*下载*。

** 单击* E系列SANtricity 操作系统控制器软件*。

** 选择*下载最新版本*。

** 登录。

** 接受警告声明和许可协议。

** 向下滚动、直到看到您的控制器类型对应的MIB文件、然后单击链接以下载此文件。

.关于此任务

此任务介绍如何识别陷阱目标的SNMP服务器、然后测试您的配置。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

首次设置时、SNMP选项卡会显示"Configure Communities/Users"。

. 选择*配置社区/用户*。

+
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此时将打开选择SNMP版本对话框。

. 为警报选择SNMP版本、可以是* SNMPv2c*或* SNMPv3 *。

+

根据您的选择、将打开配置社区对话框或配置SNMPv3用户对话框。

. 按照SNMPv2c (社区)或SNMPv3 (用户)的相应说明进行操作：

+

** * SNMPv2c (社区

)*—在配置社区对话框中、为网络服务器输入一个或多个社区字符串。社区名称是一个字符串、用于标

识一组已知的管理工作站、通常由网络管理员创建。它仅包含可打印的ASCII字符。您最多可以添加2

56个社区。完成后、单击*保存*。

** * SNMPv3 (用户)*—在配置SNMPv3用户对话框中、单击*添加*、然后输入以下信息：

+

*** *用户名*-输入一个名称以标识用户、该名称最长可达31个字符。

*** *引擎ID*-选择引擎ID、此

ID用于为消息生成身份验证和加密密钥、并且在管理域上必须是唯一的。在大多数情况下、应选择*本

地*。如果您使用的是非标准配置、请选择*自定义*；此时将显示另一个字段、您必须在其中输入权威

引擎ID作为十六进制字符串、并且字符数为偶数、长度介于10到32个字符之间。

*** *身份验证凭据*-
选择一种身份验证协议、以确保用户的身份。接下来、输入一个身份验证密码、设置或更改身份验证

协议时需要此密码。密码长度必须介于8到128个字符之间。

*** *隐私凭据*-
选择用于对消息内容进行加密的隐私协议。接下来、输入隐私密码、设置或更改隐私协议时需要此密

码。密码长度必须介于8到128个字符之间。

完成后、单击*添加*、然后单击*关闭*。

. 在选择了SNMP选项卡的警报页面中、单击*添加陷阱目标*。

+

此时将打开添加陷阱目标对话框。

. 输入一个或多个陷阱目标、选择其关联的社区名称或用户名、然后单击*添加*。

+

** *陷阱目标*-输入运行SNMP服务的服务器的IPv4或IPv6地址。

** *社区名称或用户名*-从下拉列表中、为此陷阱目标选择社区名称(SNMPv2c)或用户名

(SNMPv3)。(如果您仅定义了一个、则此名称已显示在此字段中。)

** *发送身份验证失败陷阱*-如果要在

SNMP请求因社区名称或用户名无法识别而被拒绝时向陷阱目标发出警报、请选择此选项(复选框)。

单击*添加*后、陷阱目标和关联名称将显示在*警报*页面的* SNMP*选项卡中。

. 要确保陷阱有效、请从表中选择一个陷阱目标、然后单击*测试陷阱目标

*向配置的地址发送测试陷阱。
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.结果

每当发生可更改的事件时、事件监控器都会向服务器发送SNMP陷阱。
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您最多可以添加10个服务器来发送SNMP陷阱。

.开始之前

* 要添加的网络服务器必须配置SNMP服务应用程序。您需要此服务器的网络地址(IPv4或IPv6地址

)、以便事件监控器可以向该地址发送陷阱消息。您可以使用多个服务器(最多允许10个服务器)。

* 已使用SNMP服务应用程序在服务器上复制和编译管理信息库(Management Information

Base、MIB)文件。此MIB文件定义了要监控和管理的数据。

+

如果您没有 MIB 文件，可以从 NetApp 支持站点获取：

+

** 转至 https://mysupport.netapp.com/site/global/dashboard["NetApp 支持"^]。

** 单击*下载*、然后选择*下载*。

** 单击* E系列SANtricity 操作系统控制器软件*。

** 选择*下载最新版本*。

** 登录。

** 接受警告声明和许可协议。

** 向下滚动、直到看到您的控制器类型对应的MIB文件、然后单击链接以下载此文件。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

表中将显示当前定义的陷阱目标。

. 选择*添加陷阱配置*。

+

此时将打开添加陷阱目标对话框。
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. 输入一个或多个陷阱目标、选择其关联的社区名称或用户名、然后单击*添加*。

+

** *陷阱目标*-输入运行SNMP服务的服务器的IPv4或IPv6地址。

** *社区名称或用户名*-从下拉列表中、为此陷阱目标选择社区名称(SNMPv2c)或用户名

(SNMPv3)。(如果您仅定义了一个、则此名称已显示在此字段中。)

** *发送身份验证失败陷阱*-如果要在

SNMP请求因社区名称或用户名无法识别而被拒绝时向陷阱目标发出警报、请选择此选项(复选框)。

单击*添加*后、陷阱目标以及关联的社区名称或用户名将显示在表中。

. 要确保陷阱有效、请从表中选择一个陷阱目标、然后单击*测试陷阱目标

*向配置的地址发送测试陷阱。

.结果

每当发生可更改的事件时、事件监控器都会向服务器发送SNMP陷阱。
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对于SNMP警报、您可以选择配置SNMP陷阱中显示的管理信息库(Management Information

Base、MIB)变量。这些变量可以返回存储阵列名称、阵列位置和联系人。

.开始之前

必须使用SNMP服务应用程序在服务器上复制和编译MIB文件。

如果您没有MIB文件、可以按如下所示获取它：

* 转至 https://mysupport.netapp.com/site/global/dashboard["NetApp 支持"^]。

* 单击*下载*、然后选择*下载*。

* 单击* E系列SANtricity 操作系统控制器软件*。

* 选择*下载最新版本*。

* 登录。

* 接受警告声明和许可协议。

* 向下滚动、直到看到您的控制器类型对应的MIB文件、然后单击链接以下载此文件。
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.关于此任务

此任务介绍如何为SNMP陷阱定义MIB变量。这些变量可返回以下值以响应SNMP GetRequests：

* `sysName` (存储阵列的名称)

* `sysLocation` (存储阵列的位置)

* `sysContact` (管理员的名称)

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

. 选择*配置SNMP MIB变量*。

+

此时将打开配置SNMP MIB变量对话框。

. 输入以下一个或多个值、然后单击*保存*。

+

** *Name*-- MIB变量的值 `sysName`。例如、输入存储阵列的名称。

** *Location*-- MIB变量的值 `sysLocation`。例如、输入存储阵列的位置。

** *Contact *-- MIB变量的值 `sysContact`。例如、输入负责存储阵列的管理员。

.结果

这些值显示在存储阵列警报的SNMP陷阱消息中。

[[ID027fe6ad7fa25f19a9b211bd49c9b5c7]]

= 编辑SNMPv2c陷阱的社区

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以编辑SNMPv2c陷阱的社区名称。

.开始之前

必须创建社区名称。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。
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+

陷阱目标和社区名称将显示在表中。

. 选择*配置社区*。

. 输入新的社区名称、然后单击*保存*。团体名称只能包含可打印的ASCII字符。

.结果

警报页面的SNMP选项卡会显示更新后的社区名称。

[[ID642e2ccc82b5186f0b0bf7e1136c5229]]

= 编辑SNMPv3陷阱的用户设置
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[role="lead"]

您可以编辑SNMPv3陷阱的用户定义。

.开始之前

必须为SNMPv3陷阱创建用户。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标和用户名显示在表中。

. 要编辑用户定义、请在表中选择用户、然后单击*配置用户*。

. 在对话框中、单击*查看/编辑设置*。

. 编辑以下信息：

+

** *用户名*-更改标识用户的名称、该名称最长可达31个字符。

** *引擎ID*-选择引擎ID、此

ID用于为消息生成身份验证和加密密钥、并且在管理域上必须是唯一的。在大多数情况下、应选择*本

地*。如果您使用的是非标准配置、请选择*自定义*；此时将显示另一个字段、您必须在其中输入权威

引擎ID作为十六进制字符串、并且字符数为偶数、长度介于10到32个字符之间。

** *身份验证凭据*-
选择一种身份验证协议、以确保用户的身份。接下来、输入一个身份验证密码、设置或更改身份验证

协议时需要此密码。密码长度必须介于8到128个字符之间。

** *隐私凭据*-
选择用于对消息内容进行加密的隐私协议。接下来、输入隐私密码、设置或更改隐私协议时需要此密
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码。密码长度必须介于8到128个字符之间。

.结果

警报页面的SNMP选项卡会显示更新后的设置。

[[IDf0eebd6e34280e8d840ab9ab59edc71b]]

= 为SNMPv2c陷阱添加社区
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[role="lead"]

您最多可以为SNMPv2c陷阱添加256个社区名称。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标和社区名称将显示在表中。

. 选择*配置社区*。

+

此时将打开配置社区对话框。

. 选择*添加其他社区*。

. 输入新的社区名称、然后单击*保存*。

.结果

新社区名称将显示在警报页面的SNMP选项卡中。

[[ID131315cc7a49be3450bb28fec57e638a]]

= 为SNMPv3陷阱添加用户

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

对于SNMPv3陷阱、您最多可以添加256个用户。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标和用户名显示在表中。

. 选择*配置用户*。

+

此时将打开配置SNMPv3用户对话框。

. 选择 * 添加 * 。

. 输入以下信息、然后单击*添加*。

+

** *用户名*-输入一个名称以标识用户、该名称最长可达31个字符。

** *引擎ID*-选择引擎ID、此

ID用于为消息生成身份验证和加密密钥、并且在管理域上必须是唯一的。在大多数情况下、应选择*本

地*。如果您使用的是非标准配置、请选择*自定义*；此时将显示另一个字段、您必须在其中输入权威

引擎ID作为十六进制字符串、并且字符数为偶数、长度介于10到32个字符之间。

** *身份验证凭据*-
选择一种身份验证协议、以确保用户的身份。接下来、输入一个身份验证密码、设置或更改身份验证

协议时需要此密码。密码长度必须介于8到128个字符之间。

** *隐私凭据*-
选择用于对消息内容进行加密的隐私协议。接下来、输入隐私密码、设置或更改隐私协议时需要此密

码。密码长度必须介于8到128个字符之间。

[[ID7c26e9a5daf78be013971bb41720ac9e]]

= 删除SNMPv2c陷阱的社区

:allow-uri-read:
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以删除SNMPv2c陷阱的社区名称。
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.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标和社区名称将显示在*警报*页面上。

. 选择*配置社区*。

+

此时将打开配置社区对话框。

. 选择要删除的社区名称、然后单击最右侧的*删除*(X)图标。

+

如果陷阱目标与此社区名称关联、则确认删除社区对话框将显示受影响的陷阱目标地址。

. 确认此操作、然后单击*删除*。

.结果

社区名称及其关联的陷阱目标将从警报页面中删除。

[[ID02be34224e5d2c5e3ea84bde9c6ecdb3]]

= 删除SNMPv3陷阱的用户
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以删除SNMPv3陷阱的用户。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标和用户名显示在警报页面上。

. 选择*配置用户*。

+

此时将打开配置SNMPv3用户对话框。

. 选择要删除的用户名、然后单击*删除*。

. 确认此操作、然后单击*删除*。
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.结果

用户名及其关联的陷阱目标将从警报页面中删除。

[[IDd7e74219c47c1c2a9d47beb6fb9719bf]]

= 删除陷阱目标
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以删除陷阱目标地址、以便存储阵列的事件监控器不再向该地址发送SNMP陷阱。

.步骤

. 选择菜单：设置[警报]。

. 选择* SNMP *选项卡。

+

陷阱目标地址将显示在表中。

. 选择陷阱目标、然后单击页面右上角的*删除*。

. 确认此操作、然后单击*删除*。

+

目标地址不再显示在警报页面上。

.结果

已删除的陷阱目标不再从存储阵列的事件监控器接收SNMP陷阱。

:leveloffset: -1

= 管理系统日志警报

:leveloffset: +1

[[ID85ec5d3aaa887cb0e0654b33fce800f9]]

= 为系统日志服务器配置警报
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:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要配置系统日志警报、必须输入系统日志服务器地址和UDP端口。最多允许五个系统日志服务器。

.开始之前

* 系统日志服务器地址必须可用。此地址可以是完全限定域名、IPv4地址或IPv6地址。

* 系统日志服务器的UDP端口号必须可用。此端口通常为514。

.关于此任务

此任务介绍如何输入系统日志服务器的地址和端口、然后测试您输入的地址。

.步骤

. 选择菜单：设置[警报]。

. 选择*系统日志*选项卡。

+

如果尚未定义系统日志服务器、"警报"页面将显示"添加系统日志服务器"。

. 单击*添加系统日志服务器*。

+

此时将打开添加系统日志服务器对话框。

. 输入一个或多个系统日志服务器的信息(最多五个)、然后单击*添加*。

+

** *服务器地址*-输入完全限定域名、IPv4地址或IPv6地址。

** * UDP端口*-通常、系统日志的UDP端口为514。

此表显示了已配置的系统日志服务器。

. 要向服务器地址发送测试警报、请选择*测试所有系统日志服务器*。

.结果

每当发生可警报的事件时、事件监控器都会向系统日志服务器发送警报。

[[ID1d13bc0559108503520d18f28e0e4d36]]

= 编辑系统日志服务器中的警报

:allow-uri-read:

:experimental:
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:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以编辑用于接收系统日志警报的服务器地址。

.步骤

. 选择菜单：设置[警报]。

. 选择*系统日志*选项卡。

. 从表中选择系统日志服务器地址、然后单击最右侧的*编辑*(铅笔)图标。

+

该行将变为可编辑字段。

. 编辑服务器地址和UDP端口号、然后单击*保存*(复选标记)图标。

.结果

更新后的服务器地址将显示在表中。

[[IDddba1640a8ea2c445a7346c0bb864672]]

= 为警报添加系统日志服务器

:allow-uri-read:
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[role="lead"]

最多可以为系统日志警报添加五个服务器。

.开始之前

* 系统日志服务器地址必须可用。此地址可以是完全限定域名、IPv4地址或IPv6地址。

* 系统日志服务器的UDP端口号必须可用。此端口通常为514。

.步骤

. 选择菜单：设置[警报]。

. 选择*系统日志*选项卡。

. 选择*添加系统日志服务器*。

+

此时将打开添加系统日志服务器对话框。
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. 选择*添加另一个系统日志服务器*。

. 输入系统日志服务器的信息、然后单击*添加*。

+

** *系统日志服务器地址*-输入完全限定域名、IPv4地址或IPv6地址。

** * UDP端口*-通常、系统日志的UDP端口为514。

+

NOTE: 您最多可以配置五个系统日志服务器。

.结果

系统日志服务器地址将显示在表中。

[[IDc5c5777d304617f7592998f3df1894dd]]

= 删除警报的系统日志服务器

:allow-uri-read:
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:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以删除系统日志服务器、使其不再接收警报。

.步骤

. 选择菜单：设置[警报]。

. 选择*系统日志*选项卡。

. 选择系统日志服务器地址、然后单击右上角的*删除*。

+

此时将打开确认删除系统日志服务器对话框。

. 确认此操作、然后单击*删除*。

.结果

删除的服务器不再从事件监控器接收警报。

:leveloffset: -1
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= 常见问题解答

:leveloffset: +1

[[ID0869bb37a0242aa100866a4516932acd]]

= 如果警报已禁用、该怎么办？
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[role="lead"]

如果您希望管理员接收有关存储阵列中发生的重要事件的通知、则必须配置警报方法。

对于使用SANtricity System

Manager管理的存储阵列、您可以从警报页面配置警报。可以通过电子邮件、SNMP陷阱或系统日志消

息发送警报通知。此外、还可以通过初始设置向导配置电子邮件警报。

[[ID26f1756cc2fc3b89c349965f1c5e4810]]

= 如何配置SNMP或系统日志警报？
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[role="lead"]

除了电子邮件警报之外、您还可以将警报配置为通过简单网络管理协议(Simple Network

Management Protocol、SNMP)陷阱或系统日志消息发送。

要配置SNMP或系统日志警报、请转到菜单：设置[警报]。

[[IDcd0b4982b607c1bfe5cd66b21d1f5ff4]]

= 阵列和警报之间的时间戳为何不一致？
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[role="lead"]

存储阵列发送警报时、接收警报的目标服务器或主机的时区不正确。相反、存储阵列会使用本地时间(

GMT)创建用于警报记录的时间戳。因此、您可能会看到存储阵列的时间戳与接收警报的服务器或主机

之间不一致。

由于在发送警报时存储阵列的时区不正确、因此警报上的时间戳是与GMT相关的、其时区偏移为零。要

计算适合您当地时区的时间戳、您应确定GMT的小时偏移量、然后在时间戳中添加或减去该值。

[NOTE]

====

要避免此问题描述 、请在存储阵列控制器上配置网络时间协议(NTP)。

NTP可确保控制器始终同步到正确的时间。

====

:leveloffset: -1

:leveloffset: -1

= 阵列设置

:leveloffset: +1

[[ID0aab4092a3443c3d572c86b6034ac5b5]]

= 设置概述
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您可以为System Manager配置一些常规阵列设置和附加功能。

== 我可以配置哪些设置？

阵列设置包括：
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* xref:{relative_path}cache-settings-and-performance.html["缓存设置和性能"]

* xref:{relative_path}automatic-load-balancing-overview.html"["

自动负载平衡"]

* xref:{relative_path}how-add-on-features-work.html["附加功能"]

* xref:{relative_path}overview-drive-security.html["驱动器安全性"]

== 相关任务

详细了解与系统设置相关的任务：

* xref:{relative_path}download-cli.html["下载命令行界面(CLI)"]

* xref:{relative_path}create-internal-security-key.html["创建内部安全密钥"]

* xref:{relative_path}create-external-security-key.html["创建外部安全密钥"]

* xref:{relative_path}../sm-hardware/configure-iscsi-ports-

hardware.html["配置iSCSI端口"]

* xref:{relative_path}../sm-hardware/configure-nvme-over-infiniband-ports-

hardware.html["配置基于IB的NVMe端口"]

* xref:{relative_path}../sm-hardware/configure-nvme-over-roce-ports-

hardware.html["配置基于RoCE的NVMe端口"]

= 概念

:leveloffset: +1

[[IDf14906ffdb4512fbe48ac579782e9f61]]

= 缓存设置和性能
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[role="lead"]

缓存是控制器上临时易失性存储的一个区域、其访问速度比驱动器介质更快。

使用缓存时、整体I/O性能可按以下方式提高：

* 从主机请求读取的数据可能已位于先前操作的缓存中、因此无需访问驱动器。

* 写入数据最初会写入缓存、这样、应用程序就可以继续运行、而无需等待数据写入驱动器。

340



默认缓存设置可满足大多数环境的要求、但您可以根据需要进行更改。

== 存储阵列缓存设置

对于存储阵列中的所有卷、您可以在系统页面中指定以下值：

* *刷新的起始值*-缓存中触发缓存刷新(写入磁盘

)的未写入数据的百分比。当缓存保存未写入数据的指定起始百分比时、将触发刷新。默认情况下、当

缓存达到80%的全满时、控制器将开始刷新缓存。

* *缓存块大小

*—每个缓存块的最大大小、该块是一个用于缓存管理的组织单位。默认情况下、缓存块大小为8

KiB、但可以设置为4、8、16或32 KiB。理想情况下、缓存块大小应设置为应用程序的主要

I/O大小。文件系统或数据库应用程序通常使用较小的大小、而较大的大小则适合需要大型数据传输或

顺序I/O的应用程序

== 卷缓存设置

对于存储阵列中的单个卷、您可以从卷页面(菜单：Storage[Volumes])中指定以下值：

* *读取缓存

*—读取缓存是一个缓冲区、用于存储已从驱动器读取的数据。用于读取操作的数据可能已位于上次操

作的缓存中、因此无需访问驱动器。数据会一直保留在读取缓存中、直到被刷新为止。

+

** *动态读取缓存预取

*—动态缓存读取预取允许控制器在从驱动器向缓存读取数据块时将其他顺序数据块复制到缓存。这种

缓存增加了从缓存中填充未来数据请求的可能性。动态缓存读取预取对于使用顺序I/O的多媒体应用程
序非常重要预提取到缓存中的数据速率和数据量会根据主机读取的速率和请求大小进行自调整。随机

访问不会将发生原因 数据预先提取到缓存中。禁用读取缓存时、此功能不适用。

* *写入缓存

*—写入缓存是一个缓冲区、用于存储尚未写入驱动器的主机数据。数据会一直保留在写入缓存中、直

到写入驱动器为止。写入缓存可以提高I/O性能。

+

[CAUTION]

====

*可能丢失数据*-如果启用*不使用电池的写入缓存

*选项并且没有通用电源进行保护、则可能会丢失数据。此外、如果您没有控制器电池、并且启用了*

无电池写入缓存*选项、则可能会丢失数据。
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====

+

** *无电池写入缓存

*—无电池写入缓存设置允许写入缓存继续运行、即使电池缺失、出现故障、已完全放电或未完全充电
也是如此。通常不建议选择不带电池的写入缓存、因为断电后数据可能会丢失。通常、在电池充电或

更换故障电池之前、控制器会暂时关闭写入缓存。

** *使用镜像写入缓存*-
如果写入一个控制器的缓存内存中的数据也写入另一个控制器的缓存中、则使用镜像进行写入缓存。
因此、如果一个控制器发生故障、另一个控制器可以完成所有未完成的写入操作。只有在启用了写入
缓存且存在两个控制器的情况下、写入缓存镜像才可用。创建卷时的默认设置是使用镜像进行写入缓

存。

[[ID06c0501166bd99a8c6d212ac2a36e042]]

= 自动负载平衡概述

:allow-uri-read:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

自动负载平衡可随着时间的推移对负载变化做出动态响应、并自动调整卷控制器所有权、以便在工作

负载在控制器之间移动时更正任何负载不平衡问题、从而改进I/O资源管理。

系统会持续监控每个控制器的工作负载、并在主机上安装的多路径驱动程序的配合下、在必要时自动
实现平衡。在控制器之间自动重新平衡工作负载时、存储管理员无需再承担手动调整卷控制器所有权

以适应存储阵列上的负载变化的负担。

启用自动负载平衡后、它将执行以下功能：

* 自动监控和平衡控制器资源利用率。

* 根据需要自动调整卷控制器所有权、从而优化主机和存储阵列之间的I/O带宽。

== 启用和禁用自动负载平衡

默认情况下、所有存储阵列都会启用自动负载平衡。

您可能需要在存储阵列上禁用自动负载平衡、原因如下：

* 您不希望自动更改特定卷的控制器所有权以平衡工作负载。
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*

您正在高度调整的环境中运行、在此环境中、负载分布会有针对性地进行设置、以便在控制器之间实

现特定的分布。

== 支持自动负载平衡功能的主机类型

即使在存储阵列级别启用了自动负载平衡、您为主机或主机集群选择的主机类型也会直接影响此功能

的运行方式。

在控制器之间平衡存储阵列的工作负载时、自动负载平衡功能会尝试移动两个控制器均可访问且仅映

射到能够支持自动负载平衡功能的主机或主机集群的卷。

此行为可防止主机因负载平衡过程而无法访问卷；但是、映射到不支持自动负载平衡的主机的卷会影

响存储阵列平衡工作负载的能力。要使自动负载平衡平衡平衡工作负载、多路径驱动程序必须支持TPG

、并且下表中必须包括主机类型。

[NOTE]

====

要将主机集群视为能够自动负载平衡、该组中的所有主机都必须能够支持自动负载平衡。

====

[cols="1a,1a"]

|===

| 支持自动负载平衡的主机类型 | 使用此多路径驱动程序

 a|

Windows或Windows集群模式

 a|

MPIO与NetApp E系列DSM

 a|

Linux DM-MP (内核3.10或更高版本)

 a|

DM-MP与 `scsi_dh_alua` 设备处理程序

 a|

VMware

 a|

具有的本机多路径插件(NMP) `VMW_SATP_ALUA Storage Array Type` 插件
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|===

[NOTE]

====

除次要例外情况外、不支持自动负载平衡的主机类型继续正常运行、无论是否启用了此功能。一个例
外情况是、如果系统发生故障转移、则当数据路径返回时、存储阵列会将未映射或未分配的卷移回所

属控制器。不会移动映射或分配给非自动负载平衡主机的任何卷。

====

请参见 https://mysupport.netapp.com/matrix["互操作性表工具"^]

有关特定多路径驱动程序、操作系统级别和控制器驱动器托盘支持的兼容性信息。

== 验证操作系统与自动负载平衡功能的兼容性

在设置新系统(或迁移现有系统)之前、请验证操作系统与自动负载平衡功能的兼容性。

. 转至 https://mysupport.netapp.com/matrix["互操作性表工具"^] 以查找解决方案

并验证支持。

+

如果您的系统运行的是Red Hat Enterprise Linux 6或SUSE Linux Enterprise Server

11、请联系技术支持。

. 更新和配置 `/etc/multipath.conf file`。

. 确保两者都是 `retain_attached_device_handler` 和 `detect_prio` 将设置为

`yes` 或使用默认设置。

:leveloffset: -1

= 配置阵列设置

:leveloffset: +1

[[ID8b9145719c2f261d56c4861be592fd09]]

= 编辑存储阵列名称

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

344



[role="lead"]

您可以更改SANtricity 系统管理器标题栏中显示的存储阵列名称。

.步骤

. 选择菜单：设置[系统]。

. 在*常规*下、查找*名称：*字段。

+

如果尚未定义存储阵列名称、此字段将显示"未知"。

. 单击存储阵列名称旁边的*编辑*(铅笔)图标。

+

此字段将变为可编辑状态。

. 输入新名称。

+

名称可以包含字母、数字以及特殊字符下划线(_)、短划线(-)和哈希符号

(#)。名称不能包含空格。一个名称的最大长度可以为30个字符。此名称必须是唯一的。

. 单击*保存*(复选标记)图标。

+

[NOTE]

====

如果要关闭可编辑字段而不进行更改、请单击*取消*(X)图标。

====

.结果

新名称将显示在SANtricity 系统管理器的标题栏中。

[[ID69c82bd77c8a11a80a4ddca9f4f4cac0]]

= 打开存储阵列定位灯

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要查找存储阵列在机柜中的物理位置、您可以打开其定位器(LED)指示灯。

.步骤

. 选择菜单：设置[系统]。
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. 在*常规*下、单击*打开存储阵列定位器指示灯*。

+

此时将打开"打开存储阵列定位器指示灯"对话框、并打开相应存储阵列的定位器指示灯。

. 在物理定位存储阵列后、返回对话框并选择*关闭*。

.结果

定位器指示灯将熄灭、对话框将关闭。

[[ID3a325bb973b01eb935ebfa7dad06c8af]]

= 同步存储阵列时钟

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果未启用网络时间协议(NTP)、则可以手动设置控制器上的时钟、以便与管理客户端(用于运行访问

System Manager的浏览器的系统)同步。

.关于此任务
同步可确保事件日志中的事件时间戳与写入主机日志文件的时间戳匹配。在同步过程中、控制器仍保

持可用和正常运行。

[NOTE]

====

如果在System Manager中启用了NTP、请勿使用此选项同步时钟。相反、NTP会使用SNTP

(简单网络时间协议)自动将时钟与外部主机同步。

====

[NOTE]

====

同步后、您可能会注意到性能统计信息丢失或偏差、计划受到影响(ASUP、快照等)、日志数据中的时

间戳发生偏差。使用NTP可避免此问题。

====

.步骤

. 选择菜单：设置[系统]。

. 在*常规*下、单击*同步存储阵列时钟*。

+

此时将打开同步存储阵列时钟对话框。它显示了

用作的控制器和计算机的当前日期和时间
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管理客户端。

+

[NOTE]

====

对于单工存储阵列、只能使用一个控制器

显示。

====

. 如果对话框中显示的时间不匹配、请单击*同步*。

.结果

同步成功后、事件日志和主机日志的事件时间戳相同。

[[ID1e20599e3d8111baec113ae0b633824b]]

= 保存存储阵列配置

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以将存储阵列的配置信息保存在脚本文件中、以节省设置具有相同配置的其他存储阵列所需的时

间。

.开始之前
存储阵列不得执行任何更改其逻辑配置设置的操作。这些操作的示例包括创建或删除卷、下载控制器

固件、分配或修改热备用驱动器或向卷组添加容量(驱动器)。

.关于此任务

保存存储阵列配置会生成一个命令行界面(CLI)脚本、其中包含存储阵列设置、卷配置、主机配置或
存储阵列的主机到卷分配。您可以使用此生成的命令行界面脚本将配置复制到具有完全相同硬件配置

的另一个存储阵列。

但是、您不应使用此生成的命令行界面脚本进行灾难恢复。要执行系统还原、请使用手动创建的配置

数据库备份文件、或者联系技术支持以从最新的AutoSupport数据中获取此数据。

此操作不会_保存以下设置：

* 电池的使用寿命

* 控制器的时间

* 非易失性静态随机存取存储器(NVSRAM)设置
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* 任何高级功能

* 存储阵列密码

* 硬件组件的运行状态和状态

* 卷组的运行状态(最佳除外)和状态

* 复制服务、例如镜像和卷复制

[CAUTION]

====

*应用程序错误的风险*—如果存储阵列正在执行将更改任何逻辑配置设置的操作、请勿使用此选项。这

些操作的示例包括创建或删除卷、下载控制器固件、分配或修改热备用驱动器或向卷组添加容量(驱动

器)。

====

.步骤

. 选择菜单：设置[系统]。

. 选择*保存存储阵列配置*。

. 选择要保存的配置项：

+

** 存储阵列设置

** 卷配置

** 主机配置

** 主机到卷分配

+

[NOTE]

====

如果选择*主机到卷分配*项、则默认情况下也会选择*卷配置*项和*主机配置*项。如果不同时保存"

卷配置"和"主机配置"、则无法保存"主机到卷分配"。

====

. 单击 * 保存 * 。

+

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 `storage-array-

configuration.cfg`。

.完成后

要将保存的存储阵列配置加载到另一个存储阵列、请将SANtricity命令行界面(SMCli)与结合使用

`-f` 选项以应用 `.cfg` 文件

[NOTE]

====

此外、您还可以使用Unified Manager界面将存储阵列配置加载到其他存储阵列(选择菜单：管理

[导入设置])。
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====

[[ID65049efb40f768e73abfa9885e987ae9]]

= 清除存储阵列配置

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果要从存储阵列中删除所有池、卷组、卷、主机定义和主机分配、请使用清除配置操作。

.开始之前

在清除存储阵列配置之前、请备份数据。

.关于此任务

有两个清晰的存储阵列配置选项：

* *卷

*—通常、您可以使用卷选项将测试存储阵列重新配置为生产存储阵列。例如、您可以配置要测试的存

储阵列、然后在完成测试后、删除测试配置并为生产环境设置存储阵列。

* *存储阵列

*—通常、您可以使用存储阵列选项将存储阵列移动到其他部门或组。例如、您可能正在工程部门使用
存储阵列、而工程部门现在正在获取一个新的存储阵列、因此您希望将当前存储阵列移动到要重新配

置它的管理部门。

+

存储阵列选项会删除一些其他设置。

[cols="1a,1a,1a"]

|===

|  | Volume | 存储阵列

 a|

删除池和卷组

 a|

X

 a|

X
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 a|

删除卷

 a|

X

 a|

X

 a|

删除主机和主机集群

 a|

X

 a|

X

 a|

删除主机分配

 a|

X

 a|

X

 a|

删除存储阵列名称

 a|

 a|

X

 a|

将存储阵列缓存设置重置为默认值

 a|

 a|

X

|===

[CAUTION]

====

*数据丢失风险*—此操作将删除存储阵列中的所有数据。(它不会执行安全擦除。)
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此操作启动后、您将无法取消。只有在技术支持要求时、才执行此操作。

====

.步骤

. 选择菜单：设置[系统]。

. 选择*清除存储阵列配置*。

. 在下拉列表中、选择*卷*或*存储阵列*。

. *可选：*如果要保存配置(而不是数据)、请使用对话框中的链接。

. 确认要执行此操作。

.结果

* 此时将删除当前配置、从而销毁存储阵列上的所有现有数据。

* 所有驱动器均已取消分配。

[[ID4626eee5b1ee0c4f4d6a7da42a72d06b]]

= 更改存储阵列的缓存设置
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

对于存储阵列中的所有卷、您可以根据刷新和块大小调整缓存内存设置。

.关于此任务
缓存内存是控制器上的临时易失性存储区域、其访问速度比驱动器介质更快。要调整缓存性能、您可

以调整以下设置：

[cols="25h,~"]

|===

| 缓存设置 | Description

 a|

启动按需缓存刷新

 a|

启动需求缓存刷新指定缓存中触发缓存刷新(写入磁盘)的未写入数据的百分比。默认情况下、当未写

入的数据达到80%容量时、将开始缓存刷新。较高的百分比是主要执行写入操作的环境的理想选择、因

此新的写入请求可以通过缓存进行处理、而无需转到磁盘。如果环境中的I/O不稳定(发生数据突发)

、则设置越低越好、系统就会在数据突发之间频繁地刷新缓存。但是、如果开始百分比低于80%、则发

生原因 可能会降低性能。
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 a|

缓存块大小

 a|

缓存块大小决定了每个缓存块的最大大小、该块是一个用于缓存管理的组织单位。默认情况下、块大

小为32 KiB。系统允许缓存块大小为4、8、16或32

KiB。应用程序使用不同的块大小、这会影响存储性能。对于文件系统或数据库应用程序来说、较小的

大小是一个不错的选择。较大的大小非常适合生成顺序I/O的应用程序、例如多媒体。

|===

.步骤

. 选择菜单：设置[系统]。

. 向下滚动到*其他设置*、然后单击*更改缓存设置*。

+

此时将打开更改缓存设置对话框。

. 调整以下值：

+

** *启动按需缓存刷新*-选择一个适合您环境中使用的I/O的百分比。如果您选择的值低于

80%、则可能会注意到性能下降。

** "**缓存块大小"-"*选择适合您的应用程序的大小"。

. 单击 * 保存 * 。

[[ID1fe3fdc5e442310a475777f1cc42868e]]

= 设置自动负载平衡

:allow-uri-read:
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:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

自动负载平衡功能可确保在两个控制器之间动态管理和平衡来自主机的传入I/O流量。默认情况下、此

功能处于启用状态、但您可以在System Manager中禁用此功能。

.关于此任务

启用自动负载平衡后、它将执行以下功能：

* 自动监控和平衡控制器资源利用率。
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* 根据需要自动调整卷控制器所有权、从而优化主机和存储阵列之间的I/O带宽。

您可能需要在存储阵列上禁用自动负载平衡、原因如下：

* 您不希望自动更改特定卷的控制器所有权以平衡工作负载。

*

您正在高度调整的环境中运行、在此环境中、负载分布会有针对性地进行设置、以便在控制器之间实

现特定的分布。

.步骤

. 选择菜单：设置[系统]。

. 向下滚动到*其他设置*、然后单击*启用/禁用自动负载平衡*。

+

此选项下方的文本指示此功能当前是启用还是禁用。

+

此时将打开确认对话框。

. 单击*是*继续进行确认。

+

通过选择此选项、您可以在已启用/已禁用之间切换此功能。

+

[NOTE]

====

如果将此功能从禁用更改为启用、则主机连接报告功能也会自动启用。

====

[[ID4176d355e8702421a236e14d81a891b4]]

= 启用或禁用原有管理界面
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您可以启用或禁用原有管理界面(符号)、这是存储阵列与管理客户端之间的一种通信方法。

.关于此任务
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默认情况下、原有管理界面处于打开状态。如果禁用此功能、则存储阵列和管理客户端将使用更安全

的通信方法(基于https的REST API)；但是、如果禁用此功能、某些工具和任务可能会受到影响。

[NOTE]

====

对于EF600存储系统、此功能默认处于禁用状态。

====

此设置将影响以下操作：

* *开*(默认)—使用命令行界面和其他一些工具(例如OCI适配器)配置镜像所需的设置。

* *关

*—在存储阵列与管理客户端之间的通信中强制实施机密性以及访问外部工具所需的设置。配置目录服

务器(LDAP)时的建议设置。

.步骤

. 选择菜单：设置[系统]。

. 向下滚动到*其他设置*、然后单击*更改管理界面*。

. 在对话框中、单击*是*继续。

:leveloffset: -1

= 配置附加功能

:leveloffset: +1
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= 附加功能的工作原理
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附加项是System

Manager标准配置中不包含的功能、可能需要使用密钥才能启用。附加功能可以是单个高级功能、也

可以是捆绑的功能包。

以下步骤概述了如何启用高级功能或功能包：
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. 获取以下信息：

+

** 机箱序列号和功能启用标识符、用于标识要安装的功能的存储阵列。这些项目可在System

Manager中使用。

** 功能激活代码、购买此功能时可从支持站点获取。

.

请联系您的存储提供商或访问高级功能激活站点以获取功能密钥。提供机箱序列号、启用标识符和功

能代码以进行激活。

. 使用System Manager、使用功能密钥文件启用高级功能或功能包。

[[ID225b6b8d7fd7af8c3627aef8097a0a94]]

= 附加功能术语
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了解附加功能术语如何应用于存储阵列。

[cols="25h,~"]

|===

| 期限 | Description

 a|

功能启用标识符

 a|

功能启用标识符是用于标识特定存储阵列的唯一字符串。此标识符可确保在您获得高级功能时、它仅

与该特定存储阵列相关联。此字符串将显示在System页面的Add-Ons下。

 a|

功能密钥文件

 a|

功能密钥文件是指您收到的用于解锁和启用高级功能或功能包的文件。

 a|
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功能包

 a|

功能包是更改存储阵列属性(例如、将协议从光纤通道更改为iSCSI)的捆绑包。要启用功能包、需要

使用特殊密钥。

 a|

高级功能

 a|

高级功能是一个额外的选项、需要使用密钥才能启用它。System

Manager的标准配置不包括此功能。

|===

[[ID284a7c6d77fac02ed8712b7f4cc3b639]]

= 获取功能密钥文件
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要在存储阵列上启用高级功能或功能包、必须先获取功能密钥文件。一个密钥仅与一个存储阵列相关

联。

.关于此任务

此任务介绍如何收集功能所需的信息、然后发送功能密钥文件请求。所需信息包括：

* 机箱序列号

* 功能启用标识符

* 功能激活代码

.步骤

. 在System

Manager中、找到并记录机箱序列号。您可以通过将鼠标悬停在支持中心磁贴上来查看此序列号。

. 在 System Manager 中，找到功能启用标识符。转到菜单：设置[系统]、然后向下滚动到

*加载项*。查找*功能启用标识符*。记录功能启用标识符的编号。

. 找到并记录用于激活功能的代码。对于功能包、此代码将在执行转换的相应说明中提供。

+

对于高级功能、您可以从支持站点访问激活代码、如下所示：

356



+

.. 登录到 https://mysupport.netapp.com/site/global/dashboard["NetApp 支持

"^]。

.. 请访问您的产品对应的*软件许可证*。

.. 输入存储阵列机箱的序列号、然后单击*执行*。

.. 在*许可证密钥*列中查找功能激活代码。

.. 记录所需功能的功能激活代码。

.

通过向存储供应商发送包含以下信息的电子邮件或文本文档来请求功能密钥文件：机箱序列号、启用

标识符和功能激活代码。

+

您也可以转到 http://partnerspfk.netapp.com["NetApp

许可证激活：存储阵列高级功能激活"^] 并输入所需信息以获取功能或功能包。

(此站点上的说明适用于高级功能、而不适用于功能包。)

.完成后

如果您有功能密钥文件、则可以启用高级功能或功能包。

[[IDc04bb098536cb1d94a297ae693663a52]]

= 启用高级功能
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高级功能是一个额外的选项、需要启用密钥。

.开始之前

* 您已获取功能密钥。如有必要、请联系技术支持以获取密钥。

* 您已在管理客户端(具有用于访问System Manager的浏览器的系统)上加载密钥文件。

.关于此任务

此任务介绍如何使用System Manager启用高级功能。

[NOTE]

====

如果要禁用高级功能、必须使用Disable Storage Array feature命令 (`disable
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storageArray) (featurePack | feature=featureAttributeList`)。

====

.步骤

. 选择菜单：设置[系统]。

. 在*加载项*下、选择*启用高级功能*。

+

此时将打开启用高级功能对话框。

. 单击*浏览*、然后选择密钥文件。

+

此时将在对话框中显示文件名。

. 单击 * 启用 * 。

[[ID69aaa6c1d8820fe0684e22bc5f9d67bd]]

= 启用功能包
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功能包是更改存储阵列属性(例如、将协议从光纤通道更改为iSCSI)的捆绑包。要启用功能包、需要

使用特殊密钥。

.开始之前

*

您已按照说明转换和准备新存储阵列属性的相应说明进行操作。有关主机协议转换的说明、请参见适

用于您的控制器型号的硬件维护指南。

* 存储阵列处于脱机状态、因此没有主机或应用程序正在访问它。

* 备份所有数据。

* 您已获取功能包文件。

+

功能包文件将加载到管理客户端(具有用于访问System Manager的浏览器的系统)上。

[NOTE]

====

您必须计划停机维护时段、并停止主机和控制器之间的所有I/O操作。此外、请注意、在成功完成转换

之前、您无法访问存储阵列上的数据。
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====

.关于此任务

此任务介绍如何使用System Manager启用功能包。完成后、必须重新启动存储阵列。

.步骤

. 选择菜单：设置[系统]。

. 在 * 加载项 * 下，选择 * 更改功能包 * 。

. 单击*浏览*、然后选择密钥文件。

+

此时将在对话框中显示文件名。

. Type `change` 在现场。

. 单击 * 更改 * 。

+

功能包迁移将开始、控制器将重新启动。系统将删除未写入的缓存数据、从而确保不会发生I/O活动。

两个控制器都会自动重新启动、以使新功能包生效。重新启动完成后，存储阵列将恢复为响应状态。

:leveloffset: -1

[[ID30c391c271cb066cebe199bbb5970846]]

= 下载命令行界面(CLI)
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您可以从System Manager下载命令行界面(CLI)软件包。

CLI提供了一种基于文本的方法来配置和监控存储阵列。它通过https进行通信、并使用外部安装的管

理软件包中提供的CLI语法。下载CLI不需要任何密钥。

.开始之前

要运行命令行界面命令的管理系统必须具有Java Runtime Environment (JRE) 8及更高版本。

.步骤

. 选择菜单：设置[系统]。

. 在*加载项*下、选择*命令行界面*。

+
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ZIP包将下载到浏览器。

. 将ZIP文件保存到要对存储阵列运行CLI命令的管理系统、然后提取该文件。

+

现在、您可以从操作系统提示符运行命令行界面命令、例如DOS C：提示符。可从System

Manager用户界面右上角的帮助菜单中获取CLI命令参考。

= 常见问题解答

:leveloffset: +1
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= 什么是自动负载平衡？
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自动负载平衡功能可实现自动I/O平衡、并确保在两个控制器之间动态管理和平衡来自主机的传入I/O

流量。

自动负载平衡功能可以随着时间的推移对负载变化做出动态响应、并自动调整卷控制器所有权、以便

在工作负载在控制器之间移动时更正任何负载不平衡问题、从而改进了I/O资源管理。

系统会持续监控每个控制器的工作负载、并在主机上安装的多路径驱动程序的配合下、在必要时自动
实现平衡。在控制器之间自动重新平衡工作负载时、存储管理员无需再承担手动调整卷控制器所有权

以适应存储阵列上的负载变化的负担。

启用自动负载平衡后、它将执行以下功能：

* 自动监控和平衡控制器资源利用率。

* 根据需要自动调整卷控制器所有权、从而优化主机和存储阵列之间的I/O带宽。

[NOTE]

====

分配给使用控制器SSD缓存的任何卷均不符合自动负载平衡传输的条件。

====
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[[IDfb2a70a90b885ca9ebf533fdb5d73c80]]

= 什么是控制器缓存？
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控制器缓存是一种物理内存空间、可简化两种类型的I/O (输入/输出

)操作：控制器和主机之间以及控制器和磁盘之间。

对于读写数据传输、主机和控制器通过高速连接进行通信。但是、从控制器后端到磁盘的通信速度较

慢、因为磁盘是相对较慢的设备。

当控制器缓存接收数据时、控制器向主机应用程序确认它现在保存数据。这样、主机应用程序就无需

等待I/O写入磁盘。相反、应用程序可以继续运行。服务器应用程序也可以轻松访问缓存的数据、从而

无需额外的磁盘读取即可访问数据。

控制器缓存会通过多种方式影响存储阵列的整体性能：

* 缓存可用作缓冲区、因此无需同步主机和磁盘数据传输。

* 用于从主机执行读取或写入操作的数据可能位于先前操作的缓存中、因此无需访问磁盘。

* 如果使用了写入缓存、则主机可以在将先前写入操作中的数据写入磁盘之前发送后续写入命令。

*

如果启用了缓存预取、则会优化顺序读取访问。缓存预取使读取操作更有可能在缓存中找到其数据、

而不是从磁盘读取数据。

[CAUTION]

====

*可能丢失数据*-如果启用*不使用电池的写入缓存

*选项并且没有通用电源进行保护、则可能会丢失数据。此外、如果您没有控制器电池、并且启用了*

无电池写入缓存*选项、则可能会丢失数据。

====

[[ID5412d85d91c53db2f6414fe22bbcbe5f]]

= 什么是缓存刷新？
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[role="lead"]

当缓存中未写入的数据量达到某个级别时、控制器会定期将缓存的数据写入驱动器。此写入过程称为"

刷新"。

控制器使用两种算法来刷新缓存：基于需求和基于年龄。控制器使用基于需求的算法、直到缓存的数

据量降至缓存刷新阈值以下。默认情况下、当80%的缓存正在使用时、将开始刷新。

在System Manager中、您可以设置"开始`S请求缓存刷新`"阈值、以便最适合您环境中使用的

I/O类型。在以写入操作为主的环境中、您应将"开始需求缓存刷新`S`"百分比设置为高、以增加缓存
处理任何新写入请求而无需转到磁盘的可能性。高百分比设置会限制缓存刷新的数量、以使更多数据

保留在缓存中、从而增加缓存命中的几率。

在I/O不稳定(发生数据突发)的环境中、您可以使用低缓存刷新、以便系统在数据突发之间频繁地刷

新缓存。在处理各种负载的多样化I/O环境中、或者在负载类型未知时、将阈值设置为50%、以作为一

个良好的中间地带。请注意、如果您选择的起始百分比低于80%、则性能可能会降低、因为主机读取所
需的数据可能不可用。选择较低的百分比还会增加保持缓存级别所需的磁盘写入次数、从而增加系统

开销。

基于期限的算法指定写入数据在符合向磁盘转储的条件之前可以保留在缓存中的时间段。在达到缓存

刷新阈值之前、控制器会使用基于期限的算法。默认值为10秒、但此时间段仅在非活动期间计算在内

。您不能在System Manager中修改刷新计时、而是必须在命令行界面(CLI)中使用*设置存储阵列

*命令。

[CAUTION]

====

*可能丢失数据*-如果启用*不使用电池的写入缓存

*选项并且没有通用电源进行保护、则可能会丢失数据。此外、如果您没有控制器电池、并且启用了*

无电池写入缓存*选项、则可能会丢失数据。

====

[[ID6d749c24bc8160dce67b056b4ac0504d]]

= 什么是缓存块大小？
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存储阵列的控制器将其缓存组织为"块"、这些块是一个内存块、大小可以为8、16、32

KiB。存储系统上的所有卷共享相同的缓存空间；因此、这些卷只能具有一个缓存块大小。
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应用程序使用不同的块大小、这可能会影响存储性能。默认情况下、System Manager

中的块大小为32 KiB、但您可以将该值设置为8、16、32

KiB。对于文件系统或数据库应用程序来说、较小的大小是一个不错的选择。对于需要大型数据传输、

顺序I/O或高带宽(如多媒体)的应用程序来说、较大的大小是一个不错的选择。

[[ID0bc417c8d779bbf3302a8453f5258e6f]]

= 何时应同步存储阵列时钟？
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如果您发现System Manager中显示的时间戳与管理客户端(通过浏览器访问System

Manager的计算机)中显示的时间戳不对齐、则应手动同步存储阵列中的控制器时钟。只有在System

Manager中未启用NTP (网络时间协议)时、才需要执行此任务。

[NOTE]

====

强烈建议您使用NTP服务器、而不是手动同步时钟。NTP会使用SNTP (简单网络时间协议

)自动将时钟与外部服务器同步。

====

您可以从同步存储阵列时钟对话框中检查同步状态、该对话框可从系统页面访问。如果对话框中显示
的时间不匹配、请运行同步。您可以定期查看此对话框、此对话框指示控制器时钟显示的时间是否已

偏离并不再同步。

:leveloffset: -1

:leveloffset: -1

= 驱动器安全性
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= 驱动器安全性概述
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您可以从安全密钥管理页面配置驱动器安全性和密钥管理。

== 什么是驱动器安全性？

_Drive

Security_是一项功能、可防止在从存储阵列中删除启用了安全功能的驱动器上的数据时未经授权进

行访问。这些驱动器可以是全磁盘加密(Full Disk Encryption、

FDE)驱动器、也可以是联邦信息处理标准(Federal Information Processing Standard

、FIPS)驱动器。从阵列中物理删除FDE或FIPS驱动器后、这些驱动器将无法运行、除非将其安装在

另一个阵列中、此时、这些驱动器将处于安全锁定状态、直到提供正确的安全密钥为止。安全密钥_是

指此类驱动器与存储阵列中的控制器之间共享的字符串。

了解更多信息。

* xref:{relative_path}how-the-drive-security-feature-

works.html["驱动器安全功能的工作原理"]

* xref:{relative_path}how-security-key-management-

works.html["安全密钥管理的工作原理"]

* xref:{relative_path}drive-security-terminology.html["驱动器安全术语"]

== 如何配置密钥管理？

要实施驱动器安全性、阵列中必须安装FDE驱动器或FIPS驱动器。要为这些驱动器配置密钥管理、请

转到菜单：设置[系统>安全密钥管理]、在此可以从控制器的永久性内存创建内部密钥、也可以从密钥

管理服务器创建外部密钥。最后、您可以通过在卷设置中选择"安全功能"来为池和卷组启用驱动器安

全性。

了解更多信息。

* xref:{relative_path}create-internal-security-key.html["创建内部安全密钥"]

* xref:{relative_path}create-external-security-key.html["创建外部安全密钥"]

* xref:{relative_path}../sm-storage/create-pool-manually.html["手动创建池"]

* xref:{relative_path}../sm-storage/create-volume-group.html["创建卷组"]
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== 如何解锁驱动器？

如果您配置了密钥管理、然后将启用了安全保护的驱动器从一个存储阵列移动到另一个存储阵列、则

必须将安全密钥重新分配给新存储阵列、才能访问驱动器上的加密数据。

了解更多信息。

* xref:{relative_path}unlock-drives-using-an-internal-security-

key.html["使用内部密钥管理时解锁驱动器"]

* xref:{relative_path}unlock-drives-using-an-external-security-

key.html["使用外部密钥管理时解锁驱动器"]

== 相关信息

详细了解与密钥管理相关的任务：

* xref:{relative_path}use-ca-signed-certificates-for-authentication-with-

a-key-management-server.html["使用CA签名的证书通过密钥管理服务器进行身份验证"]

* xref:{relative_path}back-up-security-key.html["备份安全密钥"]

= 概念
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驱动器安全性是一种存储阵列功能，可通过全磁盘加密（ Full Disk Encryption ， FDE

）驱动器或联邦信息处理标准（ Federal Information Processing Standard ， FIPS

）驱动器提供额外的安全层。

如果将这些驱动器与驱动器安全功能结合使用，则需要使用安全密钥才能访问其数据。从阵列中物理
删除驱动器后、这些驱动器将无法运行、直到将其安装到另一个阵列中为止、此时、这些驱动器将处
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于安全锁定状态、直到提供了正确的安全密钥为止。

== 如何实施驱动器安全性

要实施驱动器安全性、请执行以下步骤。

. 为存储阵列配备支持安全保护的驱动器、可以是FDE驱动器、也可以是FIPS驱动器。(

对于需要FIPS支持的卷、请仅使用FIPS驱动器。在卷组或池中混用FIPS和FDE驱动器将导致所有驱

动器被视为FDE驱动器。此外、FDE驱动器不能添加到纯FIPS卷组或池中或用作备用磁盘。)

. 创建一个安全密钥、该密钥是一个字符串、由控制器和驱动器共享、用于进行读

/写访问。您可以从控制器的永久性内存创建内部密钥、也可以从密钥管理服务器创建外部密钥。对于

外部密钥管理、必须使用密钥管理服务器建立身份验证。

. 为池和卷组启用驱动器安全性：

+

** 创建池或卷组(在候选项表的*安全功能*列中查找*是*)。

** 创建新卷时、请选择池或卷组(在Pool and volume group candidates表中、查找

*安全功能*旁边的*是*)。

== 驱动器安全在驱动器级别的工作原理

支持安全的驱动器(FDE或FIPS)可在写入期间对数据进行加密、并在读取期间对数据进行解密。此加
密和解密不会影响性能或用户工作流。每个驱动器都有自己唯一的加密密钥、永远不能从该驱动器传

输该密钥。

驱动器安全功能可通过支持安全功能的驱动器提供额外的保护层。如果为驱动器安全选择了这些驱动
器上的卷组或池、则这些驱动器会先查找安全密钥、然后再允许访问数据。您可以随时为池和卷组启
用驱动器安全性、而不会影响驱动器上的现有数据。但是、如果不擦除驱动器上的所有数据、则无法

禁用驱动器安全性。

== 驱动器安全性在存储阵列级别的工作原理

使用驱动器安全功能、您可以创建一个安全密钥、该安全密钥可在存储阵列中启用了安全保护的驱动
器和控制器之间共享。无论何时关闭和打开驱动器的电源、启用了安全保护的驱动器都会变为安全锁

定状态、直到控制器应用安全密钥为止。

如果从存储阵列中删除启用了安全保护的驱动器并将其重新安装在其他存储阵列中、则该驱动器将处
于安全锁定状态。重新定位的驱动器会先查找安全密钥、然后再使数据可再次访问。要解锁数据、请
应用源存储阵列中的安全密钥。成功解锁过程后、重新定位的驱动器将使用已存储在目标存储阵列中

的安全密钥、并且不再需要导入的安全密钥文件。
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[NOTE]

====

对于内部密钥管理、实际安全密钥存储在控制器上不可访问的位置。它不是以人为可读的格式提供的

、也不是用户可访问的格式。

====

== 驱动器安全在卷级别的工作原理

从支持安全的驱动器创建池或卷组时、您还可以为这些池或卷组启用驱动器安全性。"驱动器安全性"

选项可确保驱动器以及关联的卷组和池的安全-_enabled_.

在创建启用了安全保护的卷组和池之前、请牢记以下准则：

* 卷组和池必须全部由具有安全功能的驱动器组成。(对于需要FIPS支持的卷、请仅使用

FIPS驱动器。在卷组或池中混用FIPS和FDE驱动器将导致所有驱动器被视为FDE驱动器。此外、FDE

驱动器不能添加到纯FIPS卷组或池中或用作备用磁盘。)

* 卷组和池必须处于最佳状态。
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= 安全密钥管理的工作原理

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

在实施驱动器安全功能时、启用了安全保护的驱动器(FIPS或FDE)需要一个安全密钥才能进行数据访

问。安全密钥是指这些类型的驱动器与存储阵列中的控制器之间共享的字符串。

无论何时关闭和打开驱动器的电源、启用了安全保护的驱动器都会变为安全锁定状态、直到控制器应
用安全密钥为止。如果从存储阵列中删除启用了安全保护的驱动器、则该驱动器的数据将被锁定。在
将驱动器重新安装到其他存储阵列中时、它会先查找安全密钥、然后再重新访问数据。要解锁数据、

必须应用原始安全密钥。

您可以使用以下方法之一创建和管理安全密钥：

* 控制器永久性内存上的内部密钥管理。

* 外部密钥管理服务器上的外部密钥管理。
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== 内部密钥管理

在控制器永久性内存的不可访问位置维护内部密钥并"`hidden`"。要实施内部密钥管理、请执行以

下步骤：

. 在存储阵列中安装支持安全保护的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

.

确保已启用驱动器安全功能。如有必要、请联系您的存储供应商、了解有关启用驱动器安全功能的说

明。

.

创建内部安全密钥、其中包括定义标识符和密码短语。标识符是与安全密钥关联的字符串、存储在控
制器以及与该密钥关联的所有驱动器上。密码短语用于对安全密钥进行加密、以用于备份。要创建内

部密钥、请转到菜单：设置[系统>安全密钥管理>创建内部密钥]。

安全密钥存储在控制器上的一个隐藏的不可访问位置。然后、您可以创建启用了安全保护的卷组或池

、也可以对现有卷组和池启用安全性。

== 外部密钥管理

外部密钥使用密钥管理互操作性协议(Key Management Interoperability Protocol、

KMIP)在单独的密钥管理服务器上进行维护。要实施外部密钥管理、请执行以下步骤：

. 在存储阵列中安装支持安全保护的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

.

确保已启用驱动器安全功能。如有必要、请联系您的存储供应商、了解有关启用驱动器安全功能的说

明。

.

获取签名的客户端证书文件。客户端证书用于验证存储阵列的控制器、以便密钥管理服务器可以信任

其KMIP请求。

+

.. 首先、您需要完成并下载客户端证书签名请求(CSR)。转到菜单：设置[证书>密钥管理>

完成CSR]。

.. 接下来、您需要从密钥管理服务器信任的CA请求签名客户端证书。(您也可以使用

CSR文件从密钥管理服务器创建和下载客户端证书。)

.. 拥有客户端证书文件后、将该文件复制到要访问System Manager的主机。
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. 从密钥管理服务器检索证书文件、然后将该文件复制到要访问System

Manager的主机。密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。

您可以对密钥管理服务器使用根证书、中间证书或服务器证书。

. 创建外部密钥、其中包括定义密钥管理服务器的IP地址以及用于

KMIP通信的端口号。在此过程中、您还可以加载证书文件。要创建外部密钥、请转到菜单：设置[系

统>安全密钥管理>创建外部密钥]。

系统将使用您输入的凭据连接到密钥管理服务器。然后、您可以创建启用了安全保护的卷组或池、也

可以对现有卷组和池启用安全性。
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了解驱动器安全术语如何应用于存储阵列。

[cols="25h,~"]

|===

| 期限 | Description

 a|

驱动器安全功能

 a|

驱动器安全性是一种存储阵列功能，可通过全磁盘加密（ Full Disk Encryption ， FDE

）驱动器或联邦信息处理标准（ Federal Information Processing Standard ， FIPS
）驱动器提供额外的安全层。如果将这些驱动器与驱动器安全功能结合使用，则需要使用安全密钥才
能访问其数据。从阵列中物理删除驱动器后、这些驱动器将无法运行、直到将其安装到另一个阵列中

为止、此时、这些驱动器将处于安全锁定状态、直到提供了正确的安全密钥为止。

 a|

FDE驱动器

 a|

全磁盘加密(Full Disk Encryption、

FDE)驱动器在硬件级别对磁盘驱动器执行加密。硬盘驱动器包含一个ASIC芯片、用于在写入期间对数

据进行加密、然后在读取期间对数据进行解密。
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 a|

FIPS驱动器

 a|

FIPS驱动器使用联邦信息处理标准(FIPS) 140-2级别2。它们本质上是

FDE驱动器、符合美国政府标准、可确保强大的加密算法和方法。FIPS驱动器的安全标准高于FDE驱

动器。

 a|

管理客户端

 a|

一种本地系统(计算机、平板电脑等)、其中包括用于访问System Manager的浏览器。

 a|

密码短语

 a|

密码短语用于对安全密钥进行加密、以用于备份。在因驱动器迁移或机头交换而导入备份的安全密钥

时、必须提供用于加密安全密钥的相同密码短语。密码短语可以包含8到32个字符。

[NOTE]

====

驱动器安全密码短语与存储阵列的管理员密码无关。

====

 a|

支持安全的驱动器

 a|

支持安全的驱动器可以是全磁盘加密(Full Disk Encryption、

FDE)驱动器、也可以是联邦信息处理标准(Federal Information Processing Standard

、FIPS)驱动器、这些驱动器可在写入期间对数据进行加密、并在读取期间对数据进行解密。这些驱

动器被视为安全驱动器-

_capable"、因为可以使用驱动器安全功能提高安全性。如果为这些驱动器使用的卷组和池启用了驱

动器安全功能、则这些驱动器将变为secure—_enabled_.

 a|

已启用安全保护的驱动器

 a|

启用了安全保护的驱动器与驱动器安全功能结合使用。启用驱动器安全功能后、如果将驱动器安全应
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用于安全-_capable"驱动器上的池或卷组、则这些驱动器将变为安全_-

enabled__。只能通过配置了正确安全密钥的控制器进行读写访问。这种增强的安全性可防止未经授

权访问从存储阵列中物理删除的驱动器上的数据。

 a|

安全密钥

 a|

安全密钥是指在存储阵列中启用了安全保护的驱动器和控制器之间共享的字符串。无论何时关闭和打
开驱动器的电源、启用了安全保护的驱动器都会变为安全锁定状态、直到控制器应用安全密钥为止。
如果从存储阵列中删除启用了安全保护的驱动器、则该驱动器的数据将被锁定。在将驱动器重新安装
到其他存储阵列中时、它会先查找安全密钥、然后再重新访问数据。要解锁数据、必须应用原始安全

密钥。您可以使用以下方法之一创建和管理安全密钥：

* 内部密钥管理—在控制器的永久性内存上创建和维护安全密钥。

* 外部密钥管理—在外部密钥管理服务器上创建和维护安全密钥。

 a|

安全密钥标识符

 a|

安全密钥标识符是在创建密钥期间与安全密钥关联的字符串。标识符存储在控制器以及与安全密钥关

联的所有驱动器上。

|===

:leveloffset: -1

= 配置安全密钥
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要使用驱动器安全功能、您可以创建一个内部安全密钥、该密钥由存储阵列中的控制器和支持安全功

能的驱动器共享。内部密钥会保留在控制器的永久性内存上。

.开始之前

* 存储阵列中必须安装支持安全功能的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

*

必须启用驱动器安全功能。否则、将在此任务期间打开无法创建安全密钥对话框。如有必要、请联系

您的存储供应商、了解有关启用驱动器安全功能的说明。

[NOTE]

====

如果存储阵列中同时安装了FDE和FIPS驱动器、则它们将共享同一个安全密钥。

====

.关于此任务

在此任务中、您可以定义要与内部安全密钥关联的标识符和密码短语。

[NOTE]

====

驱动器安全密码短语与存储阵列的管理员密码无关。

====

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*创建内部密钥*。

+

如果尚未生成安全密钥、则会打开创建安全密钥对话框。

. 在以下字段中输入信息：

+

** *定义安全密钥标识符*-您可以接受默认值

(存储阵列名称和时间戳、此名称和时间戳由控制器固件生成)、也可以输入您自己的值。最多可以输

入189个字母数字字符、不带空格、标点符号或符号。

+

[NOTE]

====

系统会自动生成附加到您输入的字符串两端的其他字符。生成的字符可确保标识符是唯一的。

====

** *定义密码短语/重新输入密码短语*-输入并确认密码短语。此值可以包含8到

32个字符、并且必须包括以下每个字符：

+

*** 大写字母(一个或多个)。请注意、密码短语区分大小写。
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*** 一个数字(一个或多个)。

*** 非字母数字字符、例如！、*、@(一个或多个)。

+

[CAUTION]

====

*请务必记录您的条目以供日后使用*。如果您需要从存储阵列移动启用了安全保护的驱动器、则必须

知道用于解锁驱动器数据的标识符和密码短语。

====

. 单击 * 创建 * 。

+

安全密钥存储在控制器上的不可访问位置。除了实际密钥之外、还会从浏览器下载一个加密密钥文件

。

+

[NOTE]

====

下载文件的路径可能取决于浏览器的默认下载位置。

====

. 记下您的密钥标识符、密码短语以及下载的密钥文件的位置、然后单击*关闭*。

.结果

现在、您可以创建启用了安全保护的卷组或池、也可以在现有卷组和池上启用安全性。

[NOTE]

====

每当关闭驱动器电源然后再次打开时、所有启用了安全保护的驱动器都会更改为安全锁定状态。在这
种状态下、只有在驱动器初始化期间控制器应用正确的安全密钥后、才能访问数据。如果有人以物理
方式删除已锁定的驱动器并将其安装到其他系统中、则安全锁定状态将阻止对其数据进行未经授权的

访问。

====

.完成后

您应验证此安全密钥、以确保此密钥文件未损坏。

[[ID6ca307faf7ef894757f6a35f3a0daa35]]
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要对密钥管理服务器使用驱动器安全功能、必须创建一个外部密钥、该密钥由密钥管理服务器和存储

阵列中支持安全功能的驱动器共享。

.开始之前

* 阵列中必须安装支持安全功能的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

+

[NOTE]

====

如果存储阵列中同时安装了FDE和FIPS驱动器、则它们将共享同一个安全密钥。

====

*

必须启用驱动器安全功能。否则、将在此任务期间打开无法创建安全密钥对话框。如有必要、请联系

您的存储供应商、了解有关启用驱动器安全功能的说明。

* 您已为存储阵列的控制器创建一个签名客户端证书文件、并已将该文件复制到要访问System

Manager的主机。客户端证书可验证存储阵列的控制器、以便密钥管理服务器可以信任其密钥管理互

操作性协议(Key Management Interoperability Protocol、KMIP)请求。

* 您必须从密钥管理服务器检索证书文件、然后将该文件复制到要访问System

Manager的主机。密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。

您可以对密钥管理服务器使用根证书、中间证书或服务器证书。

+

[NOTE]

====

有关服务器证书的详细信息、请参见密钥管理服务器的文档。

====

.关于此任务

在此任务中、您可以定义密钥管理服务器的IP地址及其使用的端口号、然后加载用于外部密钥管理的

证书。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*创建外部密钥*。

+

[NOTE]

====

如果当前已配置内部密钥管理、则会打开一个对话框、要求您确认是否要切换到外部密钥管理。
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====

+

此时将打开创建外部安全密钥对话框。

. 在*连接到密钥服务器*下、在以下字段中输入信息。

+

** *密钥管理服务器地址*—输入用于密钥管理的服务器的完全限定域名或IP地址(IPv4或IPv6)。

** *密钥管理端口号*-输入用于KMIP

通信的端口号。用于密钥管理服务器通信的最常见端口号是5696。

+

*可选：*如果要配置备份密钥服务器、请单击*添加密钥服务器*、然后输入该服务器的信息。如果无
法访问主密钥服务器、则会使用第二个密钥服务器。确保每个密钥服务器都可以访问同一个密钥数据

库；否则、阵列将发布错误、并且无法使用备份服务器。

+

NOTE:

一次仅使用一个密钥服务器。如果存储阵列无法访问主密钥服务器、则该阵列将联系备份密钥服务器

。请注意、必须在两个服务器之间保持奇偶校验；否则可能会导致错误。

** *选择客户端证书*-单击第一个*浏览*按钮以选择存储阵列控制器的证书文件。

** *选择密钥管理服务器的服务器证书*-单击第二个*浏览

*按钮以选择密钥管理服务器的证书文件。您可以为密钥管理服务器选择根证书、中间证书或服务器证

书。

. 单击 * 下一步 * 。

. 在*创建/备份密钥*下、您可以出于安全目的创建备份密钥。

+

** (建议)要创建备份密钥、请保持选中状态、然后输入并确认密码短语。此值可以包含8到

32个字符、并且必须包括以下每个字符：

+

*** 大写字母(一个或多个)。请注意、密码短语区分大小写。

*** 一个数字(一个或多个)。

*** 非字母数字字符、例如！、*、@(一个或多个)。

+

[CAUTION]

====

*请务必记录您的条目以供日后使用*。如果您需要从存储阵列中移动启用了安全保护的驱动器、则必

须知道解锁驱动器数据的密码短语。

====
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+

** 如果不想创建备份密钥、请取消选中此复选框。

+

[CAUTION]

====

请注意、如果您无法访问外部密钥服务器、并且没有备份密钥、则在将驱动器迁移到另一存储阵列时

、您将无法访问这些驱动器上的数据。此选项是在System Manager中创建备份密钥的唯一方法。

====

. 单击 * 完成 * 。

+

系统将使用您输入的凭据连接到密钥管理服务器。然后、安全密钥的副本将存储在本地系统上。

+

[NOTE]

====

下载文件的路径可能取决于浏览器的默认下载位置。

====

. 记下您的密码短语以及下载的密钥文件的位置、然后单击*关闭*。

+

此页面将显示以下消息、其中包含用于外部密钥管理的其他链接：

+

`Current key management method: External`

. 选择*测试通信*以测试存储阵列与密钥管理服务器之间的连接。

+

测试结果将显示在对话框中。

.结果

启用外部密钥管理后、您可以创建启用了安全保护的卷组或池、也可以对现有卷组和池启用安全性。

[NOTE]

====

每当关闭驱动器电源然后再次打开时、所有启用了安全保护的驱动器都会更改为安全锁定状态。在这
种状态下、只有在驱动器初始化期间控制器应用正确的安全密钥后、才能访问数据。如果有人以物理
方式删除已锁定的驱动器并将其安装到其他系统中、则安全锁定状态将阻止对其数据进行未经授权的

访问。

====

.完成后

您应验证此安全密钥、以确保此密钥文件未损坏。

376



:leveloffset: -1

= 管理安全密钥

:leveloffset: +1

[[IDebfdda0c8f4d1e3c538b96a2d5c8fca8]]

= 更改安全密钥

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以随时将安全密钥替换为新密钥。如果您的公司存在潜在的安全违规行为、并且希望确保未经授

权的人员无法访问驱动器数据、您可能需要更改安全密钥。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*更改密钥*。

+

此时将打开更改安全密钥对话框。

. 在以下字段中输入信息。

+

** *定义安全密钥标识符*-(仅适用于内部安全密钥。) 接受默认值

(由控制器固件生成的存储阵列名称和时间戳)或输入您自己的值。最多可以输入189个字母数字字符

、不带空格、标点符号或符号。

+

[NOTE]

====

系统会自动生成其他字符、并将其附加到您输入的字符串的两端。生成的字符有助于确保标识符是唯

一的。

====

** *定义密码短语/重新输入密码短语*—在每个字段中输入您的密码短语。此值可以包含8到

32个字符、并且必须包括以下每个字符：

+

*** 大写字母(一个或多个)。请注意、密码短语区分大小写。

*** 一个数字(一个或多个)。
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*** 非字母数字字符、例如！、*、@(一个或多个)。

. 对于外部安全密钥、如果要在创建新安全密钥时删除旧安全密钥、请选中对话框底部的

"删除当前安全密钥..."复选框。

+

[CAUTION]

====

*请务必记录您的条目以供日后使用*-
如果您需要从存储阵列中移动启用了安全保护的驱动器、则必须知道用于解锁驱动器数据的标识符和

密码短语。

====

. 单击 * 更改 * 。

+

新的安全密钥会覆盖上一个密钥、而上一个密钥不再有效。

+

[NOTE]

====

下载文件的路径可能取决于浏览器的默认下载位置。

====

. 记下您的密钥标识符、密码短语以及下载的密钥文件的位置、然后单击*关闭*。

.完成后

您应验证此安全密钥、以确保此密钥文件未损坏。
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您可以将驱动器安全管理方法从外部密钥服务器更改为存储阵列使用的内部方法。然后、以前为外部

密钥管理定义的安全密钥将用于内部密钥管理。

.关于此任务
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在此任务中、您可以禁用外部密钥管理并将新的备份副本下载到本地主机。现有密钥仍用于驱动器安

全、但将在存储阵列中进行内部管理。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*禁用外部密钥管理*。

+

此时将打开禁用外部密钥管理对话框。

. 在*定义密码短语/重新输入密码短语*中、输入并确认用于备份密钥的密码短语。此值可以包含8

到32个字符、并且必须包括以下每个字符：

+

** 大写字母(一个或多个)。请注意、密码短语区分大小写。

** 一个数字(一个或多个)。

** 非字母数字字符、例如！、*、@(一个或多个)。

+

[CAUTION]

====

请务必记录您的条目以供日后使用_。如果您需要从存储阵列移动启用了安全保护的驱动器、则必须知

道用于解锁驱动器数据的标识符和密码短语。

====

. 单击 * 禁用 * 。

+

备份密钥将下载到本地主机。

. 记下您的密钥标识符、密码短语以及下载的密钥文件的位置、然后单击*关闭*。

.结果

现在、驱动器安全性可通过存储阵列在内部进行管理。

.完成后

您应验证此安全密钥、以确保此密钥文件未损坏。
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如果您配置了外部密钥管理、则可以随时查看和编辑密钥管理服务器设置。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*查看/编辑密钥管理服务器设置*。

. 编辑以下字段中的信息：

+

** *密钥管理服务器地址*—输入用于密钥管理的服务器的完全限定域名或IP地址(IPv4或IPv6)。

** *密钥管理端口号*-输入用于密钥管理互操作性协议(Key Management Interoperability

Protocol、KMIP)通信的端口号。

+

*可选：*您可以通过单击*添加密钥服务器*来包括另一个密钥服务器。

. 单击 * 保存 * 。
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创建或更改安全密钥后、您可以为密钥文件创建备份副本、以防其损坏。

.关于此任务

此任务介绍如何备份先前创建的安全密钥。在此操作步骤
期间、您将为备份创建一个新的密码短语。此密码短语不需要与创建原始密钥或上次更改时使用的密

码短语匹配。密码短语仅适用于您要创建的备份。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*备份密钥*。

+

此时将打开备份安全密钥对话框。

. 在*定义密码短语/重新输入密码短语*字段中、输入并确认此备份的密码短语。

+
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此值可以包含8到32个字符、并且必须包括以下每个字符：

+

** 大写字母(一个或多个)

** 一个数字(一个或多个)

** 非字母数字字符、例如！、*、@(一个或多个)

+

[CAUTION]

====

*请务必记录您的条目以供日后使用*。要访问此安全密钥的备份、您需要使用密码短语。

====

. 单击*备份*。

+

安全密钥的备份将下载到本地主机、然后打开*确认/记录安全密钥备份*对话框。

+

[NOTE]

====

下载的安全密钥文件的路径可能取决于浏览器的默认下载位置。

====

. 在安全位置记下您的密码短语、然后单击*关闭*。

.完成后

您应验证备份安全密钥。
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您可以验证安全密钥、以确保其未损坏、并验证您是否具有正确的密码短语。

.关于此任务
此任务介绍如何验证您先前创建的安全密钥。这是确保密钥文件未损坏且密码短语正确的重要步骤、
它可确保在将启用了安全保护的驱动器从一个存储阵列移动到另一个存储阵列后、您可以访问驱动器
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数据。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*验证密钥*。

+

此时将打开验证安全密钥对话框。

. 单击*Browse*，然后选择密钥文件(例如， `drivesecurity.slk`）。

. 输入与选定密钥关联的密码短语。

+

选择有效的密钥文件和密码短语后、*验证*按钮将变为可用。

. 单击*验证*。

+

验证结果将显示在对话框中。

. 如果结果显示"The security key validated successfully"、请单击*关闭

*。如果显示错误消息、请按照对话框中显示的建议说明进行操作。
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如果您配置了内部密钥管理、然后将启用了安全保护的驱动器从一个存储阵列移动到另一个存储阵列

、则必须将安全密钥重新分配给新存储阵列、才能访问驱动器上的加密数据。

.开始之前

* 在源阵列(要删除驱动器的阵列

)上、您已导出卷组并删除驱动器。在目标阵列上、您已重新安装驱动器。

+

NOTE: System Manager用户界面不支持导出/导入功能；您必须使用命令行界面(CLI)

将卷组导出/导入到其他存储阵列。

+

有关迁移卷组的详细说明、请参见 https://kb.netapp.com/["NetApp 知识库

"^]。请务必按照适用于System Manager管理的较新阵列或旧系统的相应说明进行操作。
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*

必须启用驱动器安全功能。否则、将在此任务期间打开无法创建安全密钥对话框。如有必要、请联系

您的存储供应商、了解有关启用驱动器安全功能的说明。

* 您必须知道与要解锁的驱动器关联的安全密钥。

* 管理客户端(具有用于访问System Manager的浏览器的系统

)上提供了安全密钥文件。如果要将驱动器移动到由其他系统管理的存储阵列、则需要将安全密钥文件

移动到该管理客户端。

.关于此任务
使用内部密钥管理时、安全密钥将存储在本地存储在存储阵列上。安全密钥是指控制器和驱动器共享

的字符串、用于进行读/写访问。如果从阵列中物理删除驱动器并将其安装在另一个阵列中、则这些驱

动器将无法运行、除非您提供正确的安全密钥。

[NOTE]

====

您可以从控制器的永久性内存创建内部密钥、也可以从密钥管理服务器创建外部密钥。本主题介绍使

用_internal_密钥管理时解锁数据。如果您使用的是_external_密钥管理、请参见

xref:{relative_path}unlock-drives-using-an-external-security-

key.html["使用外部密钥管理时解锁驱动器"]。如果要执行控制器升级并将所有控制器更换为最新

硬件、则必须按照中E系列和SANtricity 文档中心所述的不同步骤进行操作

link:https://docs.netapp.com/us-en/e-series/upgrade-controllers/upgrade-

unlock-drives-task.html["解锁驱动器"]。

====

在另一个阵列中重新安装启用了安全保护的驱动器后、该阵列将发现这些驱动器、并显示"需要注意"

情况以及"需要安全密钥"状态。 要解锁驱动器数据、请选择安全密钥文件并输入密钥的密码短语。

(此密码短语与存储阵列的管理员密码不同。)

如果新存储阵列中安装了其他启用了安全保护的驱动器、则这些驱动器使用的安全密钥可能与您要导
入的安全密钥不同。在导入过程中、旧安全密钥仅用于解锁要安装的驱动器的数据。成功完成解锁过

程后、新安装的驱动器将重新密钥到目标存储阵列的安全密钥。

.步骤

. 选择菜单：设置[系统]。

. 在*安全密钥管理*下、选择*解锁安全驱动器*。

+

此时将打开解除安全驱动器锁定对话框。表中显示了需要安全密钥的所有驱动器。

. *可选：*将鼠标悬停在驱动器编号上可查看驱动器的位置(磁盘架编号和托架编号)。

. 单击*浏览*、然后选择与要解锁的驱动器对应的安全密钥文件。

+

您选择的密钥文件将显示在对话框中。

. 输入与此密钥文件关联的密码短语。

+
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输入的字符将被屏蔽。

. 单击*解锁*。

+

如果解锁操作成功、则对话框将显示："The associated secure drives have been

unlocked"。

.结果
锁定并解除锁定所有驱动器后、存储阵列中的每个控制器都将重新启动。但是、如果目标存储阵列中

已有一些未锁定的驱动器、则控制器不会重新启动。

.完成后

在目标阵列(包含新安装驱动器的阵列)上、您现在可以导入卷组。

NOTE: System Manager用户界面不支持导出/导入功能；您必须使用命令行界面(CLI)

将卷组导出/导入到其他存储阵列。

有关迁移卷组的详细说明、请参见 https://kb.netapp.com/["NetApp 知识库"^]。

[[ID50769971672f511bf86bef96622d86ce]]

= 使用外部密钥管理时解锁驱动器
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如果您配置了外部密钥管理、然后将启用了安全保护的驱动器从一个存储阵列移动到另一个存储阵列

、则必须将安全密钥重新分配给新存储阵列、才能访问驱动器上的加密数据。

.开始之前

* 在源阵列(要删除驱动器的阵列

)上、您已导出卷组并删除驱动器。在目标阵列上、您已重新安装驱动器。

+

NOTE: System Manager用户界面不支持导出/导入功能；您必须使用命令行界面(CLI)

将卷组导出/导入到其他存储阵列。

+

有关迁移卷组的详细说明、请参见 https://kb.netapp.com/["NetApp 知识库
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"^]。请务必按照适用于System Manager管理的较新阵列或旧系统的相应说明进行操作。

*

必须启用驱动器安全功能。否则、将在此任务期间打开无法创建安全密钥对话框。如有必要、请联系

您的存储供应商、了解有关启用驱动器安全功能的说明。

* 您必须知道密钥管理服务器的IP地址和端口号。

* 您已为存储阵列的控制器创建一个签名客户端证书文件、并已将该文件复制到要访问System

Manager的主机。客户端证书可验证存储阵列的控制器、以便密钥管理服务器可以信任其密钥管理互

操作性协议(Key Management Interoperability Protocol、KMIP)请求。

* 您必须从密钥管理服务器检索证书文件、然后将该文件复制到要访问System

Manager的主机。密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。

您可以对密钥管理服务器使用根证书、中间证书或服务器证书。

[NOTE]

====

有关服务器证书的详细信息、请参见密钥管理服务器的文档。

====

.关于此任务
使用外部密钥管理时、安全密钥会存储在外部的服务器上、用于保护安全密钥。安全密钥是指控制器

和驱动器共享的字符串、用于进行读/写访问。如果从阵列中物理删除驱动器并将其安装在另一个阵列

中、则这些驱动器将无法运行、除非您提供正确的安全密钥。

[NOTE]

====

您可以从控制器的永久性内存创建内部密钥、也可以从密钥管理服务器创建外部密钥。本主题介绍使

用_external_密钥管理时解锁数据。如果您使用_internal_密钥管理、请参见

xref:{relative_path}unlock-drives-using-an-internal-security-

key.html["使用内部密钥管理时解锁驱动器"]。如果要执行控制器升级并将所有控制器更换为最新

硬件、则必须按照中E系列和SANtricity 文档中心所述的不同步骤进行操作

link:https://docs.netapp.com/us-en/e-series/upgrade-controllers/upgrade-

unlock-drives-task.html["解锁驱动器"]。

====

在另一个阵列中重新安装启用了安全保护的驱动器后、该阵列将发现这些驱动器、并显示"需要注意"

情况以及"需要安全密钥"状态。 要解锁驱动器数据、请导入安全密钥文件并输入密钥的密码短语。

(此密码短语与存储阵列的管理员密码不同。)
在此过程中、您可以将存储阵列配置为使用外部密钥管理服务器、然后便可访问安全密钥。您需要提

供存储阵列连接和检索安全密钥所需的服务器联系信息。

如果新存储阵列中安装了其他启用了安全保护的驱动器、则这些驱动器使用的安全密钥可能与您要导
入的安全密钥不同。在导入过程中、旧安全密钥仅用于解锁要安装的驱动器的数据。成功完成解锁过

程后、新安装的驱动器将重新密钥到目标存储阵列的安全密钥。

.步骤

. 选择菜单：设置[系统]。
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. 在*安全密钥管理*下、选择*创建外部密钥*。

. 使用前提条件连接信息和证书完成向导。

. 单击*测试通信*以确保能够访问外部密钥管理服务器。

. 选择*解锁安全驱动器*。

+

此时将打开解除安全驱动器锁定对话框。表中显示了需要安全密钥的所有驱动器。

. *可选：*将鼠标悬停在驱动器编号上可查看驱动器的位置(磁盘架编号和托架编号)。

. 单击*浏览*、然后选择与要解锁的驱动器对应的安全密钥文件。

+

您选择的密钥文件将显示在对话框中。

. 输入与此密钥文件关联的密码短语。

+

输入的字符将被屏蔽。

. 单击*解锁*。

+

如果解锁操作成功、则对话框将显示："The associated secure drives have been

unlocked"。

.结果
锁定并解除锁定所有驱动器后、存储阵列中的每个控制器都将重新启动。但是、如果目标存储阵列中

已有一些未锁定的驱动器、则控制器不会重新启动。

.完成后

在目标阵列(包含新安装驱动器的阵列)上、您现在可以导入卷组。

NOTE: System Manager用户界面不支持导出/导入功能；您必须使用命令行界面(CLI)

将卷组导出/导入到其他存储阵列。

有关迁移卷组的详细说明、请参见 https://kb.netapp.com/["NetApp 知识库"^]。

:leveloffset: -1

= 常见问题解答
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= 在创建安全密钥之前、我需要了解哪些信息？
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安全密钥由存储阵列中的控制器和启用了安全保护的驱动器共享。如果从存储阵列中删除了启用了安

全保护的驱动器、则安全密钥可防止数据遭受未经授权的访问。

您可以使用以下方法之一创建和管理安全密钥：

* 控制器永久性内存上的内部密钥管理。

* 外部密钥管理服务器上的外部密钥管理。

== 内部密钥管理

在控制器永久性内存的不可访问位置维护内部密钥并"`hidden`"。在创建内部安全密钥之前、必须

执行以下操作：

. 在存储阵列中安装支持安全保护的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing

Standard、FIPS)驱动器。

.

确保已启用驱动器安全功能。如有必要、请联系您的存储供应商、了解有关启用驱动器安全功能的说

明。

然后、您可以创建内部安全密钥、其中包括定义标识符和密码短语。标识符是与安全密钥关联的字符
串、存储在控制器以及与该密钥关联的所有驱动器上。密码短语用于对安全密钥进行加密、以用于备
份。完成后、安全密钥将存储在控制器上不可访问的位置。然后、您可以创建启用了安全保护的卷组

或池、也可以对现有卷组和池启用安全性。

== 外部密钥管理

外部密钥使用密钥管理互操作性协议(Key Management Interoperability Protocol、

KMIP)在单独的密钥管理服务器上进行维护。在创建外部安全密钥之前、必须执行以下操作：

. 在存储阵列中安装支持安全保护的驱动器。这些驱动器可以是全磁盘加密(Full Disk

Encryption、FDE)驱动器或联邦信息处理标准(Federal Information Processing
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Standard、FIPS)驱动器。

.

确保已启用驱动器安全功能。如有必要、请联系您的存储供应商、了解有关启用驱动器安全功能的说

明。

.

获取签名的客户端证书文件。客户端证书用于验证存储阵列的控制器、以便密钥管理服务器可以信任

其KMIP请求。

+

.. 首先、您需要完成并下载客户端证书签名请求(CSR)。转到菜单：设置[证书>密钥管理>

完成CSR]。

.. 接下来、您需要从密钥管理服务器信任的CA请求签名客户端证书。(您也可以使用下载的

CSR文件从密钥管理服务器创建和下载客户端证书。)

.. 拥有客户端证书文件后、将该文件复制到要访问System Manager的主机。

. 从密钥管理服务器检索证书文件、然后将该文件复制到要访问System

Manager的主机。密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。

您可以对密钥管理服务器使用根证书、中间证书或服务器证书。

然后、您可以创建外部密钥、其中包括定义密钥管理服务器的IP地址以及用于KMIP通信的端口号。在
此过程中、您还可以加载证书文件。完成后、系统将使用您输入的凭据连接到密钥管理服务器。然后

、您可以创建启用了安全保护的卷组或池、也可以对现有卷组和池启用安全性。

[[ID44fd46d3df227a3e5656131f60a3dd03]]

= 为什么需要定义密码短语？
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密码短语用于对存储在本地管理客户端上的安全密钥文件进行加密和解密。如果没有密码短语、则无
法对安全密钥进行解密、并使用此安全密钥从启用了安全功能的驱动器中解锁数据、如果此驱动器重

新安装在另一个存储阵列中。

[[ID78a3d6f3c612b3d4ab9c80e32e0f3f10]]

= 为什么记录安全密钥信息很重要？
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[role="lead"]

如果丢失安全密钥信息并且没有备份、则在重新定位启用了安全保护的驱动器或升级控制器时可能会

丢失数据。您需要使用安全密钥来解锁驱动器上的数据。

请务必记录安全密钥标识符、关联的密码短语以及安全密钥文件保存在本地主机上的位置。

[[IDd43cb3ac561f7f029d8f8c765256ec87]]

= 备份安全密钥前需要了解哪些信息？
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如果原始安全密钥损坏、并且您没有备份、则在驱动器从一个存储阵列迁移到另一个存储阵列时、您

将无法访问这些驱动器上的数据。

备份安全密钥之前、请记住以下准则：

* 确保您知道原始密钥文件的安全密钥标识符和密码短语。

+

[NOTE]

====

只有内部密钥使用标识符。创建标识符时、系统会自动生成其他字符并将其附加到标识符字符串的两

端。生成的字符可确保标识符是唯一的。

====

*

您可以为备份创建新的密码短语。此密码短语不需要与创建原始密钥或上次更改时使用的密码短语匹

配。密码短语仅适用于您要创建的备份。

+

[NOTE]

====

驱动器安全密码短语不应与存储阵列的管理员密码相混淆。Drive

Security的密码短语用于保护安全密钥的备份。管理员密码可保护整个存储阵列、防止未经授权的访

问。

====

*

备份安全密钥文件将下载到管理客户端。下载文件的路径可能取决于浏览器的默认下载位置。请务必

记录安全密钥信息的存储位置。
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[[ID64ea1c3c37c09325732b244363374bf4]]

= 在解除安全驱动器锁定之前、我需要了解哪些信息？
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要从启用了安全的驱动器解锁数据、必须导入其安全密钥。

在解除锁定启用了安全保护的驱动器之前、请记住以下准则：

* 存储阵列必须已具有安全密钥。迁移的驱动器将重新密钥设置到目标存储阵列。

* 对于要迁移的驱动器、您必须知道安全密钥标识符以及与安全密钥文件对应的密码短语。

* 管理客户端(具有用于访问System Manager的浏览器的系统)上必须具有安全密钥文件。

* 如果要重置锁定的NVMe驱动器、必须输入驱动器的安全ID。要找到安全

ID、您必须物理移除驱动器、并在驱动器标签上找到PSID字符串(最多32个字符)。在开始操作之前

、请确保已重新安装驱动器。

[[ID3e0ad2bc4bd90046c8e8b446f667609e]]

= 什么是读/写可访问性？
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驱动器设置窗口包含有关驱动器安全属性的信息。"读/写可访问"是驱动器数据已锁定时显示的属性之

一。

要查看驱动器安全属性、请转到硬件页面。选择一个驱动器、单击*查看设置*、然后单击*显示更多设

置*。如果驱动器已解锁、则页面底部的读/写可访问属性值为*是*。驱动器锁定时、读/写可访问属

性值为*否、安全密钥无效*。您可以通过导入安全密钥来解锁安全驱动器(转到菜单：设置(系统>解

锁安全驱动器)。

[[ID6f2b441f345c572dc39f54c8aef1e081]]
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= 验证安全密钥时需要了解哪些信息？
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创建安全密钥后、您应验证密钥文件以确保其未损坏。

如果验证失败、请执行以下操作：

* 如果安全密钥标识符与控制器上的标识符不匹配、请找到正确的安全密钥文件、然后重试验证。

*

如果控制器无法对安全密钥进行解密以进行验证、则您输入的密码短语可能不正确。仔细检查密码短

语、必要时重新输入、然后重试验证。如果此错误消息再次出现、请选择密钥文件的备份(如果可用)

、然后重试验证。

* 如果仍然无法验证安全密钥、则原始文件可能已损坏。创建密钥的新备份并验证该副本。

[[IDdf0d1c1e6f01e45b7d13cc55e5632092]]

= 内部安全密钥与外部安全密钥管理有何区别？
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在实施驱动器安全功能时、当从存储阵列中删除启用了安全保护的驱动器时、您可以使用内部安全密

钥或外部安全密钥锁定数据。

安全密钥是一个字符串、在存储阵列中启用了安全保护的驱动器和控制器之间共享。内部密钥会保留

在控制器的永久性内存上。外部密钥使用密钥管理互操作性协议(Key Management

Interoperability Protocol、KMIP)在单独的密钥管理服务器上进行维护。

:leveloffset: -1
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= 访问管理
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= 访问管理概述
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访问管理是在System Manager中建立用户身份验证的一种方法。

== 有哪些身份验证方法可用？

身份验证方法包括RBAC (基于角色的访问控制)、目录服务和安全断言标记语言(SAML)：

* * RBAC /本地用户角色*—身份验证通过在存储阵列中强制实施的

RBAC功能进行管理。本地用户角色包括预定义的用户配置文件以及具有特定访问权限的角色。

* *目录服务*—身份验证通过LDAP (轻型目录访问协议)服务器和目录服务(例如Microsoft

的Active Directory)进行管理。

* * SAML *-身份验证通过使用SAML 2.0的身份提供程序(Identity Provider、

IdP)进行管理。

了解更多信息。

* xref:{relative_path}how-access-management-works.html["访问管理的工作原理"]

* xref:{relative_path}access-management-terminology.html["访问管理术语"]

* xref:{relative_path}permissions-for-mapped-roles.html["映射角色的权限"]

* xref:{relative_path}access-management-with-local-user-

roles.html["本地用户角色"]

* xref:{relative_path}access-management-with-directory-

services.html["目录服务"]

* xref:{relative_path}access-management-with-saml.html["SAML"]

== 如何配置身份验证？

存储阵列已预先配置为使用本地用户角色、这是RBAC功能的一种实现。如果要配置其他方法、请转到
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菜单：设置[访问管理]。

了解更多信息。

* xref:{relative_path}add-directory-server.html["添加LDAP目录服务器"]

* xref:{relative_path}configure-saml.html["配置SAML"]

== 相关信息

详细了解与访问管理相关的任务：

* xref:{relative_path}change-passwords.html["更改密码"]

* xref:{relative_path}view-audit-log-activity.html["查看审核日志活动"]

* xref:{relative_path}configure-syslog-server-for-audit-

logs.html["为审核日志配置系统日志服务器"]

= 概念

:leveloffset: +1

[[ID696ea4435902ffc3442ebe24e9e3544b]]

= 访问管理的工作原理
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访问管理是在System Manager中建立用户身份验证的一种方法。

配置和用户身份验证的工作原理如下：

. 管理员使用具有安全管理员权限的用户配置文件登录到System Manager。

+

[NOTE]

====

对于首次登录、为用户名 `admin` 将自动显示、并且无法更改。。 `admin`

用户可以完全访问系统中的所有功能。
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====

. 管理员可在用户界面中导航到访问管理。存储阵列已预先配置为使用本地用户角色、这是RBAC

(基于角色的访问控制)功能的实施。

. 管理员配置以下一种或多种身份验证方法：

+

** *本地用户角色*—身份验证通过在存储阵列中强制实施的

RBAC功能进行管理。本地用户角色包括预定义的用户配置文件以及具有特定访问权限的角色。管理员
可以使用这些本地用户角色作为单一身份验证方法、也可以将其与目录服务结合使用。除了为用户设

置密码之外、无需进行任何配置。

** *目录服务*—身份验证通过LDAP (轻型目录访问协议)服务器和目录服务(例如Microsoft

的Active Directory)进行管理。管理员连接到LDAP服务器、然后将

LDAP用户映射到存储阵列中嵌入的本地用户角色。

** * SAML *-身份验证通过使用安全断言标记语言(SAML) 2.0的身份提供程序

(IdP)进行管理。管理员在IdP系统和存储阵列之间建立通信、然后将IdP用户映射到存储阵列中嵌入

的本地用户角色。

. 管理员为用户提供System Manager的登录凭据。

. 用户通过输入凭据登录到系统。

+

[NOTE]

====

如果使用SAML和SSO (单点登录)管理身份验证、则系统可能会绕过System Manager登录对话框。

====

+

登录期间、系统将执行以下后台任务：

+

** 根据用户帐户对用户名和密码进行身份验证。

** 根据分配的角色确定用户的权限。

** 为用户提供对用户界面中任务的访问权限。

** 显示界面右上角的用户名。

== System Manager中提供的任务

任务访问权限取决于用户分配的角色、这些角色包括：

* *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

* *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。
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* *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

* *监控*—对所有存储对象的只读访问、但无法访问安全配置。

不可用的任务将灰显或不显示在用户界面中。例如、具有"监控"角色的用户可以查看有关卷的所有信

息、但无法访问用于修改该卷的功能。诸如*复制服务*和*添加到工作负载*等功能的选项卡将灰显；

只有*查看/编辑设置*可用。

== Unified Manager和Storage Manager中的限制

如果为存储阵列配置了SAML、则用户无法通过Unified Manager或原有Storage

Manager界面发现或管理该阵列的存储。

配置本地用户角色和目录服务后、用户必须输入凭据、然后才能执行以下任一功能：

* 重命名存储阵列

* 正在升级控制器固件

* 正在加载存储阵列配置

* 正在执行脚本

* 正在尝试在未使用的会话超时时时执行活动操作

[[IDf1f2f04daedf9fa6f3502a9518f900ae]]

= 访问管理术语
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了解访问管理术语如何应用于存储阵列。

[cols="25h,~"]

|===

| 期限 | Description

 a|

访问令牌

 a|

访问令牌用于使用REST API或命令行界面
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(CLI)进行身份验证、而不是使用用户名和密码。令牌与特定用户(包括LDAP用户)关联、并包括一组

权限和到期时间。

 a|

Active Directory

 a|

Active Directory (AD)是一种Microsoft目录服务、使用LDAP进行Windows域网络。

 a|

绑定

 a|

绑定操作用于向目录服务器对客户端进行身份验证。绑定通常需要帐户和密码凭据、但某些服务器允

许匿名绑定操作。

 a|

CA

 a|

证书颁发机构(Certificate Authority、

CA)是一个受信任的实体、负责颁发称为数字证书的电子文档以确保Internet安全。这些证书用于标

识网站所有者、从而可以在客户端和服务器之间建立安全连接。

 a|

证书

 a|

出于安全考虑、证书用于标识站点所有者、从而防止攻击者模拟站点。此证书包含有关站点所有者的

信息以及对此信息进行认证(签名)的可信实体的身份。

 a|

IdP

 a|

身份提供程序(IdP)是一种外部系统、用于向用户请求凭据并确定该用户是否已成功通过身份验证。

可以将IdP配置为提供多因素身份验证并使用任何用户数据库、例如Active

Directory。您的安全团队负责维护IdP。

 a|
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LDAP

 a|

轻型目录访问协议(Lightweight Directory Access Protocol、

LDAP)是一种用于访问和维护分布式目录信息服务的应用程序协议。此协议允许许多不同的应用程序

和服务连接到LDAP服务器以验证用户。

 a|

RBAC

 a|

基于角色的访问控制(Role-Based Access Control、

RBAC)是一种根据各个用户的角色来管理对计算机或网络资源的访问的方法。RBAC控制会在存储阵列

上强制实施、并包括预定义的角色。

 a|

SAML

 a|

安全断言标记语言(SAML)是一种基于XML的标准、用于在两个实体之间进行身份验证和授权。SAML支

持多因素身份验证、在这种身份验证中、用户必须提供两个或更多项来证明其身份(例如密码和指纹)

。存储阵列的嵌入式SAML功能符合SAML2.0标准、可用于身份断言、身份验证和授权。

 a|

SP

 a|

服务提供商(Service Provider、SP)是一个控制用户身份验证和访问的系统。使用

SAML配置访问管理时、存储阵列充当服务提供商、向身份提供程序请求身份验证。

 a|

SSO

 a|

单点登录(SSO)是一种身份验证服务、允许一组登录凭据访问多个应用程序。

|===

[[ID639e5333f1a50c10f053be0b7b969b43]]

= 映射角色的权限

:allow-uri-read:

:experimental:
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:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

在存储阵列上强制实施的RBAC (基于角色的访问控制

)功能包括预定义的用户配置文件、其中一个或多个角色映射到这些配置文件。每个角色都具有访问Sy

stem Manager中任务的权限。

用户配置文件和映射的角色可从任一System Manager的用户界面中的菜单：设置[访问管理

>本地用户角色]进行访问。

这些角色可为用户提供对任务的访问权限、如下所示：

* *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

* *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

* *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

* *监控*—对所有存储对象的只读访问、但无法访问安全配置。

如果用户没有执行某个任务的权限、则该任务将灰显或不会显示在用户界面中。

[[ID94555aff74fb4cb2c64d4aeabdf64c4f]]

= 具有本地用户角色的访问管理
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[role="lead"]

对于访问管理、管理员可以使用在存储阵列中强制实施的RBAC (基于角色的访问控制

)功能。这些功能称为"本地用户角色"。

== 配置工作流

已为存储阵列预先配置本地用户角色。要使用本地用户角色进行身份验证、管理员可以执行以下操作

：
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. 管理员使用具有安全管理员权限的用户配置文件登录到System Manager。

+

[NOTE]

====

。 `admin` 用户可以完全访问系统中的所有功能。

====

. 管理员会查看用户配置文件、这些配置文件是预定义的、无法修改。

. 管理员也可以为每个用户配置文件分配新密码。

. 用户使用分配的凭据登录到系统。

== 管理

如果仅使用本地用户角色进行身份验证、则管理员可以执行以下管理任务：

* 更改密码。

* 设置密码的最小长度。

* 允许用户在不使用密码的情况下登录。

[[ID26917f96c5dd265809119b22cf17528e]]

= 使用目录服务进行访问管理
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对于访问管理、管理员可以使用LDAP (轻型目录访问协议)服务器和目录服务、例如Microsoft

的Active Directory。

== 配置工作流

如果在网络中使用LDAP服务器和目录服务、则配置的工作原理如下：

. 管理员使用具有安全管理员权限的用户配置文件登录到System Manager。

+

[NOTE]

====
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。 `admin` 用户可以完全访问系统中的所有功能。

====

. 管理员输入LDAP服务器的配置设置。设置包括域名、URL和绑定帐户信息。

. 如果LDAP服务器使用安全协议(LDAPS)、则管理员将上传证书颁发机构(CA)证书链、以便在

LDAP服务器和存储阵列之间进行身份验证。

. 建立服务器连接后、管理员会将用户组映射到存储阵列的角色。这些角色是预定义的、无法修改。

. 管理员测试LDAP服务器与存储阵列之间的连接。

. 用户使用其分配的LDAP/Directory服务凭据登录到系统。

== 管理

使用目录服务进行身份验证时、管理员可以执行以下管理任务：

* 添加目录服务器。

* 编辑目录服务器设置。

* 将LDAP用户映射到本地用户角色。

* 删除目录服务器。

[[ID2f81476d29bc82f0ca4666328646cb47]]

= 使用SAML进行访问管理

:allow-uri-read:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

对于访问管理、管理员可以使用阵列中嵌入的安全断言标记语言(Security Assertion Markup

Language、SAML) 2.0功能。

== 配置工作流

SAML配置的工作原理如下：

. 管理员使用具有安全管理员权限的用户配置文件登录到System Manager。

+

[NOTE]

====
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。 `admin` 用户对System Manager中的所有功能具有完全访问权限。

====

. 管理员转到访问管理下的* SAML *选项卡。

. 管理员配置与身份提供程序(Identity Provider、IdP)的通信。

IdP是一种外部系统、用于向用户请求凭据并确定用户是否已成功通过身份验证。要配置与存储阵列的

通信、管理员将从IdP系统下载IdP元数据文件、然后使用System

Manager将此文件上传到存储阵列。

. 管理员在服务提供商和

IdP之间建立信任关系。服务提供商负责控制用户授权；在这种情况下、存储阵列中的控制器充当服务

提供商。要配置通信、管理员可以使用System

Manager导出每个控制器的服务提供商元数据文件。然后、管理员从IdP系统将这些元数据文件导入

到IdP中。

+

[NOTE]

====

管理员还应确保IdP支持在身份验证时返回名称ID。

====

. 管理员会将存储阵列的角色映射到IdP中定义的用户属性。为此、管理员可以使用System

Manager创建映射。

. 管理员测试对IdP URL的SSO登录。此测试可确保存储阵列和IdP能够进行通信。

+

[CAUTION]

====

启用SAML后、您无法通过用户界面将其禁用、也无法编辑IdP设置。如果需要禁用或编辑SAML配置、

请联系技术支持以获得帮助。

====

. 在System Manager中、管理员为存储阵列启用SAML。

. 用户使用其SSO凭据登录到系统。

== 管理

使用SAML进行身份验证时、管理员可以执行以下管理任务：

* 修改或创建新角色映射

* 导出服务提供商文件

== 访问限制
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启用SAML后、用户将无法通过Unified Manager或原有Storage

Manager界面发现或管理该阵列的存储。

此外、以下客户端无法访问存储阵列服务和资源：

* 企业管理窗口(EMW)

* 命令行界面（ CLI ）

* 软件开发人员套件(SDK)客户端

* 带内客户端

* HTTP基本身份验证REST API客户端

* 使用标准REST API端点登录

[[ID2d949c0f7d1476afaaea4e3d4414422d]]

= 访问令牌
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访问令牌提供了一种使用REST API或命令行界面

(CLI)进行身份验证的方法、而不会公开用户名和密码。令牌与特定用户(包括LDAP用户)关联、并包

括一组权限和到期时间。

== SAML和JSON Web令牌访问

默认情况下、启用了SAML的系统不允许访问传统命令行工具。REST API和

CLI实际上无法运行、因为MFA工作流需要重定向到身份提供程序服务器进行身份验证。因此、您必须

在System Manager中生成令牌、这要求用户通过MFA进行身份验证。

NOTE: 要使用Web令牌、无需启用SAML、但出于最高的安全性级别、建议使用SAML。

== 用于创建和使用令牌的工作流

. 在System Manager中创建令牌并确定其到期日期。

. 将令牌文本复制到剪贴板或下载到文件中、然后将令牌文本保存在安全位置。

. 使用令牌、如下所示：

+
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** * REST APi*：要在REST API请求中使用令牌、请在请求中添加HTTP标头。例如：

`Authorization: Bearer _<access-token-value>_`

** *安全命令行界面

*：要在命令行中使用令牌、请在命令行中添加令牌值或使用包含令牌值的文件的路径。例如：

+

*** 命令行上的令牌值： `-t _access-token-value_`

*** 包含令牌值的文件的路径： `-T _access-token-file_`

了解更多信息。

* xref:{relative_path}access-management-tokens-create.html["创建访问令牌"]

* xref:{relative_path}access-management-tokens-edit.html["编辑访问令牌"]

* xref:{relative_path}access-management-tokens-revoke.html["撤消访问令牌"]

:leveloffset: -1

= 使用本地用户角色

:leveloffset: +1
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在本地用户角色选项卡中、您可以查看用户配置文件与默认角色的映射。这些映射是在存储阵列中强

制实施的RBAC (基于角色的访问控制)的一部分。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

.关于此任务
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无法更改用户配置文件和映射。只能修改密码。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*本地用户角色*选项卡。

+

下表显示了用户配置文件：

+

** * root

admin*(admin)—超级管理员、有权访问系统中的所有功能。此用户配置文件包含所有角色。

** *存储管理*(存储

)—负责所有存储配置的管理员。此用户配置文件包括以下角色：存储管理员、支持管理员和监控。

** *安全性管理*(安全性

)—负责安全配置的用户、包括访问管理、证书管理和启用了安全保护的驱动器功能。此用户配置文件

包括以下角色：安全管理员和监控。

** *支持管理*(支持)—

负责硬件资源、故障数据和固件升级的用户。此用户配置文件包括以下角色：Support Admin

和Monitor。

** *监控*(监控)—对系统具有只读访问权限的用户。此用户配置文件仅包含监控角色。

[[IDd741f09bc4e61d208d4c6e764310a079]]

= 更改密码
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您可以在Access Management中更改每个用户配置文件的用户密码。

.开始之前

* 您必须以本地管理员身份登录、其中包括root管理员权限。

* 您必须知道本地管理员密码。

.关于此任务

选择密码时、请记住以下准则：

* 任何新的本地用户密码必须满足或超过当前最低密码设置(在"查看/编辑设置"中)。
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* 密码区分大小写。

* 设置密码时、密码中的后缀空格不会被删除。如果密码中包含空格、请小心操作。

* 为了提高安全性、请至少使用15个字母数字字符并频繁更改密码。

[NOTE]

====

在System Manager中更改密码也会在命令行界面(CLI)中进行更改。此外、密码还会将发生原因

用户的活动会话更改为终止。

====

.步骤

. 选择菜单：设置[访问管理]。

. 选择*本地用户角色*选项卡。

. 从表中选择一个用户。

+

更改密码按钮将变为可用。

. 选择 * 更改密码 * 。

+

此时将打开更改密码对话框。

.

如果未为本地用户密码设置最小密码长度、则可以选中此框以要求选定用户输入密码以访问存储阵列

、然后您可以键入选定用户的新密码。

. 输入本地管理员密码、然后单击*更改*。

.结果

如果用户当前已登录、则更改密码会导致用户的活动会话终止。

[[IDfeacf4ac8bc9d315a4e2c4cdbe2e8aae]]

= 更改本地用户密码设置

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以为存储阵列上的所有新的或更新的本地用户密码设置所需的最小长度。您还可以允许本地用户

在不输入密码的情况下访问存储阵列。

.开始之前

405



您必须以本地管理员身份登录、其中包括root管理员权限。

.关于此任务

设置本地用户密码的最小长度时、请记住以下准则：

* 设置更改不会影响现有本地用户密码。

* 本地用户密码的最小长度设置必须介于0到30个字符之间。

* 任何新的本地用户密码都必须满足或超过当前的最小长度设置。

* 如果希望本地用户在未输入密码的情况下访问存储阵列、请勿设置密码的最小长度。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*本地用户角色*选项卡。

. 选择*查看/编辑设置*按钮。

+

此时将打开本地用户密码设置对话框。

. 执行以下操作之一：

+

** 要允许本地用户在不输入密码的情况下访问存储阵列、请取消选中"至少需要所有本地用户密码

"复选框。

** 要为所有本地用户密码设置最小密码长度、请选中"要求所有本地用户密码至少为

"复选框、然后使用spinner框设置所有本地用户密码所需的最小长度。

+

任何新的本地用户密码都必须满足或超过当前设置。

. 单击 * 保存 * 。

:leveloffset: -1

= 使用目录服务

:leveloffset: +1

[[IDf35a1bd40e9f14459e5e902215efc3eb]]

= 添加LDAP目录服务器

:allow-uri-read:

:experimental:

:icons: font
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:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要为访问管理配置身份验证、您可以在存储阵列和LDAP服务器之间建立通信、然后将LDAP用户组映射

到阵列的预定义角色。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

* 必须在目录服务中定义用户组。

* LDAP服务器凭据必须可用、包括域名、服务器URL以及可选的绑定帐户用户名和密码。

* 对于使用安全协议的LDAPS服务器、必须在本地计算机上安装LDAP服务器的证书链。

.关于此任务

添加目录服务器分为两步。首先输入域名和URL。如果服务器使用安全协议、则如果CA证书由非标准

签名颁发机构签名、则还必须上传此CA证书以进行身份验证。如果您拥有绑定帐户的凭据、则还可以

输入您的用户帐户名称和密码。接下来、将LDAP服务器的用户组映射到存储阵列的预定义角色。

[NOTE]

====

在操作步骤 添加LDAP服务器期间、原有管理界面将被禁用。原有管理界面(符号

)是存储阵列与管理客户端之间的一种通信方法。禁用后、存储阵列和管理客户端将使用更安全的通信

方法(基于https的REST API)。

====

.步骤

. 选择菜单：设置[访问管理]。

. 从目录服务选项卡中、选择*添加目录服务器*。

+

此时将打开添加目录服务器对话框。

. 在服务器设置选项卡中、输入LDAP服务器的凭据。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 正在设置 ... | Description

 a|

*配置设置*
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 a|

域

 a|

输入LDAP服务器的域名。对于多个域、请在逗号分隔列表中输入域。域名用于登录(_username_@_d

omain_)以指定要对其进行身份验证的目录服务器。

 a|

服务器URL

 a|

以的形式输入用于访问LDAP服务器的URL `ldap[s]://*host*:*port*`。

 a|

上传证书(可选)

 a|

NOTE: 只有在上述服务器URL字段中指定了LDAPS协议时、才会显示此字段。

单击*浏览*并选择要上传的CA证书。这是用于对LDAP服务器进行身份验证的可信证书或证书链。

 a|

绑定帐户(可选)

 a|

输入一个只读用户帐户、用于对LDAP服务器进行搜索查询以及在组中进行搜索。以LDAP类型格式输入

帐户名称。例如、如果绑定用户名为"bindAcct"、则可以输入"cn=bindAcct、cn=users、DC=c

poc、DC=local"等值。

 a|

绑定密码(可选)

 a|

NOTE: 输入上述绑定帐户时、将显示此字段。

输入绑定帐户的密码。

 a|

添加前测试服务器连接
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 a|

如果要确保存储阵列可以与您输入的LDAP服务器配置进行通信、请选中此复选框。单击对话框底部的

*添加*后、将进行测试。
如果选中此复选框且测试失败、则不会添加配置。您必须解决此错误或取消选中此复选框、才能跳过

测试并添加配置。

 a|

权限设置*

 a|

搜索基础DN

 a|

输入LDAP环境以搜索用户、通常采用的形式 `CN=Users, DC=cpoc, DC=local`。

 a|

username属性

 a|

输入绑定到用户ID的属性以进行身份验证。例如： `sAMAccountName`。

 a|

组属性

 a|

输入用户上的组属性列表、用于组到角色映射。例如： `memberOf, managedObjects`。

|===

====

. 单击"*角色映射"*选项卡。

. 将LDAP组分配给预定义角色。一个组可以分配多个角色。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 正在设置 ... | Description

 a|

*映射*
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 a|

组DN

 a|

为要映射的LDAP用户组指定组可分辨名称(DN)。支持正则表达式。必须使用反斜杠转义这些特殊正则

表达式字符 (`\`)(如果它们不属于正则表达式模式)：

\.[]｛｝()<>*+-=！？^$|

 a|

角色

 a|

单击此字段、然后选择要映射到组DN的存储阵列角色之一。您必须单独为此组选择要包含的每个角色

。要登录到SANtricity 系统管理器、需要将"监控"角色与其他角色结合使用。

映射的角色包括以下权限：

** *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

** *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

** *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

** *监控*—对所有存储对象的只读访问、但无法访问安全配置。

|===

====

+

[NOTE]

====

包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

====

. 如果需要、请单击*添加另一个映射*以输入更多组到角色的映射。

. 完成映射后、单击*添加*。

+

系统将执行验证、以确保存储阵列和LDAP服务器可以进行通信。如果显示错误消息、请检查在对话框

中输入的凭据、并根据需要重新输入信息。
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[[ID719a73d63bfa8b85758f117f47c9c564]]

= 编辑目录服务器设置和角色映射

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果您之前在Access

Management中配置了目录服务器、则可以随时更改其设置。设置包括服务器连接信息和组到角色映

射。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

* 必须定义目录服务器。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*目录服务*选项卡。

. 如果定义了多个服务器、请从表中选择要编辑的服务器。

. 选择*查看/编辑设置*。

+

此时将打开目录服务器设置对话框。

. 在服务器设置选项卡中、更改所需设置。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 正在设置 ... | Description

 a|

*配置设置*

 a|

域

 a|

LDAP服务器的域名。对于多个域、请在逗号分隔列表中输入域。域名用于登录(_username_@_doma

in_)以指定要对其进行身份验证的目录服务器。
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 a|

服务器URL

 a|

用于以形式访问LDAP服务器的URL `ldap[s]://host:port`。

 a|

绑定帐户(可选)

 a|

用于对LDAP服务器进行搜索查询以及在组内进行搜索的只读用户帐户。

 a|

绑定密码(可选)

 a|

绑定帐户的密码。(输入绑定帐户时会显示此字段。)

 a|

保存前测试服务器连接

 a|

检查存储阵列是否可以与LDAP服务器配置进行通信。单击对话框底部的*保存*后、将进行测试。如果
选中此复选框且测试失败、则不会更改配置。您必须解决此错误或取消选中此复选框、才能跳过测试

并重新编辑配置。

 a|

*权限设置*

 a|

搜索基础DN

 a|

用于搜索用户的LDAP环境、通常采用的形式 `CN=Users, DC=cpoc, DC=local`。

 a|

username属性
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 a|

绑定到用户ID进行身份验证的属性。例如： `sAMAccountName`。

 a|

组属性

 a|

用户上的组属性列表、用于组到角色映射。例如： `memberOf, managedObjects`。

|===

====

. 在角色映射选项卡中、更改所需的映射。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 正在设置 ... | Description

 a|

*映射*

 a|

组DN

 a|

要映射的LDAP用户组的域名。支持正则表达式。必须使用反斜杠转义这些特殊正则表达式字符

(`\`)(如果它们不属于正则表达式模式)：

\.[]｛｝()<>*+-=！？^$|

 a|

角色

 a|

要映射到组DN的存储阵列角色。您必须单独为此组选择要包含的每个角色。要登录到SANtricity

系统管理器、需要将"监控"角色与其他角色结合使用。存储阵列的角色包括：

** *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

** *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

** *支持管理*—访问存储阵列上的所有硬件资源、故障数据、
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MEL事件和控制器固件升级。无法访问存储对象或安全配置。

** *监控*—对所有存储对象的只读访问、但无法访问安全配置。

|===

====

+

[NOTE]

====

包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

====

. 如果需要、请单击*添加另一个映射*以输入更多组到角色的映射。

. 单击 * 保存 * 。

.结果

完成此任务后、所有活动用户会话都将终止。仅会保留当前用户会话。

[[ID6aefa79fc8e53c075300a16835b9d954]]

= 删除目录服务器

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要中断目录服务器与存储阵列之间的连接、您可以从访问管理页面中删除服务器信息。如果您配置了

新服务器、然后要删除旧服务器、则可能需要执行此任务。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

.关于此任务

完成此任务后、所有活动用户会话都将终止。仅会保留当前用户会话。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*目录服务*选项卡。

. 从列表中、选择要删除的目录服务器。

. 单击 * 删除 * 。

+
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此时将打开删除目录服务器对话框。

. Type `remove` 在字段中，然后单击*Remove*。

+

此时将删除目录服务器配置设置、权限设置和角色映射。用户无法再使用此服务器的凭据登录。

:leveloffset: -1

= 使用SAML

:leveloffset: +1

[[ID1969ecbbdc1bf8127ada6575e2b4eae3]]

= 配置SAML

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要为访问管理配置身份验证、您可以使用存储阵列中嵌入的安全断言标记语言(SAML)功能。此配置将

在身份提供程序和存储提供程序之间建立连接。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

* 您必须知道存储阵列中每个控制器的IP地址或域名。

* IdP管理员已配置IdP系统。

* IdP管理员已确保IdP支持在身份验证时返回名称ID。

* 管理员已确保IdP服务器和控制器时钟保持同步(通过NTP服务器或通过调整控制器时钟设置)。

* IdP元数据文件从IdP系统下载、并可从用于访问System Manager的本地系统上获得。

.关于此任务

身份提供程序(IdP)是一种外部系统、用于向用户请求凭据并确定该用户是否已成功通过身份验证。

可以将IdP配置为提供多因素身份验证并使用任何用户数据库、例如Active

Directory。您的安全团队负责维护IdP。服务提供商(Service Provider、

SP)是一个控制用户身份验证和访问的系统。使用SAML配置访问管理时、存储阵列充当服务提供商、

向身份提供程序请求身份验证。要在IdP和存储阵列之间建立连接、您需要在这两个实体之间共享元数

据文件。接下来、将IdP用户实体映射到存储阵列角色。最后、在启用SAML之前、您需要测试连接和S
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SO登录。

[NOTE]

====

* SAML和目录服务*。如果在将目录服务配置为身份验证方法时启用SAML、则SAML将取代System

Manager中的目录服务。如果稍后禁用SAML、则目录服务配置将返回到其先前的配置。

====

[CAUTION]

====

*正在编辑和禁用。*启用SAML后、您无法通过用户界面将其禁用、也无法编辑IdP设置。如果需要禁

用或编辑SAML配置、请联系技术支持以获得帮助。

====

配置SAML身份验证是一个多步骤操作步骤。

== 第1步：上传IdP元数据文件

要为存储阵列提供IdP连接信息、请将IdP元数据导入到System Manager中。

IdP系统需要使用此元数据将身份验证请求重定向到正确的URL并验证收到的响应。您只需为存储阵列

上传一个元数据文件、即使有两个控制器也是如此。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*SAML*选项卡。

+

此页面将显示配置步骤的概述。

. 单击*导入身份提供程序(IdP)文件*链接。

+

此时将打开导入身份提供程序文件对话框。

. 单击*浏览*以选择您复制到本地系统的IdP元数据文件并将其上传。

+

选择文件后、将显示IdP实体ID。

. 单击 * 导入 * 。

== 第2步：导出服务提供商文件

要在IdP和存储阵列之间建立信任关系、请将服务提供商元数据导入到IdP中。IdP需要使用此元数据

与控制器建立信任关系并处理授权请求。此文件包含控制器域名或IP地址等信息、以便IdP可以与服
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务提供商进行通信。

.步骤

. 单击*导出服务提供商文件*链接。

+

此时将打开导出服务提供商文件对话框。

. 在*控制器A*字段中输入控制器IP地址或DNS名称、然后单击*导出

*将元数据文件保存到本地系统。如果存储阵列包含两个控制器、请对*控制器B*字段中的第二个控制

器重复此步骤。

+

单击*导出*后、服务提供商元数据将下载到本地系统。记下文件的存储位置。

. 在本地系统中、找到您导出的服务提供商元数据文件。

+

每个控制器都有一个XML格式的文件。

. 从

IdP服务器导入服务提供商元数据文件以建立信任关系。您可以直接导入文件、也可以手动输入文件中

的控制器信息。

== 第3步：映射角色

要为用户提供对System Manager的授权和访问权限、您必须将

IdP用户属性和组成员资格映射到存储阵列的预定义角色。

.开始之前

* IdP管理员已在IdP系统中配置用户属性和组成员资格。

* IdP元数据文件将导入到System Manager中。

* 每个控制器的服务提供商元数据文件都会导入到IdP系统中以建立信任关系。

.步骤

. 单击*映射System Manager*角色的链接。

+

此时将打开角色映射对话框。

. 为预定义角色分配IdP用户属性和组。一个组可以分配多个角色。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===
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| 正在设置 ... | Description

 a|

*映射*

 a|

用户属性

 a|

指定要映射的SAML组的属性(例如、"member for")。

 a|

属性值

 a|

指定要映射的组的属性值。支持正则表达式。必须使用反斜杠转义这些特殊正则表达式字符

(`\`)(如果它们不属于正则表达式模式)：

\.[]｛｝()<>*+-=！？^$|

 a|

角色

 a|

单击此字段、然后选择要映射到此属性的存储阵列角色之一。您必须单独选择要包括的每个角色。要

登录到System

Manager、需要将监控角色与其他角色结合使用。至少一个组还需要安全管理员角色。

映射的角色包括以下权限：

** *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

** *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

** *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

** *监控*—对所有存储对象的只读访问、但无法访问安全配置。

|===

====

+

[NOTE]

====
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包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

====

. 如果需要、请单击*添加另一个映射*以输入更多组到角色的映射。

+

[NOTE]

====

启用SAML后、可以修改角色映射。

====

. 完成映射后、单击*保存*。

== 第4步：测试SSO登录

为了确保IdP系统和存储阵列可以进行通信、您可以选择测试SSO登录。在启用SAML的最后一步中、

也会执行此测试。

.开始之前

* IdP元数据文件将导入到System Manager中。

* 每个控制器的服务提供商元数据文件都会导入到IdP系统中以建立信任关系。

.步骤

. 选择*测试SSO登录*链接。

+

此时将打开一个对话框、用于输入SSO凭据。

. 输入具有安全管理员权限和监控权限的用户的登录凭据。

+

在系统测试登录时、将打开一个对话框。

. 查找Test Successful消息。如果测试成功完成、请转至下一步以启用SAML。

+

如果测试未成功完成、则会显示一条错误消息、其中包含更多信息。请确保：

+

** 该用户属于具有安全管理员和监控权限的组。

** 您为IdP服务器上传的元数据正确无误。

** SP元数据文件中的控制器地址正确。
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== 第5步：启用SAML

最后一步是完成用户身份验证的SAML配置。在此过程中、系统还会提示您测试SSO登录。上一步介绍

了SSO登录测试过程。

.开始之前

* IdP元数据文件将导入到System Manager中。

* 每个控制器的服务提供商元数据文件都会导入到IdP系统中以建立信任关系。

* 至少配置了一个监控器和一个安全管理员角色映射。

[CAUTION]

====

*正在编辑和禁用。*启用SAML后、您无法通过用户界面将其禁用、也无法编辑IdP设置。如果需要禁

用或编辑SAML配置、请联系技术支持以获得帮助。

====

.步骤

. 从* SAML *选项卡中、选择*启用SAML *链接。

+

此时将打开确认启用SAML对话框。

. Type `enable`，然后单击*Enable*。

. 输入用于SSO登录测试的用户凭据。

.结果

系统启用SAML后、它将终止所有活动会话并开始通过SAML对用户进行身份验证。

[[ID1ac2547d06f6d79b5dba1c1bdb69d45c]]

= 更改SAML角色映射

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果先前已为访问管理配置SAML、则可以更改IdP组与存储阵列的预定义角色之间的角色映射。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。
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* IdP管理员已在IdP系统中配置用户属性和组成员资格。

* 已配置并启用SAML。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*SAML*选项卡。

. 选择*角色映射*。

+

此时将打开角色映射对话框。

. 为预定义角色分配IdP用户属性和组。一个组可以分配多个角色。

+

[CAUTION]

====

请注意、在启用SAML时、您不会删除权限、否则您将无法访问System Manager。

====

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 正在设置 ... | Description

 a|

*映射*

 a|

用户属性

 a|

指定要映射的SAML组的属性(例如、"member for")。

 a|

属性值

 a|

指定要映射的组的属性值。

 a|
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角色

 a|

单击此字段、然后选择要映射到此属性的存储阵列角色之一。您必须单独为此组选择要包含的每个角

色。要登录到System

Manager、需要将监控角色与其他角色结合使用。必须至少将安全管理员角色分配给一个组。

映射的角色包括以下权限：

** *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

** *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

** *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

** *监控*—对所有存储对象的只读访问、但无法访问安全配置。

|===

====

+

NOTE: 包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

. 或者、也可以单击*添加另一个映射*以输入更多组到角色的映射。

. 单击 * 保存 * 。

.结果

完成此任务后、所有活动用户会话都将终止。仅会保留当前用户会话。

[[ID9708a5b4dcfaac0452df17c5120425c0]]

= 导出SAML服务提供程序文件

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如有必要、您可以导出存储阵列的服务提供商元数据并将文件重新导入到身份提供程序(Identity

Provider、IdP)系统中。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。
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* 已配置并启用SAML。

.关于此任务

在此任务中、您将从控制器导出元数据(每个控制器一个文件)。IdP需要使用此元数据与控制器建立

信任关系并处理身份验证请求。此文件包含IdP可用于发送请求的控制器域名或IP地址等信息。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*SAML*选项卡。

. 选择*导出*。

+

此时将打开导出服务提供商文件对话框。

. 对于每个控制器、单击*导出*将元数据文件保存到本地系统。

+

[NOTE]

====

每个控制器的域名字段均为只读字段。

====

+

记下文件的存储位置。

. 在本地系统中、找到您导出的服务提供商元数据文件。

+

每个控制器都有一个XML格式的文件。

. 从

IdP服务器导入服务提供商元数据文件。您可以直接导入文件、也可以手动输入文件中的控制器信息。

. 单击 * 关闭 * 。

:leveloffset: -1

= 使用访问令牌

:leveloffset: +1

[[ID36a619bc8e6716a8848090456593ea9b]]

= 创建访问令牌

:allow-uri-read:

:experimental:
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:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以创建访问令牌、以使用REST API或命令行界面

(CLI)进行身份验证、而不是使用用户名和密码。

NOTE: 令牌没有密码、因此您必须小心管理。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*访问令牌*选项卡。

. 选择*查看/编辑访问令牌设置*。在对话框中、确保已选中*启用访问令牌*复选框。单击*保存

*以关闭对话框。

. 选择*创建访问令牌*。

. 在对话框中、选择令牌有效的持续时间。

+

NOTE: 令牌过期后、用户的身份验证尝试将失败。

. 单击 * 创建。 *

. 在对话框中、选择以下选项之一：

+

** *复制*将令牌文本保存到剪贴板。

** *下载*将令牌文本保存到文件中。

+

NOTE: 请务必保存令牌文本。这是在关闭对话框之前查看文本的唯一机会。

. 单击 * 关闭 * 。

. 使用令牌、如下所示：

+

** * REST APi*：要在REST API请求中使用令牌、请在请求中添加HTTP标头。例如：

`Authorization: Bearer _<access-token-value>_`

** *安全命令行界面

*：要在命令行中使用令牌、请在命令行中添加令牌值或使用包含令牌值的文件的路径。例如：

+

*** 命令行上的令牌值： `-t _access-token-value_`

*** 包含令牌值的文件的路径： `-T _access-token-file_`

+

NOTE: 如果未指定用户名、密码或令牌、则命令行界面会提示用户输入访问令牌值。
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[[ID1b6d8a6505efb59c29abbbba5b7abbcf]]

= 编辑访问令牌设置

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以编辑访问令牌的设置、包括到期时间和创建新令牌的功能。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*访问令牌*选项卡。

. 选择*查看/编辑访问令牌设置*。

. 在对话框中、您可以执行以下一项或两项任务：

+

** 启用或禁用令牌创建。

** 更改现有令牌的到期时间。

+

NOTE: 取消选择*启用访问令牌

*设置后、它将同时阻止令牌创建和令牌身份验证。如果稍后重新启用此设置、则可以重新使用未过期

的令牌。如果要永久撤消所有现有令牌、请参见 xref:{relative_path}access-management-

tokens-revoke.html["撤消访问令牌"]。

. 单击 * 保存 * 。

[[IDcb7788cad58de6003e47486028ca02ed]]

= 撤消访问令牌

:allow-uri-read:

:experimental:
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:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果您确定某个令牌已被泄露、或者您要对用于对访问令牌进行签名和验证的加密密钥执行手动密钥

轮换、则可以撤消所有访问令牌。

此操作将重新生成用于对令牌进行签名的密钥。重置密钥后、_all_发出的令牌将立即失效。由于存

储阵列不会跟踪令牌、因此无法撤消各个令牌。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*访问令牌*选项卡。

. 选择*撤消所有访问令牌*。

. 在对话框中、单击*是*。

撤消所有令牌后、您可以创建新令牌并立即使用它们。

:leveloffset: -1

= 管理系统日志

:leveloffset: +1

[[ID7b418a137161ad1832ef44f954722975]]

= 查看审核日志活动

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

通过查看审核日志、具有安全管理员权限的用户可以监控用户操作、身份验证失败、无效登录尝试以

及用户会话生命周期。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。
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.步骤

. 选择菜单：设置[访问管理]。

. 选择"Audit Log"选项卡。

+

审核日志活动以表格形式显示、其中包括以下信息列：

+

** *日期/时间*-存储阵列检测到事件的时间戳(GMT)。

** *用户名*-与事件关联的用户名。对于存储阵列上的任何未经身份验证的操作、

"N/A"将显示为用户名。未经过身份验证的操作可能由内部代理或其他机制触发。

** *状态代码*—操作的HTTP状态代码(200、400等)以及与事件关联的描述性文本。

** "*已访问URL"*-完整URL (包括主机)和查询字符串。

** *客户端IP地址*-与事件关联的客户端的IP地址。

** *源*—与事件关联的日志记录源、可以是System Manager、CLI、Web服务或支持Shell。

** *问题描述 *-有关事件的追加信息 、如果适用。

. 使用审核日志页面上的选项可查看和管理事件。

+

.选择详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 选择 | Description

 a|

显示事件

 a|

按日期范围(过去24小时、过去7天、过去30天或自定义日期范围)显示的限制事件。

 a|

筛选器

 a|

限制按字段中输入的字符显示的事件。使用引号("")表示完全匹配的单词、请输入 `OR`

可返回一个或多个单词，或输入短划线(--)以省略单词。

 a|

刷新

 a|

选择*刷新*可将页面更新为最新事件。

427



 a|

查看/编辑设置

 a|

选择*查看/编辑设置*以打开一个对话框、在此可以指定完整的日志策略以及要记录的操作级别。

 a|

删除事件

 a|

选择*删除*以打开一个对话框、在此可以从页面中删除旧事件。

 a|

显示/隐藏列

 a|

单击*显示/隐藏*列图标 image:../media/sam-1140-ss-access-columns.gif[""]

可选择其他列以显示在表中。    其他列包括：

** *方法*- HTTP方法(例如POST、GET、DELETE等)。

** *已执行命令行界面命令*—为安全命令行界面请求执行的命令行界面命令(语法)。

** *命令行界面返回状态*—命令行界面状态代码或客户端请求输入文件。

** *符号操作步骤 *—符号操作步骤 已执行。

** * SSH事件类型*-安全Shell (SSH)事件类型、例如login、logout和login_fail。

** * SSH会话PID*—SSH会话的进程ID号。

** * SSH会话持续时间*-用户登录的秒数。

** *身份验证类型*-类型可以包括本地用户、LDAP、SAML和访问令牌。

** *身份验证ID*-已身份验证会话的ID。

 a|

切换列筛选器

 a|

单击*切换*图标 image:../media/sam-1140-ss-access-toggle.gif[""]

打开每个列的筛选字段。

在列字段中输入字符、以限制这些字符显示的事件。再次单击图标以关闭筛选字段。

 a|

撤消更改

 a|
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单击*撤消*图标 image:../media/sam-1140-ss-access-undo.gif[""]

以将此表恢复为默认配置。

 a|

导出

 a|

单击*导出*将表数据保存到逗号分隔值(CSV)文件。

|===

====

[[ID1906c91b72378cf0c82d75d723bb19cb]]

= 定义审核日志策略

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以更改覆盖策略以及审核日志中记录的事件类型。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

.关于此任务

此任务介绍如何更改审核日志设置、其中包括用于覆盖旧事件的策略以及用于记录事件类型的策略。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*审核日志*选项卡。

. 选择*查看/编辑设置*。

+

此时将打开审核日志设置对话框。

. 更改覆盖策略或记录的事件类型。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]
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|===

| 正在设置 ... | Description

 a|

覆盖策略

 a|

确定达到最大容量时用于覆盖旧事件的策略：

** *允许在审核日志已满时覆盖审核日志中最早的事件*-当审核日志达到50、

000条记录时覆盖旧事件。

** *需要手动删除审核日志事件*-

指定不会自动删除事件；而是以设置的百分比显示阈值警告。必须手动删除事件。

+

NOTE:

如果禁用了覆盖策略、并且审核日志条目达到最大限制、则没有安全管理员权限的用户将无法访问Sys

tem

Manager。要还原没有安全管理员权限的用户的系统访问权限、分配有安全管理员角色的用户必须删

除旧事件记录。

+

NOTE: 如果为归档审核日志配置了系统日志服务器、则覆盖策略不适用。

 a|

要记录的操作级别

 a|

确定要记录的事件类型：

** *仅记录修改事件*-仅显示用户操作涉及在系统中进行更改的事件。

** *记录所有修改和只读事件*-显示所有事件、包括涉及读取或下载信息的用户操作。

|===

====

. 单击 * 保存 * 。

[[ID92c8ab020c9ad53c6ebc1c25fdcfa29f]]

= 从审核日志中删除事件
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:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以清除旧事件的审核日志、从而使搜索事件更易于管理。删除后、您可以选择将旧事件保存到CSV

(逗号分隔值)文件中。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

.步骤

. 选择菜单：设置[访问管理]。

. 选择*审核日志*选项卡。

. 选择 * 删除 * 。

+

此时将打开删除审核日志对话框。

. 选择或输入要删除的最旧事件的数量。

. 如果要将已删除的事件导出到CSV文件(建议)、请保持选中状态。在下一步中单击*删除

*时、系统将提示您输入文件名和位置。否则、如果您不想将事件保存到CSV文件、请单击复选框以取

消选中它。

. 单击 * 删除 * 。

+

此时将打开确认对话框。

. Type `delete` 在字段中，然后单击*Delete*。

+

最早的事件将从审核日志页面中删除。
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= 为审核日志配置系统日志服务器
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如果要将审核日志归档到外部系统日志服务器、则可以配置该服务器与存储阵列之间的通信。建立连

接后、审核日志会自动保存到系统日志服务器。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

* 系统日志服务器地址、协议和端口号必须可用。服务器地址可以是完全限定域名、IPv4

地址或IPv6地址。

* 如果您的服务器使用安全协议(例如TLS)、则本地系统上必须具有证书颁发机构(CA)证书。

CA证书用于标识服务器和客户端之间安全连接的网站所有者。

.步骤

. 选择菜单：设置[访问管理]。

. 从审核日志选项卡中、选择*配置系统日志服务器*。

+

此时将打开配置系统日志服务器对话框。

. 单击 * 添加 * 。

+

此时将打开添加系统日志服务器对话框。

. 输入服务器的信息、然后单击*添加*。

+

** *服务器地址*-输入完全限定域名、IPv4地址或IPv6地址。

** *协议*-从下拉列表中选择一个协议(例如TLS、UDP或TCP)。

** *上传证书(可选)*—如果您选择了TLS协议但尚未上传签名的CA证书、请单击*浏览

*上传证书文件。如果没有可信证书、则不会将审核日志归档到系统日志服务器。

+

[NOTE]

====

如果证书稍后变得无效、TLS握手将失败。因此、将向审核日志发布错误消息、并且不再向系统日志服

务器发送消息。要解决此问题描述 、您必须修复系统日志服务器上的证书、然后转到菜单：设置

(审核日志>配置系统日志服务器>测试全部)。

====

** *端口*-输入系统日志接收器的端口号。

单击*添加*后、配置系统日志服务器对话框将打开、并在页面上显示已配置的系统日志服务器。

. 要测试服务器与存储阵列的连接、请选择*全部测试*。

.结果

配置后、所有新审核日志都会发送到系统日志服务器。不会传输先前的日志。
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[[ID62a054c996254d5cb0690504b5764fef]]

= 编辑审核日志记录的系统日志服务器设置
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您可以更改用于归档审核日志的系统日志服务器的设置、也可以为该服务器上传新的证书颁发机构(CA

)证书。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示访问管理功能。

* 系统日志服务器地址、协议和端口号必须可用。服务器地址可以是完全限定域名、IPv4

地址或IPv6地址。

* 如果要上传新的CA证书、则此证书必须在本地系统上可用。

.步骤

. 选择菜单：设置[访问管理]。

. 从审核日志选项卡中、选择*配置系统日志服务器*。

+

已配置的系统日志服务器将显示在页面上。

. 要编辑服务器信息、请选择服务器名称右侧的*编辑*(铅笔

)图标、然后在以下字段中进行所需的更改：

+

** *服务器地址*-输入完全限定域名、IPv4地址或IPv6地址。

** *协议*-从下拉列表中选择一个协议(例如TLS、UDP或TCP)。

** *端口*-输入系统日志接收器的端口号。

. 如果将协议更改为安全TLS协议(从UDP或TCP)、请单击*导入可信证书*以上传CA证书。

. 要测试与存储阵列的新连接、请选择*全部测试*。

.结果

配置后、所有新审核日志都会发送到系统日志服务器。不会传输先前的日志。

:leveloffset: -1

= 常见问题解答
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= 为什么我无法登录？
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如果在尝试登录到System Manager时收到错误、请查看这些可能的原因。

System Manager登录错误可能是由于以下原因之一：

* 您输入的用户名或密码不正确。

* 您的权限不足。

* 目录服务器(如果已配置)可能不可用。如果是这种情况、请尝试使用本地用户角色登录。

* 您尝试多次登录失败、从而触发锁定模式。等待10分钟以重新登录。

* 已触发锁定条件、并且您的审核日志可能已满。转至访问管理并从审核日志中删除旧事件。

* 已启用SAML身份验证。刷新浏览器以登录。

由于以下原因之一、可能会在远程存储阵列上登录错误以执行镜像任务：

* 您输入的密码不正确。

* 您尝试多次登录失败、从而触发锁定模式。请等待10分钟以重新登录。

* 已达到控制器上使用的最大客户端连接数。检查是否存在多个用户或客户端。

[[ID569208d9150f5b1bafb9ff797f6b4a55]]

= 在添加目录服务器之前、我需要了解哪些信息？
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在Access Management中添加目录服务器之前、请确保满足以下要求。

* 必须在目录服务中定义用户组。

* LDAP服务器凭据必须可用、包括域名、服务器URL以及可选的绑定帐户用户名和密码。
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* 对于使用安全协议的LDAPS服务器、必须在本地计算机上安装LDAP服务器的证书链。

[[ID6405faa08b12cd36a5000148e15fd073]]

= 关于映射到存储阵列角色、我需要了解哪些信息？
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在将组映射到角色之前、请查看以下准则。

存储阵列的嵌入式RBAC (基于角色的访问控制)功能包括以下角色：

* *存储管理*—对存储对象(例如卷和磁盘池)具有完全读/写访问权限、但无法访问安全配置。

* *安全管理

*—访问访问管理、证书管理、审核日志管理中的安全配置、以及打开或关闭原有管理界面(符号)的功

能。

* *支持管理*—访问存储阵列上的所有硬件资源、故障数据、

MEL事件和控制器固件升级。无法访问存储对象或安全配置。

* *监控*—对所有存储对象的只读访问、但无法访问安全配置。

== 目录服务

如果您使用的是LDAP (轻型目录访问协议)服务器和目录服务、请确保：

* 管理员已在目录服务中定义用户组。

* 您知道LDAP用户组的组域名。支持正则表达式。必须使用反斜杠转义这些特殊正则表达式字符

(`\`)(如果它们不属于正则表达式模式)：

+

[listing]

----

\.[]{}()<>*+-=!?^$|

----

* 包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

435



== SAML

如果您使用的是存储阵列中嵌入的安全断言标记语言(SAML)功能、请确保：

* 身份提供程序(Identity Provider、IdP)管理员已在IdP系统中配置用户属性和组成员资格。

* 您知道组成员资格名称。

* 您知道要映射的组的属性值。支持正则表达式。必须使用反斜杠转义这些特殊正则表达式字符

(`\`)(如果它们不属于正则表达式模式)：

+

[listing]

----

\.[]{}()<>*+-=!?^$|

----

* 包括管理员在内的所有用户都需要"监控"角色。如果没有"监控"角色、则System

Manager将无法正常运行。

[[IDab9f05e448686defb4058655eee52d9c]]

= 哪些外部管理工具可能会受到此更改的影响？
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在System Manager中进行某些更改时、例如切换管理界面或使用

SAML进行身份验证方法、某些外部工具和功能可能会受到限制、无法使用。

== 管理接口

除非启用旧版管理接口设置、否则直接与旧版管理界面(符号)通信的工具(例如SANtricity SMI-S

Provider或OnCommand Insight

(OCI))无法正常工作。此外、如果禁用了此设置、则不能使用传统CLI命令或执行镜像操作。

有关详细信息，请联系技术支持。

== SAML 身份验证

启用SAML后、以下客户端将无法访问存储阵列服务和资源：
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* 企业管理窗口(EMW)

* 命令行界面（ CLI ）

* 软件开发人员套件(SDK)客户端

* 带内客户端

* HTTP基本身份验证REST API客户端

* 使用标准REST API端点登录

有关详细信息，请联系技术支持。

[[ID0551ff184abb8e9fa29191a1feb9a239]]

= 在配置和启用SAML之前、我需要了解哪些信息？
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在配置和启用安全断言标记语言(SAML)身份验证功能之前、请确保满足以下要求并了解SAML限制。

== 要求

开始之前、请确保：

* 已在网络中配置身份提供程序(Identity Provider、IdP)。

IdP是一种外部系统、用于向用户请求凭据并确定用户是否已成功通过身份验证。您的安全团队负责维

护IdP。

* IdP管理员已在IdP系统中配置用户属性和组。

* IdP管理员已确保IdP支持在身份验证时返回名称ID。

* 管理员已确保IdP服务器和控制器时钟保持同步(通过NTP服务器或通过调整控制器时钟设置)。

* IdP元数据文件从IdP系统下载、并可从用于访问System Manager的本地系统上获得。

* 您知道存储阵列中每个控制器的IP地址或域名。

== 限制

除了上述要求之外、请确保您了解以下限制：

* 启用SAML后、您无法通过用户界面将其禁用、也无法编辑IdP设置。如果需要禁用或编辑

SAML配置、请联系技术支持以获得帮助。建议您先测试SSO登录、然后再在最终配置步骤中启用SAML
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。(系统还会在启用SAML之前执行SSO登录测试。)

* 如果您将来禁用SAML、则系统会自动还原先前的配置(本地用户角色和/或目录服务)。

* 如果当前已为用户身份验证配置目录服务、则SAML将覆盖此配置。

* 配置SAML后、以下客户端将无法访问存储阵列资源：

+

** 企业管理窗口(EMW)

** 命令行界面（ CLI ）

** 软件开发人员套件(SDK)客户端

** 带内客户端

** HTTP基本身份验证REST API客户端

** 使用标准REST API端点登录
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= 审核日志中记录了哪些类型的事件？
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审核日志可以记录修改事件、也可以同时记录修改和只读事件。

根据策略设置、将显示以下类型的事件：

* *修改事件*- System Manager中涉及系统更改的用户操作、例如配置存储。

* *修改和只读事件*-涉及系统更改的用户操作以及涉及查看或下载信息的事件、例如查看卷分配。

[[ID7385b0c30ca6b2260b9a62af8941306c]]

= 在配置系统日志服务器之前、我需要了解哪些信息？
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您可以将审核日志归档到外部系统日志服务器。
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在配置系统日志服务器之前、请记住以下准则。

* 确保您知道服务器地址、协议和端口号。服务器地址可以是完全限定域名、IPv4地址或

IPv6地址。

* 如果您的服务器使用安全协议(例如TLS)、则本地系统上必须具有证书颁发机构(CA)证书。

CA证书用于标识服务器和客户端之间安全连接的网站所有者。

* 配置后、所有新审核日志都会发送到系统日志服务器。不会传输先前的日志。

* 覆盖策略设置(可从*查看/编辑设置*获得)不会影响使用系统日志服务器配置管理日志的方式。

* 审核日志采用RFC 5424消息格式。
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= 系统日志服务器不再接收审核日志。我该怎么办？
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如果您为系统日志服务器配置了TLS协议、则如果证书因任何原因而无效、则服务器将无法接收消息。

审核日志中会发布一条有关此无效证书的错误消息。

要解决此问题描述 、必须先修复系统日志服务器的证书。建立有效的证书链后、转到菜单：设置

[审核日志>配置系统日志服务器>测试全部]。

:leveloffset: -1

:leveloffset: -1

= 证书
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您可以使用System Manager创建证书签名请求(Certificate Signing Requests、

CSR)、导入证书以及管理现有证书。

== 什么是证书？

_Certificates_是数字文件、用于标识网站和服务器等联机实体、以便在互联网上进行安全通信。

证书有两种类型：_signed certificate"由证书颁发机构(CA)验证；_self-signed

certificate"由实体所有者(而不是第三方)验证。

了解更多信息。

* xref:{relative_path}how-certificates-work-sam.html["证书的工作原理"]

* xref:{relative_path}certificate-terminology.html["证书术语"]

== 如何配置签名证书？

首先从System Manager生成签名请求、然后将文件发送到CA。CA

返回证书文件后、您可以使用System Manager导入这些文件。

了解更多信息。

* xref:{relative_path}use-ca-signed-certificates-for-

controllers.html["对控制器使用CA签名的证书"]

* xref:{relative_path}use-ca-signed-certificates-for-authentication-with-

a-key-management-server.html["使用CA签名的证书通过密钥管理服务器进行身份验证"]

== 相关信息

详细了解与证书相关的任务：

* xref:{relative_path}view-imported-certificates.html["查看导入的证书信息"]

* xref:{relative_path}enable-certificate-revocation-

checking.html["启用证书撤消检查"]
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= 概念
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= 证书的工作原理
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证书是数字文件、用于标识网站和服务器等在线实体、以实现Internet上的安全通信。

证书可确保Web通信仅在指定服务器和客户端之间以加密格式单独传输、不会被更改。使用System

Manager、您可以管理主机管理系统(充当客户端)上的浏览器与存储系统中的控制器(充当服务器)之

间的证书。

证书可以由可信的颁发机构签名、也可以是自签名证书。"签名"只是指有人验证了所有者的身份并确
定其设备可以受信任。存储阵列会在每个控制器上随附一个自动生成的自签名证书。您可以继续使用

自签名证书、也可以获取CA签名证书、以便在控制器和主机系统之间建立更安全的连接。

[NOTE]

====

虽然CA签名证书可提供更好的安全保护(例如、防止中间人攻击)、但如果您的网络较大、则还需要支
付昂贵的费用。相比之下、自签名证书的安全性较低、但它们是免费的。因此、自签名证书最常用于

内部测试环境、而不是生产环境。

====

== 签名证书

签名证书由可信的第三方组织证书颁发机构(CA)进行验证。签名证书包括有关实体(通常是服务器或

网站)所有者的详细信息、证书问题描述

和到期日期、实体的有效域以及由字母和数字组成的数字签名。

当您打开浏览器并输入Web地址时、系统会在后台执行证书检查过程、以确定您是否要连接到包含有效

的CA签名证书的网站。通常、使用签名证书进行安全保护的站点会在地址中包含挂锁图标和https标

志。如果您尝试连接到不包含CA签名证书的网站、浏览器将显示一条警告、指出此站点不安全。

CA会在应用程序过程中执行一些步骤来验证您的身份。他们可能会向您的注册业务发送电子邮件、验

证您的业务地址以及执行HTTP或DNS验证。应用程序过程完成后、CA会向您发送数字文件、以便在主
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机管理系统上加载。通常、这些文件包括以下信任链：

* *根*-层次结构顶部是根证书、其中包含用于对其他证书进行签名的专用密钥。根标识特定的

CA组织。如果对所有网络设备使用相同的CA、则只需要一个根证书。

* *中间证书*—从根分层是中间证书。

CA颁发一个或多个中间证书、充当受保护根证书和服务器证书之间的中间人。

* *服务器

*—链的底部是服务器证书、用于标识您的特定实体、例如网站或其他设备。存储阵列中的每个控制器

都需要一个单独的服务器证书。

== 自签名证书

存储阵列中的每个控制器都包含一个预安装的自签名证书。自签名证书与CA签名证书类似、只是它由

实体所有者而非第三方进行验证。与CA签名证书一样、自签名证书也包含自己的专用密钥、并确保数

据经过加密并通过HTTPS连接在服务器和客户端之间发送。但是、自签名证书与CA签名证书使用的信

任链不同。

自签名证书不受浏览器"`信任`"。每次尝试连接到仅包含自签名证书的网站时、浏览器都会显示一条
警告消息。您必须单击警告消息中允许您继续访问网站的链接；这样、您实际上就是在接受自签名证

书。

== 用于密钥管理服务器的证书

如果您使用的是具有驱动器安全功能的外部密钥管理服务器、则还可以管理用于在该服务器和控制器

之间进行身份验证的证书。

[[IDf29d9b68afc4f02c8cd46c2805b60250]]

= 证书术语

:allow-uri-read:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

以下术语适用于证书管理。

[cols="25h,~"]

|===

| 期限 | Description
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 a|

CA

 a|

证书颁发机构(Certificate Authority、

CA)是一个受信任的实体、负责颁发称为数字证书的电子文档以确保Internet安全。这些证书用于标

识网站所有者、从而可以在客户端和服务器之间建立安全连接。

 a|

CSR

 a|

证书签名请求(CSR)是从申请人发送给证书颁发机构(CA)的一条消息。CSR会验证CA对证书进行问题

描述 所需的信息。

 a|

证书

 a|

出于安全考虑、证书用于标识站点所有者、从而防止攻击者模拟站点。此证书包含有关站点所有者的

信息以及对此信息进行认证(签名)的可信实体的身份。

 a|

证书链

 a|

一种文件层次结构、用于向证书添加一层安全保护。通常、此链包含一个位于层次结构顶部的根证书

、一个或多个中间证书以及用于标识实体的服务器证书。

 a|

客户端证书

 a|

对于安全密钥管理、客户端证书会验证存储阵列的控制器、以便密钥管理服务器可以信任其IP地址。

 a|

中间证书

 a|

一个或多个中间证书从证书链中的根分支。CA颁发一个或多个中间证书、充当受保护根证书和服务器

证书之间的中间人。
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 a|

密钥管理服务器证书

 a|

对于安全密钥管理、密钥管理服务器证书会对服务器进行验证、以便存储阵列可以信任其IP地址。

 a|

密钥库

 a|

密钥库是主机管理系统上的存储库、其中包含私钥及其对应的公有

密钥和证书。这些密钥和证书用于标识您自己的实体、例如控制器。

 a|

OCSP服务器

 a|

联机证书状态协议(OCSP)服务器可确定证书颁发机构(CA)是否已在计划的到期日期之前撤销任何证

书、然后在证书被撤销时阻止用户访问服务器。

 a|

根证书

 a|

根证书位于证书链中的层次结构顶部、其中包含用于对其他证书签名的专用密钥。根标识特定的CA组

织。如果对所有网络设备使用相同的CA、则只需要一个根证书。

 a|

签名证书

 a|

由证书颁发机构(CA)验证的证书。此数据文件包含一个专用密钥、可确保通过HTTPS连接在服务器和

客户端之间以加密形式发送数据。此外、签名证书还包括实体所有者的详细信息(通常为服务器或网站

)以及由字母和数字组成的数字签名。签名证书使用信任链、因此最常用于生产环境。也称为"CA签名

证书"或"管理证书"。

 a|

自签名证书

 a|
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自签名证书由实体的所有者进行验证。此数据文件包含一个专用密钥、可确保通过HTTPS连接在服务

器和客户端之间以加密形式发送数据。它还包括由字母和数字组成的数字签名。自签名证书与CA签名

证书使用的信任链不同、因此最常用于测试环境。也称为"预安装"证书。

 a|

服务器证书

 a|

服务器证书位于证书链的底部。它标识您的特定实体、例如网站或其他设备。存储系统中的每个控制

器都需要一个单独的服务器证书。

|===

:leveloffset: -1

= 使用证书

:leveloffset: +1

[[ID63369cbfd784432776dd48826542a0ac]]

= 对控制器使用CA签名的证书
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:icons: font
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[role="lead"]

您可以获取CA签名的证书、以便在控制器与用于访问System Manager的浏览器之间进行安全通信。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 您必须知道每个控制器的IP地址或DNS名称。

.关于此任务

使用CA签名证书是一个三步操作步骤。

== 第1步：完成控制器的CSR
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您必须先为存储阵列中的每个控制器生成证书签名请求(CSR)文件。

.关于此任务

此任务介绍如何从System Manager生成CSR文件。CSR

可提供有关您的组织的信息、以及控制器的IP地址或DNS名称。在此任务期间、如果存储阵列具有一

个控制器、则会生成一个CSR文件；如果存储阵列具有两个控制器、则会生成两个CSR文件。

[NOTE]

====

或者、您也可以使用OpenSSL等工具生成CSR文件、并可跳至 <<第2步：提交CSR文件>>。

====

.步骤

. 选择菜单：设置[证书]。

. 从阵列管理选项卡中、选择*完成CSR*。

+

[NOTE]

====

如果显示一个对话框、提示您接受第二个控制器的自签名证书、请单击*接受自签名证书*以继续。

====

. 输入以下信息、然后单击*下一步*：

+

** *组织*—贵公司或组织的法定全名。包括后缀、例如Inc.或Corp.

** *组织单位(可选)*—组织中负责处理证书的部门。

** *城市/位置*—存储阵列或业务所在的城市。

** *省/自治区/直辖市(可选)*—存储阵列或业务所在的省/自治区/直辖市。

** *国家/地区ISO代码*—您所在国家/地区的两位数ISO (国际标准化组织)代码、例如美国。

+

[CAUTION]

====

某些字段可能会预先填充相应的信息、例如控制器的IP地址。请勿更改预先填充的值、除非您确定这

些值不正确。例如、如果尚未完成CSR、则控制器IP地址将设置为"`localhost.`"。

在这种情况下、您必须将"`localhost`"更改为控制器的DNS名称或IP地址。

====

. 验证或输入有关存储阵列中控制器A的以下信息：

+

** *控制器A公用名*-默认情况下、显示控制器A的IP地址或

DNS名称。请确保此地址正确无误；它必须与您在浏览器中输入的内容完全匹配、才能访问System

Manager。DNS名称不能以通配符开头。

** *控制器A备用IP地址*-如果公用名称为IP地址、则可以选择为控制器A输入任何其他

IP地址或别名对于多个条目、请使用逗号分隔格式。
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** *控制器A备用DNS名称*-如果公用名是DNS名称、请为控制器A输入任何其他

DNS名称对于多个条目、请使用逗号分隔格式。如果没有备用DNS名称、但您在第一个字段中输入了DN

S名称、请将此名称复制到此处。DNS名称不能以通配符开头。

如果存储阵列只有一个控制器、则可以使用*完成*按钮。

+

如果存储阵列有两个控制器、则可以使用*下一步*按钮。

+

[NOTE]

====

首次创建CSR请求时、请勿单击*跳过此步骤*链接。在错误恢复情况下提供此链接。在极少数情况下

、一个控制器上的CSR请求可能会失败、而另一个控制器上的CSR请求则可能不会失败。通过此链接、

您可以跳过在已定义的控制器A上创建CSR请求的步骤、并继续执行在控制器B上重新创建CSR请求的下

一步

====

. 如果只有一个控制器、请单击*完成*。如果有两个控制器、请单击*下一步*以输入控制器B的信息

(与上述相同)、然后单击*完成*。

+

对于单个控制器、会将一个CSR文件下载到本地系统。对于双控制器、将下载两个CSR文件。下载内容

的文件夹位置取决于您的浏览器。

. 转至 <<第2步：提交CSR文件>>。

== 第2步：提交CSR文件

创建证书签名请求(CSR)文件后、请将这些文件发送到证书颁发机构(CA)。E系列系统要求对签名证

书使用PEM格式(Base64 ASCII编码)、其中包括以下文件类型：PEM、.crt、.cer或.key。

.步骤

. 找到已下载的CSR文件。

. 将CSR文件提交到CA (例如VeriSign或DigiCert)、并请求PEM格式的签名证书。

+

[CAUTION]

====

*将CSR文件提交给CA后、请勿重新生成另一个CSR文件。*每当生成CSR时、系统都会创建一个专用和

公有 密钥对。公有 密钥是

CSR的一部分、而私钥则保留在系统的密钥库中。当您收到签名证书并将其导入时、系统会确保私钥和

公有 密钥都是原始对。如果密钥不匹配、则签名证书将不起作用、您必须从CA请求新证书。

====

. 当CA返回签名证书时、转到 <<第3步：导入控制器的签名证书>>。
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== 第3步：导入控制器的签名证书

从证书颁发机构(CA)收到签名证书后、导入控制器的文件。

.开始之前

* CA返回签名证书文件。这些文件包括根证书、一个或多个中间证书以及服务器证书。

* 如果CA提供了一个链式证书文件(例如.p7b文件

)、则必须将链式文件解压缩到各个文件中：根证书、一个或多个中间证书以及用于标识控制器的服务

器证书。您可以使用Windows `certmgr` 用于解压缩文件的实用程序

(右键单击并选择菜单：所有任务[导出])。建议使用64位编码。导出完成后、系统将为链中的每个证

书文件显示一个CER"文件。

* 您已将证书文件复制到访问System Manager的主机系统。

.步骤

. 选择菜单：设置[证书]

. 从阵列管理选项卡中、选择*导入*。

+

此时将打开一个对话框、用于导入证书文件。

. 单击*浏览

*按钮、首先选择根证书和中间证书文件、然后选择控制器的每个服务器证书。两个控制器的根文件和

中间文件相同。对于每个控制器、只有服务器证书是唯一的。如果从外部工具生成CSR、则还必须导入

随CSR一起创建的私钥文件。

+

文件名将显示在对话框中。

. 单击 * 导入 * 。

+

这些文件将上传并进行验证。

.结果

会话将自动终止。要使证书生效、您必须重新登录。重新登录后、新的CA签名证书将用于会话。

[[IDe9a5416b60fa4f85ef3a47bf00e3182a]]

= 重置管理证书

:allow-uri-read:

:experimental:

:icons: font
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:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以将控制器上的证书从使用CA签名证书还原到出厂设置的自签名证书。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 必须事先导入CA签名的证书。

.关于此任务

重置功能会从每个控制器中删除当前CA签名的证书文件。然后、这些控制器将还原为使用自签名证书

。

.步骤

. 选择菜单：设置[证书]。

. 从阵列管理选项卡中、选择*重置*。

+

此时将打开确认重置管理证书对话框。

. Type `reset` 在字段中，然后单击*Reset (重置)*。

+

浏览器刷新后、浏览器可能会阻止对目标站点的访问并报告此站点正在使用HTTP严格传输安全性。切

换回自签名证书时会出现此情况。要清除阻止访问目标的条件、您必须从浏览器中清除浏览数据。

.结果

控制器将还原为使用自签名证书。因此、系统会提示用户为其会话手动接受自签名证书。

[[ID4558217835c3760fbc296439d4b11716]]

= 查看导入的证书信息
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在证书页面中、您可以查看存储阵列的证书类型、颁发机构和有效日期范围。

.开始之前
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您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

.步骤

. 选择菜单：设置[证书]。

. 选择一个选项卡以查看有关证书的信息。

+

[cols="25h,~"]

|===

| 选项卡 | Description

 a|

阵列管理

 a|

查看有关为每个控制器导入的CA签名证书的信息、包括根文件、中间文件和服务器文件。

 a|

值得信赖

 a|

查看有关为控制器导入的所有其他类型证书的信息。     使用*显示证书

...*下的筛选器字段可查看用户安装或预安装的证书。

** *用户安装*—用户上传到存储阵列的证书、如果控制器充当客户端(而不是服务器)、

LDAPS证书和身份联合证书、则这些证书可能包括可信证书。

** *预安装*—存储阵列附带的自签名证书。

 a|

密钥管理

 a|

查看有关为外部密钥管理服务器导入的CA签名证书的信息。

|===

[[ID627929c995305d290a94b154a0d4e9ae]]

= 作为客户端时导入控制器的证书
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:relative_path: ./sm-settings/
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:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

如果控制器因无法验证网络服务器的信任链而拒绝连接、您可以从"可信"选项卡导入证书、以使控制

器(充当客户端)能够接受来自该服务器的通信。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 证书文件安装在本地系统上。

.关于此任务

如果要允许其他服务器(例如使用TLS的LDAP服务器或系统日志服务器)与控制器联系、则可能需要从

"受信任"选项卡导入证书。

.步骤

. 选择菜单：设置[证书]。

. 从可信选项卡中、选择*导入*。

+

此时将打开一个对话框、用于导入可信证书文件。

. 单击*浏览*以选择控制器的证书文件。

+

文件名显示在对话框中。

. 单击 * 导入 * 。

.结果

这些文件将上传并进行验证。

[[IDebbec9f366a3ad2285d2ffbaac85c3d6]]

= 启用证书撤消检查
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您可以启用对已撤销证书的自动检查、以便联机证书状态协议(OCSP)服务器阻止用户进行非安全连接

。
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.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 在两个控制器上都配置了DNS服务器、这样可以为

OCSP服务器使用完全限定域名。此任务可从硬件页面访问。

* 如果要指定自己的OCSP服务器、则必须知道该服务器的URL。

.关于此任务

如果CA颁发的证书不正确或私钥受到损坏、则自动撤消检查非常有用。

在此任务期间、您可以配置OCSP服务器或使用证书文件中指定的服务器。OCSP服务器会确定CA是否

已在计划的到期日期之前撤销任何证书、然后在证书被撤销时阻止用户访问站点。

.步骤

. 选择菜单：设置[证书]。

. 选择*可信*选项卡。

+

[NOTE]

====

您还可以从*密钥管理*选项卡启用撤消检查。

====

. 单击*不常见任务*、然后从下拉菜单中选择*启用撤消检查*。

. 选择*我要启用撤消检查*、以便复选框中显示复选标记、对话框中显示其他字段。

. 在* OCSP响应器地址*字段中、您可以选择输入OCSP响应器服务器的

URL。如果不输入地址、系统将使用证书文件中的OCSP服务器URL。

. 单击*测试地址*以确保系统可以打开与指定URL的连接。

. 单击 * 保存 * 。

.结果

如果存储阵列尝试使用已撤销的证书连接到服务器、则连接将被拒绝并记录事件。

[[IDd2205cf68f2128f8fdaa5f0d0ffcb66f]]
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您可以从"受信任"选项卡中删除先前导入的用户安装的证书。
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.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 如果要使用新版本更新受信任证书、则必须先导入更新后的证书、然后才能删除旧证书。

[CAUTION]

====

如果在导入替代证书之前删除用于对控制器和其他服务器(例如LDAP服务器)进行身份验证的证书、则

可能无法访问系统。

====

.关于此任务

此任务介绍如何删除用户安装的证书。无法删除预安装的自签名证书。

.步骤

. 选择菜单：设置[证书]。

. 选择*可信*选项卡。

+

此表显示了存储阵列的受信任证书。

. 从表中、选择要删除的证书。

. 单击菜单：uncommon Tasks[Delete]。

+

此时将打开确认删除可信证书对话框。

. Type `delete` 在字段中，然后单击*Delete*。

[[ID0e9565961dffded3ac17f12610f1aa61]]

= 使用CA签名的证书通过密钥管理服务器进行身份验证

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

要在密钥管理服务器和存储阵列控制器之间实现安全通信、您必须配置相应的证书集。

.开始之前

您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

.关于此任务

在控制器和密钥管理服务器之间进行身份验证是一个两步操作步骤。
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== 第1步：完成并提交CSR、以便使用密钥管理服务器进行身份验证

您必须先生成证书签名请求(CSR)文件、然后使用CSR从密钥管理服务器信任的证书颁发机构(CA)请

求签名客户端证书。您还可以使用下载的CSR文件从密钥管理服务器创建和下载客户端证书。客户端证

书可验证存储阵列的控制器、以便密钥管理服务器可以信任其密钥管理互操作性协议(Key

Management Interoperability Protocol、KMIP)请求。

.步骤

. 选择菜单：设置[证书]。

. 从密钥管理选项卡中、选择*完成CSR*。

. 输入以下信息：

+

** *公用名*—用于标识此CSR的名称、例如存储阵列名称、该名称将显示在证书文件中。

** *组织*—贵公司或组织的法定全名。包括后缀、例如Inc.或Corp.

** *组织单位(可选)*—组织中负责处理证书的部门。

** *城市/位置*-组织所在的城市或位置。

** *省/自治区/直辖市(可选)*—组织所在的省/自治区/直辖市。

** *国家/地区ISO代码*—贵组织所在的两位数ISO (国际标准化组织)代码、例如美国。

. 单击 * 下载 * 。

+

此时、CSR文件将保存到本地系统。

. 从密钥管理服务器信任的CA请求签名客户端证书。

. 拥有客户端证书后、请转到 <<第2步：导入密钥管理服务器的证书>>。

== 第2步：导入密钥管理服务器的证书

下一步是、在存储阵列和密钥管理服务器之间导入用于身份验证的证书。证书有两种类型：客户端证
书用于验证存储阵列的控制器、而密钥管理服务器证书用于验证服务器。您必须加载控制器的客户端

证书文件和密钥管理服务器的服务器证书文件。

.开始之前

* 您有一个签名的客户端证书文件(请参见 <<第1步：完成并提交

CSR、以便使用密钥管理服务器进行身份验证>>)、并且您已将该文件复制到要访问System

Manager的主机。客户端证书可验证存储阵列的控制器、以便密钥管理服务器可以信任其密钥管理互

操作性协议(Key Management Interoperability Protocol、KMIP)请求。

* 您必须从密钥管理服务器检索证书文件、然后将该文件复制到要访问System

Manager的主机。密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。

您可以对密钥管理服务器使用根证书、中间证书或服务器证书。
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+

[NOTE]

====

有关服务器证书的详细信息、请参见密钥管理服务器的文档。

====

.步骤

. 选择菜单：设置[证书]。

. 从密钥管理选项卡中、选择*导入*。

+

此时将打开一个对话框、用于导入证书文件。

. 在*选择客户端证书*旁边、单击*浏览*按钮为存储阵列的控制器选择客户端证书文件。

+

此时、文件名将显示在对话框中。

. 在*选择密钥管理服务器的服务器证书*旁边、单击*浏览

*按钮为密钥管理服务器选择服务器证书文件。您可以为密钥管理服务器选择根证书、中间证书或服务

器证书。

+

此时、文件名将显示在对话框中。

. 单击 * 导入 * 。

+

这些文件将上传并进行验证。

[[ID58b4de5f088b6193a7101ed6a9433bf0]]

= 导出密钥管理服务器证书
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您可以将密钥管理服务器的证书保存到本地计算机。

.开始之前

* 您必须使用包含安全管理员权限的用户配置文件登录。否则、不会显示证书功能。

* 必须事先导入证书。
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.步骤

. 选择菜单：设置[证书]。

. 选择*密钥管理*选项卡。

. 从表中、选择要导出的证书、然后单击*导出*。

+

此时将打开保存对话框。

. 输入文件名并单击*保存*。

:leveloffset: -1

= 常见问题解答

:leveloffset: +1

[[ID4c5878189e5924b3d5a4f74f5a36caa7]]

= 为什么会显示"无法访问其他控制器"对话框？

:allow-uri-read:

:icons: font

:relative_path: ./sm-settings/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

在执行与CA证书相关的某些操作(例如、导入证书)时、您可能会看到一个对话框、提示您接受第二个

控制器的自签名证书。

在具有两个控制器的存储阵列(双工配置)中、如果SANtricity
系统管理器无法与第二个控制器通信、或者您的浏览器在操作的某个时间点无法接受证书、则有时会

显示此对话框。

如果此对话框打开、请单击*接受自签名证书*以继续。如果另一个对话框提示您输入密码、请输入用

于访问System Manager的管理员密码。

如果此对话框再次出现、并且您无法完成证书任务、请尝试以下过程之一：

* 使用其他浏览器类型访问此控制器、接受证书并继续。

* 使用System Manager访问第二个控制器、接受自签名证书、然后返回到第一个控制器并继续。
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[[ID0973aa00f9e503cbcc46dc643e059494]]

= 如何知道需要将哪些证书上传到System Manager才能进行外部密钥管理？
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[role="lead"]

对于外部密钥管理、您可以导入两种类型的证书、以便在存储阵列和密钥管理服务器之间进行身份验

证、从而使这两个实体可以相互信任。

客户端证书可验证存储阵列的控制器、以便密钥管理服务器可以信任其密钥管理互操作性协议(Key

Management Interoperability Protocol、KMIP)请求。要获取客户端证书、请使用System

Manager为存储阵列完成CSR。然后、您可以将CSR上传到密钥管理服务器并从该服务器生成客户端证

书。获得客户端证书后、将该文件复制到要访问System Manager的主机。

密钥管理服务器证书用于验证密钥管理服务器、以便存储阵列可以信任其IP地址。从密钥管理服务器

检索服务器证书文件、然后将该文件复制到要访问System Manager的主机。

[[ID28572c16113716eecdaefca13cc33471]]

= 关于证书撤消检查、我需要了解哪些信息？
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使用System Manager、您可以使用联机证书状态协议(Online Certificate Status

Protocol、OCSP)服务器来检查已撤销的证书、而不是上传证书撤消列表(Certificate

Revocation List、CRL)。

已撤销的证书不应再受信任。证书可能会因多种原因而被撤销；例如、如果证书颁发机构(CA)颁发的

证书不正确、私钥被泄露或标识的实体不符合策略要求。

在System Manager中与OCSP服务器建立连接后、存储阵列将在连接到AutoSupport

服务器、外部密钥管理服务器(External Key Management Server、EKMS)、基于

SSL的轻型目录访问协议(Lightweight Directory Access Protocol over SSL、

LDAPS)服务器或系统日志服务器时执行撤消检查。存储阵列会尝试验证这些服务器的证书、以确保它

们未被撤消。然后、服务器将为该证书返回"good "、"revoked"或

"unknown"值。如果证书已撤销或阵列无法与OCSP服务器联系、则连接将被拒绝。
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[NOTE]

====

在System Manager或命令行界面(CLI)中指定OCSP响应程序地址会覆盖在证书文件中找到的

OCSP地址。

====

[[ID2a607ab2fcae93ccf99162939f7e2903]]

= 将为哪些类型的服务器启用撤消检查？
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每当存储阵列连接到AutoSupport 服务器、外部密钥管理服务器(External Key Management

Server、EKMS)、基于SSL的轻型目录访问协议(Lightweight Directory Access Protocol

over SSL、LDAPS)服务器或系统日志服务器时、它都会执行撤消检查。

:leveloffset: -1

:leveloffset: -1

= 支持

:leveloffset: +1

[[IDf8857f63aec6efb3332130dd26ae0a1f]]

= 支持概述
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通过支持页面可以访问技术支持资源。
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== 有哪些支持任务可用？

在支持中、您可以查看技术支持联系人、执行诊断、配置AutoSupport

、查看事件日志以及执行软件升级。

了解更多信息。

* xref:{relative_path}autosupport-feature-overview.html["AutoSupport

功能概述"]

* xref:{relative_path}overview-event-log.html["事件日志概述"]

* xref:{relative_path}overview-upgrade-center.html["升级中心概述"]

== 如何联系技术支持？

在主页中、单击菜单：Support[支持中心>支持资源选项卡]。技术支持联系信息列在界面的右上角

。

= 查看信息和诊断

:leveloffset: +1

[[ID71d3d70ef96c10809268fb9edcdfc480]]

= 查看存储阵列配置文件
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存储阵列配置文件可提供存储阵列的所有组件和属性的问题描述。

.关于此任务
您可以在恢复期间使用存储阵列配置文件作为辅助工具、也可以概述存储阵列的当前配置。您可能希
望在管理客户端上保存存储阵列配置文件的副本、并在存储阵列中保留存储阵列配置文件的硬副本。

如果配置发生更改、请为存储阵列配置文件创建一个新副本。

.步骤
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. 选择菜单：Support[支持中心>支持资源]选项卡。

. 向下滚动到 * 启动详细存储阵列信息 * ，然后选择 * 存储阵列配置文件 * 。

+

此时、报告将显示在您的屏幕上。

+

.字段详细信息

[%collapsible]

====

[cols="25h,~"]

|===

| 部分 | Description

 a|

存储阵列

 a|

显示了您可以配置的所有选项以及存储阵列的系统静态选项。这些选项包括控制器数量、驱动器架、

驱动器、磁盘池、卷组、 卷和热备用驱动器；允许的驱动器架、驱动器、固态磁盘

(SSD)和卷的最大数量；快照组、快照映像、快照卷和一致性组的数量；功能信息；固件版本信息；

机箱序列号信息；AutoSupport 状态和AutoSupport 计划信息；

用于自动支持数据收集和计划支持数据收集的设置；存储阵列全球通用标识符(World Wide

Identifier、WWID)；以及介质扫描和缓存设置。

 a|

存储

 a|

显示了存储阵列中所有存储设备的列表。根据您的存储阵列配置、存储部分可能会显示这些子部分。

** *磁盘池*-显示存储阵列中所有磁盘池的列表。

** *卷组*-显示存储阵列中所有卷组的列表。卷和可用容量按创建顺序列出。

** *卷*-显示存储阵列中所有卷的列表。列出的信息包括卷名称、卷状态、容量、

RAID级别、卷组或磁盘池、驱动器类型以及其他详细信息。

** *缺少卷*-

显示存储阵列中当前处于缺失状态的所有卷的列表。列出的信息包括每个缺少的卷的全球通用标识符(

World Wide Identifier、WWID)。

 a|

复制服务

 a|

显示了用于存储阵列的所有副本服务的列表。根据您的存储阵列配置、复制服务部分可能会显示以下

子部分：
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** *卷副本*-
显示存储阵列中所有副本对的列表。列出的信息包括副本数量、副本对名称、状态、开始时间戳和其

他详细信息。

** *快照组*-显示存储阵列中所有快照组的列表。

** *快照映像*-显示存储阵列中所有快照的列表。

** * Snapshot Volumes*—显示存储阵列中所有Snapshot卷的列表。

** *一致性组*-显示存储阵列中所有一致性组的列表。

** *成员卷*-显示存储阵列中所有一致性组成员卷的列表。

** *镜像组*-显示所有镜像卷的列表。

** *预留容量*-显示存储阵列中所有预留容量卷的列表。

 a|

主机分配

 a|

显示了存储阵列中的主机分配列表。列出的信息包括卷名称、逻辑单元号(LUN)、控制器ID、主机名

或主机集群名称以及卷状态。列出的追加信息 包括拓扑定义和主机类型定义。

 a|

硬件

 a|

显示了存储阵列中所有硬件的列表。根据您的存储阵列配置、硬件部分可能会显示这些子部分。

** *控制器*-
显示存储阵列中所有控制器的列表、其中包括控制器位置、状态和配置。此外、它还包括驱动器通道

信息、主机通道信息和以太网端口信息。

** *驱动器*-显示存储阵列中所有驱动器的列表。驱动器按磁盘架ID、抽盒ID、插槽

ID顺序列出。列出的信息包括磁盘架ID、抽盒ID、插槽ID、状态、原始容量、

每个驱动器的介质类型、接口类型、当前数据速率、产品ID和固件版本。驱动器部分还包括驱动器通

道信息、热备用磁盘覆盖信息和使用寿命信息(仅适用于SSD驱动器)。损耗寿命信息包括已用持久性

百分比、即迄今为止写入SSD驱动器的数据量除以驱动器的理论总写入限制。

** *驱动器通道*-显示存储阵列中所有驱动器通道的信息。列出的信息包括通道状态、链路状态

(如果适用)、驱动器计数和累积错误计数。

** *磁盘架*-
显示存储阵列中所有磁盘架的信息。列出的信息包括驱动器类型以及磁盘架中每个组件的状态信息。

磁盘架组件可能包括电池组、小型可插拔(SFP)收发器、电源风扇箱或输入/输出模块(IOM)箱。

如果存储阵列使用了安全密钥、则硬件部分还会显示安全密钥标识符。

 a|
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功能

 a|

显示了每个主机或主机集群安装的功能包列表以及允许的最大快照组、快照(原有)和卷数。功能部分

中的信息还包括驱动器安全性、即存储阵列是启用了安全性还是禁用了安全性。

|===

====

. 要搜索存储阵列配置文件、请在*查找*文本框中键入搜索词、然后单击*查找*。

+

所有匹配的术语均会突出显示。要一次滚动浏览一个所有结果，请继续单击 * 查找 * 。

. 要保存存储阵列配置文件、请单击*保存*。

+

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 `storage-array-profile.txt`。

[[ID0f63e8a5f16344103a7d371255a8e7ac]]

= 查看软件和固件清单
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软件和固件清单列出了存储阵列中每个组件的固件版本。

.关于此任务

存储阵列由多个组件组成、其中可能包括控制器、驱动器、抽盒和输入/输出模块(IOM)。其中每个组
件都包含固件。某些固件版本取决于其他固件版本。要捕获有关存储阵列中所有固件版本的信息、请

查看软件和固件清单。技术支持可以分析软件和固件清单以检测任何固件不匹配。

.步骤

. 选择菜单：Support[支持中心>支持资源]选项卡。

. 向下滚动到*启动详细存储阵列信息*、然后选择*软件和固件清单*。

+

此时将在屏幕上显示软件和固件清单报告。

. 要保存软件和固件清单、请单击*保存*。

+

文件将保存在浏览器的"Downloads"文件夹中、并使用文件名 `firmware-inventory.txt`。

. 按照技术支持提供的说明将文件发送给他们。
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:leveloffset: -1

= 收集诊断数据

:leveloffset: +1

[[ID023bc562d16b3ca58c2d111469792dfe]]

= 手动收集支持数据

:allow-uri-read:

:experimental:

:icons: font

:relative_path: ./sm-support/

:imagesdir: {root_path}{relative_path}../media/

[role="lead"]

您可以在一个文件中收集有关存储阵列的各种类型的清单、状态和性能数据。技术支持可以使用该文

件进行故障排除和进一步分析。

.关于此任务

如果启用了AutoSupport 功能、您也可以通过转到* AutoSupport 发送AutoSupport 派遣*选项卡来
收集此数据。

一次只能运行一个收集操作。如果您尝试启动另一个操作、则会收到一条错误消息。

只有在技术支持要求时、才执行此操作。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择 * 收集支持数据 * 。

3. 单击 * 收集 * 。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 support-data.7z。如果磁盘架包含抽屉、则
该磁盘架的诊断数据将归档在名为的单独压缩文件中 tray-component-state-capture.7z。

4. 按照技术支持提供的说明将文件发送给他们。
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收集配置数据

您可以从控制器保存RAID配置数据、其中包括卷组和磁盘池的所有数据。然后、您可以联
系技术支持以获得恢复数据的帮助。

关于此任务

此任务介绍如何保存RAID配置数据库的当前状态。此数据是从控制器的RPA内存位置检索的。

收集配置数据功能保存的信息与的命令行界面命令相同 save storageArray

dbmDatabase。

只有在Recovery Guru操作或技术支持指示时、才应执行此任务。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择 * 收集配置数据 * 。

3. 在对话框中、单击*收集*。

文件、 configurationData-<arrayName>-<dateTime>.7z，将保存在浏览器的“Downloads”文件夹
中。

4. 有关向技术支持发送文件以及将数据加载回系统的详细信息、请联系技术支持。

检索恢复支持文件

技术支持可以使用恢复支持文件对问题进行故障排除。System Manager会自动保存这些文
件。

开始之前

技术支持已请求您向他们发送其他文件以进行故障排除。

关于此任务

恢复支持文件包括以下类型的文件：

• 支持数据文件

• AutoSupport 历史记录

• AutoSupport 日志

• SAS/RLS诊断文件

• 恢复配置文件数据

• 数据库捕获文件

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*检索恢复支持文件*。

此时将显示一个对话框、其中列出了存储阵列收集的所有恢复支持文件。要查找特定文件、您可以对任意列
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进行排序、也可以在*筛选器*框中键入字符。

3. 选择一个文件、然后单击*下载*。

此文件将保存在浏览器的"Downloads"文件夹中。

4. 如果需要保存其他文件、请重复上述步骤。

5. 单击 * 关闭 * 。

6. 按照技术支持提供的说明将文件发送给他们。

检索跟踪缓冲区

您可以从控制器中检索跟踪缓冲区、并将文件发送给技术支持进行分析。

关于此任务

固件使用跟踪缓冲区来记录处理情况、尤其是可能对调试有用的异常情况。您可以在不中断存储阵列操作的情况
下检索跟踪缓冲区、并且对性能的影响最小。

只有在技术支持要求时、才执行此操作。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*检索跟踪缓冲区*。

3. 选中要检索跟踪缓冲区的每个控制器旁边的复选框。

您可以选择一个或两个控制器。如果复选框右侧的控制器状态消息为失败或已禁用、则此复选框将被禁用。

4. 单击 * 是 * 。

文件将保存在浏览器的"Downloads"文件夹中、并使用文件名 trace-buffers.7z。

5. 按照技术支持提供的说明将文件发送给他们。

收集I/O路径统计信息

您可以保存I/O路径统计信息文件并将其发送给技术支持进行分析。

关于此任务

技术支持使用I/O路径统计信息来帮助诊断性能问题。应用程序性能问题可能是由内存利用率、CPU利用率、网
络延迟、I/O延迟或其他问题引起的。在收集支持数据期间、系统会自动收集I/O路径统计信息、您也可以手动收
集这些信息。此外、如果启用了AutoSupport 、则会自动收集I/O路径统计信息并将其发送给技术支持。

确认要收集I/O路径统计信息后、I/O路径统计信息的计数器将重置。即使随后取消操作、计数器也会重置。控制
器重置(重新启动)时、计数器也会重置。

只有在技术支持要求时、才执行此操作。

步骤
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1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*收集I/O路径统计信息*。

3. 键入以确认您要执行此操作 collect，然后单击*收集*。

文件将保存在浏览器的"Downloads"文件夹中、并使用文件名 io-path-statistics.7z。

4. 按照技术支持提供的说明将文件发送给他们。

检索运行状况映像

您可以查看控制器的运行状况映像。运行状况映像是指控制器处理器内存的原始数据转
储、技术支持可使用该数据转储来诊断控制器的问题。

关于此任务

固件在检测到某些错误时会自动生成运行状况映像。生成运行状况映像后、出现错误的控制器将重新启动、并在
事件日志中记录事件。

如果已打开AutoSupport 、则运行状况映像会自动发送到技术支持。如果未打开AutoSupport 、您需要联系技术
支持、了解有关检索运行状况映像并将其发送给它们进行分析的说明。

只有在技术支持要求时、才执行此操作。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*检索运行状况映像*。

您可以在下载文件之前查看详细信息部分以查看运行状况映像的大小。

3. 单击 * 收集 * 。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 health-image.7z。

4. 按照技术支持提供的说明将文件发送给他们。

执行恢复操作

查看无法读取的扇区日志

您可以保存无法读取的扇区日志并将文件发送给技术支持以进行分析。

关于此任务

无法读取的扇区日志包含因驱动器报告不可恢复的介质错误而导致的无法读取扇区的详细记录。在正常I/O期间
以及在重建等修改操作期间检测到不可读扇区。如果在存储阵列上检测到不可读扇区、则会针对该存储阵列显
示Need Attention警报。Recovery Guru可区分需要关注哪些无法读取的扇区状况。无法恢复不可读扇区中包含
的任何数据、应将其视为丢失。

无法读取的扇区日志最多可存储1、000个无法读取的扇区。如果无法读取的扇区日志达到1、000个条目、则会
满足以下条件：
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• 如果在重建期间检测到新的不可读扇区、则重建将失败、并且不会记录任何条目。

• 对于在I/O期间检测到的新不可读扇区、I/O将失败、并且不会记录任何条目。

这些操作包括在溢出之前成功完成的RAID 5写入和RAID 6写入。

可能的数据丢失—从无法读取的扇区恢复是一种复杂的操作步骤 、可能涉及多种不同的方法。只
有在技术支持要求时、才执行此操作。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*查看/清除不可读扇区*。

3. 要保存无法读取的扇区日志、请执行以下操作：

a. 在表的第一列中、您可以选择要保存不可读扇区日志的单个卷(单击每个卷旁边的复选框)、也可以选择所
有卷(选中表标题中的复选框)。

要查找特定卷、您可以对任意列进行排序、也可以在*筛选器*框中键入字符。

b. 单击 * 保存 * 。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 unreadable-sectors.txt。

4. 如果技术支持指示您清除无法读取的扇区日志、请执行以下步骤：

a. 在表的第一列中、您可以选择要清除不可读扇区日志的单个卷(单击每个卷旁边的复选框)、也可以选择所
有卷(选中表标题中的复选框)。

b. 单击*清除*、然后确认要执行此操作。

重新启用驱动器端口

您可以向控制器指示已采取更正操作、以便从连线错误情况中恢复。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*重新启用驱动器端口*、然后确认要执行此操作。

只有在存储阵列已禁用驱动器端口时、才会显示此选项。

控制器会重新启用检测到连线错误时禁用的所有SAS端口。

清除恢复模式

还原存储阵列配置后、请使用"Clear Recovery Mode"操作恢复存储阵列上的I/O并将其恢
复为正常操作。

开始之前

• 如果要将存储阵列恢复到先前的配置、则必须先从备份还原配置、然后再清除恢复模式。
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• 您必须执行验证检查或与技术支持人员核实、以确保还原成功。确定还原成功后、可以清除恢复模式。

关于此任务

存储阵列包含一个配置数据库、其中包含其逻辑配置(池、卷组、卷等)的记录。如果您有意清除存储阵列配置或
配置数据库损坏、则存储阵列将进入恢复模式。恢复模式会停止I/O并冻结配置数据库、这样您就有时间执行以
下操作之一：

• 从存储在控制器闪存设备中的自动备份还原配置。为此、您必须联系技术支持。

• 从先前的"保存配置数据库"操作还原配置。保存配置数据库操作可通过命令行界面(CLI)执行。

• 从头开始重新配置存储阵列。

还原或重新定义存储阵列配置并确认一切正常后、您必须手动清除恢复模式。

清除恢复模式操作启动后、您将无法取消该操作。清除恢复模式可能需要很长时间。只有在技术
支持要求时、才执行此操作。

步骤

1. 选择菜单：Support[支持中心>诊断]选项卡。

2. 选择*清除恢复模式*、然后确认要执行此操作。

只有当存储阵列处于恢复模式时、才会显示此选项。

管理 AutoSupport

AutoSupport 功能概述

AutoSupport 功能可监控存储阵列的运行状况、并向技术支持发送自动派单。

技术支持会主动使用AutoSupport 数据来加快客户问题的诊断和解决速度、并主动检测和避免潜在问题。

AutoSupport 数据包括有关存储阵列的配置、状态、性能和系统事件的信息。AutoSupport 数据不包含任何用户
数据。可以立即或按计划(每天和每周)发送派单。

主要优势

AutoSupport 功能的一些主要优势包括：

• 加快案例解决时间

• 复杂的监控功能、可加快意外事件管理速度

• 根据计划自动报告、并自动报告关键事件

• 自动为选定组件(例如驱动器)请求硬件更换

• 非侵入式警报、用于通知您出现问题并向技术支持提供信息以采取更正措施

• AutoSupport 分析工具、用于监控派单中是否存在已知配置问题
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单个AutoSupport 功能

AutoSupport 功能由三个单独启用的功能组成。

• *基本AutoSupport *—允许存储阵列自动收集数据并将其发送给技术支持。

• * AutoSupport OnDemand *—允许技术支持在对问题描述 进行故障排除时根据需要请求重新传输先前
的AutoSupport 派单。所有传输均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期
与AutoSupport 服务器进行检查、以确定是否存在任何待处理的重新传输请求并做出相应的响应。

• 远程诊断—允许技术支持在对问题描述 进行故障排除时根据需要请求新的最新AutoSupport 派单。所有传输
均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期与AutoSupport 服务器进行检查、
以确定是否存在任何待处理的新请求并做出相应的响应。

AutoSupport 与收集支持数据之间的区别

存储阵列中存在两种收集支持数据的方法：

• * AutoSupport 功能*—自动收集数据。

• 收集支持数据选项-必须手动收集和发送数据。

AutoSupport 功能更易于使用、因为数据会自动收集和发送。可以主动使用AutoSupport 数据、防止出现问
题。AutoSupport 功能可以加快故障排除速度、因为技术支持已经可以访问数据。因此、AutoSupport 功能是首
选的数据收集方法。

AutoSupport 功能的工作流

在System Manager中、您可以按照以下步骤配置AutoSupport 功能。

启用或禁用AutoSupport 功能

您可以在初始设置期间启用AutoSupport 功能和各个AutoSupport 功能、也可以稍后启用
或禁用它们。

开始之前
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如果要启用AutoSupport OnDemand或远程诊断、则AutoSupport 交付方法必须设置为HTTPS。

关于此任务

您可以随时禁用AutoSupport 功能、但强烈建议您保持启用状态。如果存储阵列出现问题、启用AutoSupport 功
能可以显著加快确定和解决问题的速度。

AutoSupport 功能由三个单独启用的功能组成。

• *基本AutoSupport *—允许存储阵列自动收集数据并将其发送给技术支持。

• * AutoSupport OnDemand *—允许技术支持在对问题描述 进行故障排除时根据需要请求重新传输先前
的AutoSupport 派单。所有传输均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期
与AutoSupport 服务器进行检查、以确定是否存在任何待处理的重新传输请求并做出相应的响应。

• 远程诊断—允许技术支持在对问题描述 进行故障排除时根据需要请求新的最新AutoSupport 派单。所有传输
均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期与AutoSupport 服务器进行检查、
以确定是否存在任何待处理的新请求并做出相应的响应。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*启用/禁用AutoSupport 功能*。

3. 选中要启用的AutoSupport 功能旁边的复选框。

这些功能彼此相关、如对话框中各项的缩进所示。例如、您必须先启用AutoSupport OnDemand、然后才能
启用远程诊断。

4. 单击 * 保存 * 。

如果禁用AutoSupport 、则主页页面上将显示一条通知。您可以通过单击*忽略*来取消通知。

配置 AutoSupport 交付方法

AutoSupport 功能支持HTTPS、HTTP和SMTP协议、用于向技术支持交付派单。

开始之前

• 必须启用AutoSupport 功能。您可以在AutoSupport 页面上查看它是否已启用。

• 必须在网络中安装和配置DNS服务器。必须在System Manager中配置DNS服务器地址(此任务可从硬件页面
访问)。

关于此任务

查看不同的协议：

• * HTTPS *-允许您使用HTTPS直接连接到目标技术支持服务器。如果要启用AutoSupport OnDemand或远程
诊断、则AutoSupport 交付方法必须设置为HTTPS。

• "* HTTP*"-允许您使用HTTP直接连接到目标技术支持服务器。

• 电子邮件-用于使用电子邮件服务器作为发送AutoSupport 派单的传送方法。
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• HTTPS/HTTP与电子邮件方法之间的差异*。使用SMTP的电子邮件传送方法与HTTPS

和HTTP传送方法有一些重要区别。首先、电子邮件方法的派单大小限制为5 MB、这意味着
不会派送某些ASUP数据收集。其次、AutoSupport OnDemand功能仅适用于htmpp和HTTPS

方法。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择 * 配置 AutoSupport 交付方法 * 。

此时将显示一个对话框、其中列出了派单交付方法。

3. 选择所需的交付方法、然后选择该交付方法的参数。执行以下操作之一：

◦ 如果选择HTTPS或HTTP、请选择以下传输参数之一：

▪ 直接—此传送参数为默认选择。通过选择此选项、您可以使用HTTPS或HTTP协议直接连接到目标技
术支持系统。

▪ 通过代理服务器-选择此选项可以指定与目标技术支持系统建立连接所需的HTTP代理服务器详细信
息。您必须指定主机地址和端口号。但是、如果需要、您只需要输入主机身份验证详细信息(用户名
和密码)。

▪ 通过代理自动配置脚本(PAC)—指定代理自动配置(PAC)脚本文件的位置。通过PAC文件、系统可以
自动选择适当的代理服务器、以便与目标技术支持系统建立连接。

◦ 如果选择了电子邮件、请输入以下信息：

▪ 作为完全限定域名、IPv4地址或IPv6地址的邮件服务器地址。

▪ AutoSupport 派遣电子邮件的发件人字段中显示的电子邮件地址。

▪ 可选；如果要执行配置测试：AutoSupport 系统收到测试派单时发送确认的电子邮件地址。

▪ 如果要对消息进行加密、请选择* SMTPS 或 STARTTLS 作为加密类型、然后选择加密消息的端口
号。否则、请选择*无。

▪ 如果需要、请输入用于向传出发件人和邮件服务器进行身份验证的用户名和密码。

4. 如果您的防火墙阻止了这些ASUP派单的交付、请将以下URL添加到您的白名单中：
https://support.netapp.com/put/AsupPut/

5. 单击*测试配置*、使用指定的传输参数测试与技术支持服务器的连接。如果启用了AutoSupport 按需功能、
则系统还会测试AutoSupport 按需派单交付的连接。

如果配置测试失败、请检查您的配置设置并重新运行测试。如果测试仍失败、请联系技术支持。

6. 单击 * 保存 * 。

计划AutoSupport 派单

System Manager会自动为AutoSupport 派单创建默认计划。如果愿意、您可以指定自己的
计划。

开始之前

必须启用AutoSupport 功能。您可以在AutoSupport 页面上查看它是否已启用。
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关于此任务

• 每日时间-每天在您指定的时间范围内收集和发送派单。System Manager会在该范围内随机选择一个时间。
所有时间均采用协调世界时(Coordinated Universal Time、UTC)、这可能与存储阵列的本地时间不同。您必
须将存储阵列的本地时间转换为UTC时间。

• 每周日期-收集每周派单并每周发送一次。System Manager会从您指定的日期中随机选择一天。取消选择不
希望每周派单发生的任何日期。System Manager会从允许的天数中随机选择一天。

• 每周时间-在您指定的时间范围内、每周收集并发送一次每周派单。System Manager会在该范围内随机选择
一个时间。所有时间均采用协调世界时(Coordinated Universal Time、UTC)、这可能与存储阵列的本地时间
不同。您必须将存储阵列的本地时间转换为UTC时间。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*计划AutoSupport 派单*。

此时将显示计划AutoSupport 卸载向导。

3. 按照向导中的步骤进行操作。

发送AutoSupport 派单

System Manager允许您将AutoSupport 派单发送给技术支持、而无需等待计划的派单。

开始之前

必须启用AutoSupport 功能。您可以在AutoSupport 页面上查看它是否已启用。

关于此任务

此操作会收集支持数据并自动将其发送给技术支持、以便他们可以对问题进行故障排除。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*发送AutoSupport 派遣*。

此时将显示发送AutoSupport 派单对话框。

3. 选择*发送*确认操作。

查看AutoSupport 状态

AutoSupport 页面将显示AutoSupport 功能和各个AutoSupport 功能当前是否已启用。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 查看页面右侧选项卡下方、查看是否已启用基本AutoSupport 功能。

3. 将光标悬停在问号上方可查看是否已启用各个AutoSupport 功能。
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查看AutoSupport 日志

AutoSupport 日志提供有关状态、派单历史记录以及在交付AutoSupport 派单期间遇到的
错误的信息。

关于此任务

可以存在多个日志文件。当当前日志文件达到200 KB时、将对其进行归档并创建新的日志文件。归档日志文件
名称为 ASUPMessages.n，其中_n_是1到9之间的整数。如果存在多个日志文件、您可以选择查看最新日志或
先前的日志。

• 当前日志-显示最新捕获事件的列表。

• 归档日志-显示早期事件的列表。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*查看AutoSupport 日志*。

此时将显示一个对话框、其中列出了当前的AutoSupport 日志。

3. 如果要查看先前的AutoSupport 日志、请选择*已归档*单选按钮、然后从*选择AutoSupport 日志*下拉列表中
选择一个日志。

只有当存储阵列上存在归档日志时、才会显示归档选项。

选定的AutoSupport 日志将显示在对话框中。

4. 可选：*要搜索AutoSupport 日志、请在*查找*框中键入一个术语、然后单击*查找。

再次单击*查找*可搜索此词的其他出现项。

启用AutoSupport 维护窗口

启用AutoSupport 维护窗口以禁止在发生错误事件时自动创建服务单。在正常操作模式
下、如果存在问题描述 、存储阵列将使用AutoSupport 向支持部门创建案例。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*启用AutoSupport 维护窗口*。

3. 输入电子邮件地址、以确认维护窗口请求已处理。

根据您的配置、您最多可以输入五个电子邮件地址。如果要添加多个地址、请选择*添加其他电子邮件*以打
开另一个字段。

4. 指定启用维护窗口的持续时间(以小时为单位)。

支持的最长持续时间为72小时。

5. 单击 * 是 * 。
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在指定的持续时间窗口中、系统会暂时禁止在错误事件上自动创建AutoSupport 服务单。

完成后

只有在AutoSupport 服务器处理存储阵列的请求之后、维护窗口才会开始。请等待收到确认电子邮件、然后再对
存储阵列执行任何维护活动。

禁用AutoSupport 维护窗口

禁用AutoSupport 维护窗口以允许在发生错误事件时自动创建服务单。禁用AutoSupport

维护窗口后、如果存在问题描述 、存储阵列将使用AutoSupport 向支持部门创建案例。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择*禁用AutoSupport 维护窗口*。

3. 输入电子邮件地址、以确认已处理禁用维护窗口请求。

根据您的配置、您最多可以输入五个电子邮件地址。如果要添加多个地址、请选择*添加其他电子邮件*以打
开另一个字段。

4. 单击 * 是 * 。

已启用错误事件的AutoSupport 自动服务单创建。

完成后

只有在AutoSupport 服务器处理存储阵列的请求之后、维护窗口才会结束。请等待您收到确认电子邮件、然后再
继续操作。

查看事件

事件日志概述

事件日志提供存储阵列上发生的事件的历史记录、有助于技术支持对导致故障的事件进行
故障排除。

您可以使用事件日志作为Recovery Guru的补充诊断工具来跟踪存储阵列事件。在尝试从存储阵列中的组件故障
中恢复时、请始终先参考Recovery Guru。

事件类别

事件日志中的事件按不同的状态进行分类。需要对其采取操作的事件具有以下状态：

• 严重

• 警告

以下事件是信息性的、不需要立即采取任何措施：

• 信息性
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严重事件

严重事件表示存储阵列存在问题。如果您立即解决此严重事件、则可能会防止数据访问丢失。

发生严重事件时、该事件会记录在事件日志中。所有严重事件都会发送到SNMP管理控制台或您配置为接收警报
通知的电子邮件收件人。如果磁盘架ID在事件发生时未知、则磁盘架ID将列为"磁盘架未知"。

收到严重事件后、请参阅Recovery Guru操作步骤 以了解此严重事件的详细问题描述。完成Recovery Guru操作
步骤 以更正严重事件。要更正某些关键事件、您可能需要联系技术支持。

使用事件日志查看事件

您可以查看事件日志、其中提供了存储阵列上发生的事件的历史记录。

步骤

1. 选择菜单：Support[事件日志]。

此时将显示"Event Log"页面。
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页面详细信息

项目 Description

查看全部字段 在所有事件之间切换、仅在严重事件和警告事件之间切换。

筛选字段 筛选事件。仅用于显示与特定组件相关的事件、特定事件等

选择列图标。 用于选择其他要查看的列。其他列会提供有关事件的追加信息。

复选框 用于选择要保存的事件。表标题中的复选框将选择所有事件。

日期/时间列 事件的日期和时间戳、具体取决于控制器时钟。

事件日志最初会根据序列号对事件进行排序。通常、此序列
对应于日期和时间。但是、存储阵列中的两个控制器时钟可
能不同步。在这种情况下、事件日志中可能会出现与事件以
及显示的日期和时间相关的一些可感知的不一致情况。

优先级列 存在以下优先级值：

• 严重—存储阵列存在问题。但是、如果您立即采取措施、则可能会防止
丢失对数据的访问。严重事件用于发出警报通知。所有严重事件都将通
过SNMP陷阱发送到任何网络管理客户端或您配置的电子邮件收件人。

• 警告—发生错误、导致存储阵列的性能和从其他错误中恢复的能力下
降。

• 信息—与存储阵列相关的非关键信息。

组件类型列 受事件影响的组件。组件可以是硬件、例如驱动器或控制器、也可以是软
件、例如控制器固件。

组件位置列 组件在存储阵列中的物理位置。

问题描述 列 事件的问题描述。

示例-- Drive write failure - retries exhausted

序列号列 一个64位编号、用于唯一标识存储阵列的特定日志条目。此数字会随每个新
事件日志条目递增一个。要显示此信息、请单击*选择列*图标。

事件类型列 一个4位数的数字、用于标识每种类型的已记录事件。要显示此信息、请单
击*选择列*图标。

事件特定代码列 此信息由技术支持使用。要显示此信息、请单击*选择列*图标。
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项目 Description

事件类别列 • "故障"—存储阵列中的某个组件出现故障、例如驱动器故障或电池故
障。

• 状态更改*—存储阵列中状态发生更改的元素；例如、卷过渡到最佳状态
或控制器过渡到脱机状态。

• "内部"–不需要用户操作的内部控制器操作；例如、控制器已完成每日开
始。

• "*命令"—已向存储阵列发出的命令；例如、已分配热备用磁盘。

• "#Error*–在存储阵列上检测到错误情况；例如、控制器无法同步和清除
缓存、或者在存储阵列上检测到冗余错误。

• 常规—不适合任何其他类别的任何事件。
要显示此信息、请单击"**选择列"*图标。

Logged by列 记录事件的控制器的名称。要显示此信息、请单击"**选择列"*图标。

2. 要从存储阵列检索新事件、请单击"刷新"。

可能需要几分钟的时间、才能记录事件并在事件日志页面中显示。

3. 将事件日志保存到文件：

a. 选中要保存的每个事件旁边的复选框。

b. 单击 * 保存 * 。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 major-event-log-timestamp.log。

4. 要从事件日志中清除事件、请执行以下操作：

事件日志会先存储大约8、000个事件、然后再将事件替换为新事件。如果要保留事件、可以保存这些事件并
从事件日志中清除它们。

a. 首先、保存事件日志。

b. 单击*全部清除*、然后确认您要执行此操作。

管理升级

升级中心概述

使用升级中心下载最新的软件和固件、并升级控制器和驱动器。

控制器升级概述

您可以升级存储阵列的软件和固件以获得所有最新功能和错误修复。
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操作系统控制器升级中包含的组件

多个存储阵列组件包含您可能偶尔需要升级的软件或硬件。

• 管理软件—System Manager是用于管理存储阵列的软件。

• * 控制器固件 * —控制器固件用于管理主机和卷之间的 I/O 。

• * 控制器 NVSRA* - 控制器 NVSRAM 是一个控制器文件，用于指定控制器的默认设置。

• * IOM 固件 * — I/O 模块（ IOM ）固件用于管理控制器与驱动器架之间的连接。它还会监控组件的状态。

• * 监控软件 * —监控软件是运行该软件的控制器上的虚拟机。

1控制器架；2驱动器架；3软件、控制器固件、控制器NVSRAM、 监控软件；4驱动器固件；5 IOM固件；6驱动器
固件

您可以在软件和固件清单对话框中查看当前软件和固件版本。转到菜单： Support[ 升级中心 ] ，然后单击 * 软
件和固件清单 * 链接。

在升级过程中、可能还需要升级主机的多路径/故障转移驱动程序和/或HBA驱动程序、以便主机可以正确地与控
制器进行交互。要确定是否发生这种情况、请参见 "NetApp互操作性表工具"。

何时停止I/O

如果存储阵列包含两个控制器、并且您安装了多路径驱动程序、则在升级期间、存储阵列可以继续处理I/O。在
升级期间、控制器A会将其所有卷故障转移到控制器B、升级、收回其卷和控制器B的所有卷、然后升级控制器B

升级前运行状况检查

升级前运行状况检查会在升级过程中运行。升级前运行状况检查会评估所有存储阵列组件、以确保升级可以继续
进行。以下情况可能会阻止升级：

• 已分配的驱动器出现故障

• 正在使用热备件
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• 卷组不完整

• 正在运行排他操作

• 缺少卷

• 控制器处于非最佳状态

• 事件日志事件数量过多

• 配置数据库验证失败

• 使用旧版 DAC 存储的驱动器

您也可以单独运行升级前运行状况检查，而无需执行升级。

驱动器升级概述

驱动器固件控制驱动器的低级操作特征。驱动器制造商会定期发布驱动器固件更新、以添加新功能、提高性能并
修复缺陷。

联机和脱机驱动器固件升级

驱动器固件升级方法有两种：联机和脱机。

联机

在联机升级期间，驱动器会按顺序升级，一次升级一个。升级期间，存储阵列将继续处理 I/O 。您不必停止 I/O

如果驱动器可以执行联机升级，则会自动使用联机方法。

可以执行联机升级的驱动器包括：

• 最佳池中的驱动器

• 最佳冗余卷组（ RAID 1 ， RAID 5 和 RAID 6 ）中的驱动器

• 未分配的驱动器

• 备用热备用驱动器

执行联机驱动器固件升级可能需要几个小时，从而使存储阵列面临潜在的卷故障。在以下情况下，可能会发生卷
故障：

• 在 RAID 1 或 RAID 5 卷组中，在升级卷组中的另一个驱动器时，一个驱动器发生故障。

• 在 RAID 6 池或卷组中，升级池或卷组中的另一个驱动器时，两个驱动器发生故障。

脱机(并行)

在脱机升级期间，同一驱动器类型的所有驱动器都会同时升级。此方法需要停止与选定驱动器关联的卷的 I/O 活
动。由于多个驱动器可以同时（并行）升级，因此整体停机时间会显著减少。如果驱动器只能执行脱机升级，则
会自动使用脱机方法。

以下驱动器必须使用脱机方法：

• 非冗余卷组中的驱动器（ RAID 0 ）
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• 非最佳池或卷组中的驱动器

• SSD 缓存中的驱动器

兼容性

每个驱动器固件文件都包含有关运行固件的驱动器类型的信息。您只能将指定的固件文件下载到兼容驱动
器。System Manager 会在升级过程中自动检查兼容性。

升级控制器软件和固件

您可以升级存储阵列的软件以及IOM固件和非易失性静态随机存取存储器(NVSRAM)(可选
)、以确保您具有所有最新功能并修复了错误。

开始之前

• 您知道是否要升级IOM固件。

通常，您应同时升级所有组件。但是，如果您不希望在 SANtricity OS 软件升级过程中升级 IOM 固件，或者
技术支持已指示您降级 IOM 固件（您只能使用命令行界面降级固件），则可能决定不升级 IOM 固件。

• 您知道是否要升级控制器NVSRAM文件。

通常，您应同时升级所有组件。但是，如果您的文件已修补或为自定义版本，并且您不想覆盖此文件，则您
可能会决定不升级控制器 NVSRAM 文件。

• 您知道是要立即激活操作系统升级还是稍后激活。

稍后激活的原因可能包括：

◦ 当前时间—激活软件和固件可能需要很长时间、因此您可能需要等待I/O负载减轻。控制器会在激活期间
进行故障转移，因此在升级完成之前性能可能会比平常低。

◦ * 软件包类型 * —您可能需要先在一个存储阵列上测试新软件和固件，然后再升级其他存储阵列上的文
件。

• 您知道是要从不安全的驱动器还是内部安全的驱动器切换、以使用外部密钥管理服务器(KMS)来保护驱动器
的安全。

• 您知道是否要在存储阵列中使用基于角色的访问控制。

关于此任务

您可以选择仅升级操作系统软件文件或仅升级控制器NVSRAM文件、也可以选择同时升级这两个文件。

只有在技术支持要求时、才执行此操作。

• 数据丢失或存储阵列损坏的风险 * —升级期间请勿更改存储阵列。为存储阵列供电。

步骤

1. 如果存储阵列仅包含一个控制器或您未安装多路径驱动程序，请停止存储阵列的 I/O 活动，以防止出现应用
程序错误。如果存储阵列有两个控制器，并且您安装了多路径驱动程序，则无需停止 I/O 活动。

2. 选择菜单：Support[升级中心]。
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3. 将新文件从支持站点下载到您的管理客户端。

a. 单击* NetApp支持*以启动支持网站。

b. 在支持网站上、单击*下载*选项卡、然后选择*下载*。

c. 选择* E系列SANtricity 操作系统控制器软件*。

d. 按照其余说明进行操作。

8.42 及更高版本需要使用数字签名固件。如果您尝试下载未签名的固件，则会显示一个错误
，并中止下载。

4. 如果此时不想升级IOM固件、请单击*暂停IOM自动同步*。

如果存储阵列具有一个控制器，则不会升级 IOM 固件。

5. 在SANtricity OS软件升级下、单击*开始升级*。

此时将显示升级SANtricity OS软件对话框。

6. 选择一个或多个文件以开始升级过程：

a. 单击*浏览*并导航到从支持网站下载的操作系统软件文件、选择SANtricity 操作系统软件文件。

b. 单击 * 浏览 * 并导航到从支持站点下载的 NVSRAM 文件，以选择控制器 NVSRAM 文件。控制
器NVSRAM文件的文件名类似于 N2800-830000-000.dlp。

执行以下操作：

▪ 默认情况下，仅显示与当前存储阵列配置兼容的文件。

▪ 选择要升级的文件时，将显示该文件的名称和大小。

7. *可选：*如果您选择了要升级的SANtricity 操作系统软件文件、则可以通过选中*立即传输文件、但不升级(稍
后激活升级)*复选框将文件传输到控制器而不激活这些文件。

8. 单击 * 开始 * ，然后确认您要执行此操作。

您可以在升级前运行状况检查期间取消此操作，但不能在传输或激活期间取消此操作。

9. 可选：*要查看已升级内容的列表、请单击*保存日志。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 drive_upgrade_log-timestamp.txt。

完成后

• 验证所有组件是否均显示在硬件页面上。

• 选中软件和固件清单对话框以验证新的软件和固件版本（转到菜单：支持 [ 升级中心 ] ，然后单击 * 软件和
固件清单 * 链接）。

• 如果您升级了控制器 NVSRAM ，则在激活过程中，应用于现有 NVSRAM 的任何自定义设置都将丢失。激
活过程完成后，您需要再次将自定义设置应用于 NVSRAM 。
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激活控制器软件和固件

您可以选择立即激活升级文件、也可以等到更方便的时间再激活。

关于此任务

您可以下载和传输这些文件、而无需激活它们。您可以选择稍后激活，原因如下：

• 当前时间—激活软件和固件可能需要很长时间、因此您可能需要等待I/O负载减轻。控制器会在激活期间进行
故障转移，因此在升级完成之前性能可能会比平常低。

• * 软件包类型 * —您可能需要先在一个存储阵列上测试新软件和固件，然后再升级其他存储阵列上的文件。

如果您的软件或固件已传输但未激活、则System Manager主页页面的通知区域以及升级中心页面将显示一条通
知。

激活过程启动后，您无法停止它。

步骤

1. 选择菜单：Support[升级中心]。

2. 在标记为SANtricity 操作系统控制器软件升级的区域中、单击*激活*、然后确认您要执行此操作。

您可以在升级前运行状况检查期间取消此操作、但不能在激活期间取消。

升级前运行状况检查将开始。如果升级前运行状况检查通过、则升级过程将继续激活文件。如果升级前运行
状况检查失败，请使用 Recovery Guru 或联系技术支持以解决此问题。对于某些类型的情况、技术支持可能
会建议您通过选中*允许升级*复选框来继续升级、尽管存在错误。

成功完成升级前运行状况检查后，将激活。激活所需的时间取决于您的存储阵列配置以及要激活的组件。

3. 可选：*要查看已升级内容的列表、请单击*保存日志。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 drive_upgrade_log-timestamp.txt。

完成后

• 验证所有组件是否均显示在硬件页面上。

• 选中软件和固件清单对话框以验证新的软件和固件版本（转到菜单：支持 [ 升级中心 ] ，然后单击 * 软件和
固件清单 * 链接）。

• 如果您升级了控制器 NVSRAM ，则在激活过程中，应用于现有 NVSRAM 的任何自定义设置都将丢失。激
活过程完成后，您需要再次将自定义设置应用于 NVSRAM 。

升级驱动器固件

您可以升级驱动器固件、以确保具有所有最新功能和错误修复。

开始之前

• 您已使用磁盘到磁盘备份、卷副本(复制到不受计划的固件升级影响的卷组)或远程镜像备份数据。

• 存储阵列处于最佳状态。

• 所有驱动器均处于最佳状态。
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• 存储阵列上未运行任何配置更改。

• 如果驱动器只能脱机升级、则与驱动器关联的所有卷的I/O活动将停止。

步骤

1. 选择菜单：Support[升级中心]。

2. 将新文件从支持站点下载到您的管理客户端。

a. 在驱动器固件升级下、单击* NetApp支持*。

b. 在NetApp支持网站上、单击*下载*选项卡。

c. 选择*磁盘驱动器和固件列表*。

d. 按照其余说明进行操作。

3. 在驱动器固件升级下、单击*开始升级*。

此时将显示一个对话框，其中列出了当前正在使用的驱动器固件文件。

4. 提取（解压缩）从支持站点下载的文件。

5. 单击 * 浏览 * ，然后选择从支持站点下载的新驱动器固件文件。

驱动器固件文件的文件名类似于 D_HUC101212CSS600_30602291_MS01_2800_0002 使用扩展名
.dlp。

您最多可以选择四个驱动器固件文件，一次一个。如果多个驱动器固件文件与同一驱动器兼容，则会收到文
件冲突错误。确定要用于升级的驱动器固件文件，然后删除另一个驱动器固件文件。

6. 单击 * 下一步 * 。

此时将显示*选择驱动器*对话框、其中列出了可使用选定文件升级的驱动器。

仅显示兼容的驱动器。

为驱动器选择的固件将显示在建议的固件信息区域中。如果必须更改固件，请单击 * 返回 * 以返回上一个对
话框。

7. 选择要执行的升级类型：

◦ * 联机（默认） * —显示存储阵列正在处理 I/O 时可支持固件下载 _FIRMWARE 的驱动器。选择此升级
方法时，不必停止使用这些驱动器对关联卷的 I/O 。在存储阵列处理这些驱动器的 I/O 时，这些驱动器
一次升级一个。

◦ * 脱机（并行） * - 显示在使用驱动器的任何卷上的所有 I/O 活动均已停止时可以支持固件下载 _only 的
驱动器。选择此升级方法时，必须停止使用要升级的驱动器的任何卷上的所有 I/O 活动。不具有冗余的
驱动器必须作为脱机操作进行处理。此要求包括与 SSD 缓存关联的任何驱动器， RAID 0 卷组或任何已
降级的池或卷组。脱机（并行）升级通常比联机（默认）方法要快。

8. 在表的第一列中，选择要升级的一个或多个驱动器。

9. 单击 * 开始 * ，然后确认您要执行此操作。

如果需要停止升级，请单击 * 停止 * 。当前正在进行的所有固件下载均已完成。已取消所有尚未启动的固件
下载。
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停止驱动器固件升级可能会导致数据丢失或驱动器不可用。

10. 可选：*要查看已升级内容的列表、请单击*保存日志。

文件将保存在浏览器的"Downloads"文件夹中、并使用名称 drive_upgrade_log-timestamp.txt。

11. 如果在升级操作步骤期间出现以下任何错误，请采取适当的建议操作。
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错误和建议的操作

如果遇到此固件下载错误 … 然后执行以下操作 …

已分配的驱动器出现故障 出现此故障的一个原因可能是驱动器没有相应的签名。确保受
影响的驱动器为授权驱动器。有关详细信息，请联系技术支
持。

更换驱动器时，请确保更换驱动器的容量等于或大于要更换的
故障驱动器。

您可以在存储阵列接收 I/O 时更换故障驱动器

检查存储阵列 • 确保已为每个控制器分配 IP 地址。

• 确保连接到控制器的所有缆线均未损坏。

• 确保所有缆线均已紧密连接。

集成热备用驱动器 必须先更正此错误情况，然后才能升级固件。启动 System

Manager 并使用 Recovery Guru 解决此问题。

卷组不完整 如果一个或多个卷组或磁盘池不完整，则必须更正此错误情况
，然后才能升级固件。启动 System Manager 并使用
Recovery Guru 解决此问题。

当前在任何卷组上运行的排他操作\(后台
介质/奇偶校验扫描除外)

如果正在执行一个或多个独占操作，则必须先完成这些操作，
然后才能升级固件。使用 System Manager 监控操作进度。

缺少卷 您必须先更正缺少的卷情况，然后才能升级固件。启动
System Manager 并使用 Recovery Guru 解决此问题。

任一控制器处于非最佳状态 其中一个存储阵列控制器需要注意。必须先更正此情况，然后
才能升级固件。启动 System Manager 并使用 Recovery Guru

解决此问题。

控制器对象图形之间的存储分区信息不匹
配

验证控制器上的数据时出错。请联系技术支持以解决此问题描
述。

SPM 验证数据库控制器检查失败 控制器上发生存储分区映射数据库错误。请联系技术支持以解
决此问题描述。

配置数据库验证(如果存储阵列的控制器
版本支持)

控制器上发生配置数据库错误。请联系技术支持以解决此问题
描述。

与 Mel 相关的检查 请联系技术支持以解决此问题描述。
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如果遇到此固件下载错误 … 然后执行以下操作 …

过去 7 天报告了 10 个以上的 DDN 信息
性或严重 MEL 事件

请联系技术支持以解决此问题描述。

过去 7 天报告了超过 2 页 2C 的严重
MEL 事件

请联系技术支持以解决此问题描述。

过去 7 天报告了 2 个以上的 " 降级驱动器
通道 " 严重 MEL 事件

请联系技术支持以解决此问题描述。

过去 7 天内超过 4 个关键 MEL 条目 请联系技术支持以解决此问题描述。

完成后

驱动器固件升级已完成。您可以恢复正常操作。

查看可能的软件和固件升级错误

在控制器软件升级或驱动器固件升级期间可能会发生错误。

固件下载错误 Description 建议的操作

已分配的驱动器出现故障 无法升级存储阵列中已分配的驱动器。 出现此故障的一个原因可能是驱动器没
有相应的签名。确保受影响的驱动器为
授权驱动器。有关详细信息，请联系技
术支持。

更换驱动器时，请确保更换驱动器的容
量等于或大于要更换的故障驱动器。

您可以在存储阵列接收 I/O 时更换故障
驱动器

集成热备用驱动器 如果此驱动器标记为热备用磁盘、并且
正在用于卷组、则固件升级过程将失
败。

必须先更正此错误情况，然后才能升级
固件。启动 System Manager 并使用
Recovery Guru 解决此问题。

卷组不完整 如果卷组中的任何驱动器被绕过、删除
或无响应、则会将其视为不完整的卷
组。不完整的卷组将阻止固件升级。

如果一个或多个卷组或磁盘池不完整，
则必须更正此错误情况，然后才能升级
固件。启动 System Manager 并使用
Recovery Guru 解决此问题。

当前在任何卷组上运行的
独占操作（后台介质 / 奇
偶校验扫描除外）

如果正在对卷执行任何独占操作、则无
法升级固件。

如果正在执行一个或多个独占操作，则
必须先完成这些操作，然后才能升级固
件。使用 System Manager 监控操作进
度。
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固件下载错误 Description 建议的操作

缺少卷 如果缺少任何卷、则无法升级固件。 您必须先更正缺少的卷情况，然后才能
升级固件。启动 System Manager 并使
用 Recovery Guru 解决此问题。

任一控制器处于非最佳状
态

如果任一控制器处于非最佳状态、则无
法升级固件。

其中一个存储阵列控制器需要注意。必
须先更正此情况，然后才能升级固件。
启动 System Manager 并使用 Recovery

Guru 解决此问题。

SPM 验证数据库控制器检
查失败

无法升级固件、因为存储分区映射数据
库已损坏。

控制器上发生存储分区映射数据库错
误。请联系技术支持以解决此问题描
述。

配置数据库验证(如果存储
阵列的控制器版本支持)

无法升级固件、因为配置数据库已损
坏。

控制器上发生配置数据库错误。请联系
技术支持以解决此问题描述。

与 Mel 相关的检查 无法升级固件、因为事件日志包含错
误。

请联系技术支持以解决此问题描述。

过去 7 天报告了 10 个以
上的 DDN 信息性或严重
MEL 事件

无法升级固件、因为过去七天报告的信
息性或严重MEL事件超过10个。

请联系技术支持以解决此问题描述。

过去 7 天报告了超过 2 页
2C 的严重 MEL 事件

无法升级固件、因为过去七天报告的关
键MEL事件超过两页2 C。

请联系技术支持以解决此问题描述。

过去 7 天报告了 2 个以上
的 " 降级驱动器通道 " 严
重 MEL 事件

无法升级固件、因为过去七天报告了两
个以上降级驱动器通道严重MEL事件。

请联系技术支持以解决此问题描述。

过去 7 天内超过 4 个关键
MEL 条目

无法升级固件、因为过去七天报告的严
重事件日志条目超过四个。

请联系技术支持以解决此问题描述。

需要有效的管理IP地址。 要执行此操作、需要有效的控制器IP地
址。

请联系技术支持以解决此问题描述。

此命令要求为每个控制器
提供一个活动管理IP地
址。

此操作需要为与存储阵列关联的每个控
制器提供一个控制器IP地址。

请联系技术支持以解决此问题描述。

返回未处理的下载文件类
型。

不支持指定的下载文件。 请联系技术支持以解决此问题描述。

固件下载上传操作步骤 期
间发生错误。

固件下载失败、因为控制器无法处理此
请求。验证存储阵列是否处于最佳状
态、然后重试此操作。

如果验证存储阵列是否为最佳阵列后再
次出现此错误、请联系技术支持以解决
此问题描述。
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固件下载错误 Description 建议的操作

固件激活操作步骤 期间发
生错误。

固件激活失败、因为控制器无法处理此
请求。验证存储阵列是否处于最佳状
态、然后重试此操作。

如果验证存储阵列是否为最佳阵列后再
次出现此错误、请联系技术支持以解决
此问题描述。

等待控制器\｛0｝重新启
动时已超时。

重新启动后、管理软件无法重新连接到
控制器\｛0｝。验证存储阵列是否具有可
操作的连接路径、如果此操作未成功完
成、请重试此操作。

如果验证存储阵列是否为最佳阵列后再
次出现此错误、请联系技术支持以解决
此问题描述。

您可以使用System Manager中的Recovery Guru来更正其中某些情况。但是、在某些情况下、您可能需要联系
技术支持。有关最新控制器固件下载的信息、请访问存储阵列。此信息有助于技术支持了解阻止固件升级和下载
的错误情况。

常见问题解答

我正在收集哪些数据？

通过AutoSupport 功能和手动支持数据收集功能、可以在客户支持包中收集数据、以便由
技术支持进行远程故障排除和问题分析。

客户支持包会将有关存储阵列的所有类型的信息收集到一个压缩文件中。收集的信息包括物理配置、逻辑配置、
版本信息、事件、日志文件、 和性能数据。只有技术支持才会使用此信息来解决存储阵列的问题。

无法读取的扇区数据显示了什么？

您可以显示有关在存储阵列中的驱动器上检测到的不可读扇区的详细数据。

不可读扇区日志首先显示最新的不可读扇区。此日志包含有关包含不可读扇区的卷的以下信息。这些字段可排
序。

字段 Description

受影响的卷 显示卷的标签。如果缺少的卷包含无法读取的扇区、则会为缺少的卷显示全球通用
标识符。

逻辑单元号(LUN) 显示卷的LUN。如果卷没有LUN、则对话框将显示不适用。

已分配给 显示有权访问卷的主机或主机集群。如果主机、主机集群甚至默认集群无法访问此
卷、则此对话框将显示不适用。

要查看有关无法读取的扇区的追加信息 、请单击卷旁边的加号(+)。

字段 Description

日期/时间 显示检测到不可读扇区的日期和时间。
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字段 Description

卷逻辑块地址 显示了卷的逻辑块地址(LBA)。

驱动器位置 显示了驱动器架、抽盒(如果驱动器架具有抽盒)和托架位置。

驱动器逻辑块地址 显示了驱动器的LBA。

故障类型 显示了以下故障类型之一：

• 物理—物理介质错误。

• 逻辑—条带中其他位置出现读取错误、导致数据不可读。例如、由于卷中其他
位置出现介质错误而导致的扇区不可读。

• 不一致—冗余数据不一致。

• 数据保证-数据保证错误。

什么是运行状况映像？

运行状况映像是指控制器处理器内存的原始数据转储、技术支持可使用该数据转储来诊断
控制器的问题。

固件在检测到某些错误时会自动生成运行状况映像。在某些故障排除情形下、技术支持可能会要求您检索运行状
况映像文件并将其发送给它们。

AutoSupport 功能的作用是什么？

AutoSupport 功能由三个单独启用的功能组成。

• *基本AutoSupport *—允许存储阵列自动收集数据并将其发送给技术支持。

• * AutoSupport OnDemand *—允许技术支持在对问题描述 进行故障排除时根据需要请求重新传输先前
的AutoSupport 派单。所有传输均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期
与AutoSupport 服务器进行检查、以确定是否存在任何待处理的重新传输请求并做出相应的响应。

• 远程诊断—允许技术支持在对问题描述 进行故障排除时根据需要请求新的最新AutoSupport 派单。所有传输
均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期与AutoSupport 服务器进行检查、
以确定是否存在任何待处理的新请求并做出相应的响应。

通过AutoSupport 功能收集哪种类型的数据？

AutoSupport 功能包含三种标准派单类型：事件派单、计划派单以及按需和远程诊断派
单。

AutoSupport 数据不包含任何用户数据。

• 事件派单

如果系统上发生需要主动通知技术支持的事件、则AutoSupport 功能会自动发送事件触发的派单。
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◦ 受管存储阵列上发生支持事件时发送。

◦ 包括有关事件发生时存储阵列所发生情况的全面快照。

• 计划内派单

AutoSupport 功能会定期自动发送多个派单。

◦ 每日派单—在用户可配置的时间间隔内每天发送一次。包括当前系统事件日志和性能数据。

◦ 每周派单—在用户可配置的时间间隔和日期内每周发送一次。包括配置和系统状态信息。

• * AutoSupport OnDemand和远程诊断派单*

◦ * AutoSupport OnDemand *—允许技术支持在对问题描述 进行故障排除时根据需要请求重新传输先前
的AutoSupport 派单。所有传输均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期
与AutoSupport 服务器进行检查、以确定是否存在任何待处理的重新传输请求并做出相应的响应。

◦ 远程诊断—允许技术支持在对问题描述 进行故障排除时根据需要请求新的最新AutoSupport 派单。所有
传输均从存储阵列启动、而不是从AutoSupport 服务器启动。存储阵列会定期与AutoSupport 服务器进行
检查、以确定是否存在任何待处理的新请求并做出相应的响应。

如何配置AutoSupport 功能的交付方法？

AutoSupport 功能支持HTTPS、HTTP和SMTP协议、用于向技术支持提供AutoSupport 派
单。

开始之前

• 必须启用AutoSupport 功能。您可以在AutoSupport 页面上查看它是否已启用。

• 必须在网络中安装和配置DNS服务器。必须在System Manager中配置DNS服务器地址(此任务可从硬件页面
访问)。

关于此任务

查看不同的协议：

• * HTTPS *-允许您使用HTTPS直接连接到目标技术支持服务器。如果要启用AutoSupport OnDemand或远程
诊断、则AutoSupport 交付方法必须设置为HTTPS。

• "* HTTP*"-允许您使用HTTP直接连接到目标技术支持服务器。

• 电子邮件-用于使用电子邮件服务器作为发送AutoSupport 派单的传送方法。

• HTTPS/HTTP与电子邮件方法之间的差异*。使用SMTP的电子邮件传送方法与HTTPS

和HTTP传送方法有一些重要区别。首先、电子邮件方法的派单大小限制为5 MB、这意味着
不会派送某些ASUP数据收集。其次、AutoSupport OnDemand功能仅适用于htmpp和HTTPS

方法。

步骤

1. 选择菜单：Support[支持中心> AutoSupport ]选项卡。

2. 选择 * 配置 AutoSupport 交付方法 * 。

此时将显示一个对话框、其中列出了派单交付方法。
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3. 选择所需的交付方法、然后选择该交付方法的参数。执行以下操作之一：

◦ 如果选择HTTPS或HTTP、请选择以下传输参数之一：

▪ 直接—此传送参数为默认选择。通过选择此选项、您可以使用HTTPS或HTTP协议直接连接到目标技
术支持系统。

▪ 通过代理服务器-选择此选项可以指定与目标技术支持系统建立连接所需的HTTP代理服务器详细信
息。您必须指定主机地址和端口号。但是、如果需要、您只需要输入主机身份验证详细信息(用户名
和密码)。

▪ 通过代理自动配置脚本(PAC)—指定代理自动配置(PAC)脚本文件的位置。通过PAC文件、系统可以
自动选择适当的代理服务器、以便与目标技术支持系统建立连接。

◦ 如果选择了电子邮件、请输入以下信息：

▪ 作为完全限定域名、IPv4地址或IPv6地址的邮件服务器地址。

▪ AutoSupport 派遣电子邮件的发件人字段中显示的电子邮件地址。

▪ 可选；如果要执行配置测试。 AutoSupport 系统收到测试派单时发送确认的电子邮件地址。

▪ 如果要对消息进行加密、请选择* SMTPS 或 STARTTLS 作为加密类型、然后选择加密消息的端口
号。否则、请选择*无。

▪ 如果需要、请输入用于向传出发件人和邮件服务器进行身份验证的用户名和密码。

4. 单击*测试配置*、使用指定的传输参数测试与技术支持服务器的连接。如果启用了AutoSupport 按需功能、
则系统还会测试AutoSupport 按需派单交付的连接。

如果配置测试失败、请检查您的配置设置并重新运行测试。如果测试仍失败、请联系技术支持。

5. 单击 * 保存 * 。

什么是配置数据？

选择收集配置数据后、系统将保存RAID配置数据库的当前状态。

RAID配置数据库包含控制器上卷组和磁盘池的所有数据。收集配置数据功能保存的信息与的命令行界面命令相
同 save storageArray dbmDatabase。

在升级SANtricity OS软件之前、我需要了解哪些信息？

在升级控制器的软件和固件之前、请注意以下事项。

• 您已阅读文档和 readme.txt 文件、并已确定要执行升级。

• 您知道是否要升级IOM固件。

通常，您应同时升级所有组件。但是、如果您不希望在SANtricity 操作系统控制器软件升级过程中升级IOM

固件、或者技术支持已指示您降级IOM固件(您只能使用命令行界面降级固件)、则可能决定不升级IOM固
件。

• 您知道是否要升级控制器NVSRAM文件。

通常，您应同时升级所有组件。但是，如果您的文件已修补或为自定义版本，并且您不想覆盖此文件，则您
可能会决定不升级控制器 NVSRAM 文件。
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• 您知道是要立即激活还是稍后激活。

稍后激活的原因可能包括：

◦ 当前时间—激活软件和固件可能需要很长时间、因此您可能需要等待I/O负载减轻。控制器会在激活期间
进行故障转移，因此在升级完成之前性能可能会比平常低。

◦ * 软件包类型 * —您可能需要先在一个存储阵列上测试新软件和固件，然后再升级其他存储阵列上的文
件。

这些组件是SANtricity 操作系统控制器软件升级的一部分：

• 管理软件—System Manager是用于管理存储阵列的软件。

• * 控制器固件 * —控制器固件用于管理主机和卷之间的 I/O 。

• * 控制器 NVSRA* - 控制器 NVSRAM 是一个控制器文件，用于指定控制器的默认设置。

• * IOM 固件 * — I/O 模块（ IOM ）固件用于管理控制器与驱动器架之间的连接。它还会监控组件的状态。

• * 监控软件 * —监控软件是运行该软件的控制器上的虚拟机。

在升级过程中、可能还需要升级主机的多路径/故障转移驱动程序和/或HBA驱动程序、以便主机可以正确地与控
制器进行交互。

要确定是否发生这种情况、请参见 "NetApp 互操作性表工具"。

如果存储阵列仅包含一个控制器或您未安装多路径驱动程序，请停止存储阵列的 I/O 活动，以防止出现应用程序
错误。如果存储阵列有两个控制器，并且您安装了多路径驱动程序，则无需停止 I/O 活动。

升级期间、请勿更改存储阵列。

暂停IOM自动同步前需要了解哪些信息？

暂停IOM自动同步可防止下次升级SANtricity OS控制器软件时升级IOM固件。

通常、控制器软件和IOM固件会作为捆绑包进行升级。如果要保留在机箱上的特殊IOM固件版本、则可以暂
停IOM自动同步。否则、您将在下次升级控制器软件时还原到与控制器软件捆绑在一起的IOM固件。

为什么固件升级进度如此缓慢？

固件升级进度取决于系统的整体负载。

在驱动器固件的联机升级期间、如果在快速重建过程中发生卷传输、系统将对传输的卷启动完全重建。此操作可
能需要相当长的时间。实际完整重建时间取决于多个因素、包括重建操作期间发生的I/O活动量、卷组中的驱动
器数量、重建优先级设置以及驱动器性能。

升级驱动器固件前需要了解哪些信息？

在升级驱动器固件之前、请注意以下事项。

• 作为预防措施、请使用磁盘到磁盘备份、卷副本(到不受计划的固件升级影响的卷组)或远程镜像备份数据。
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• 您可能只需要升级几个驱动器、即可测试新固件的行为、以确保其正常运行。如果新固件运行正常、请升级
其余驱动器。

• 如果有任何故障驱动器、请在开始固件升级之前修复它们。

• 如果驱动器可以执行脱机升级、请停止与驱动器关联的所有卷的I/O活动。停止I/O活动后、不会执行与这些
卷关联的配置操作。

• 升级驱动器固件时、请勿删除任何驱动器。

• 升级驱动器固件时、请勿对存储阵列进行任何配置更改。

如何选择要执行的升级类型？

您可以根据池或卷组的状态选择要对驱动器执行的升级类型。

• * 联机 *

如果池或卷组支持冗余并处于最佳状态、则可以使用联机方法升级驱动器固件。联机方法会在存储阵列处理
使用这些驱动器的关联卷的I/O时下载firmware _o。您不必停止使用这些驱动器的关联卷的I/O。这些驱动器
一次升级一个、并升级到与这些驱动器关联的卷。如果驱动器未分配给池或卷组、则可以使用联机或脱机方
法更新其固件。使用联机方法升级驱动器固件时、系统性能可能会受到影响。

• * 脱机 *

如果池或卷组不支持冗余(RAID 0)或已降级、则必须使用脱机方法升级驱动器固件。脱机方法将在所有I/O活
动均已停止时升级固件_only、并使用这些驱动器将其升级到关联卷。您必须停止使用这些驱动器的任何关
联卷的所有I/O。如果驱动器未分配给池或卷组、则可以使用联机或脱机方法更新其固件。
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