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EERY|FHENIROEFEE—ID - Linux (EFInfiniBand
EI’\JNVMe)

InfiniBand diagsf#X BB & AT E/REMInfiniBand (IB)ixOf£FEMH—ID (GUID)AI &
2o BEMIHENIREFEZIFNAZ AT OFED/RDMARILINUXS & Rt BB InfiniBand-
c/{i\agsE’XTfl:@,\ HehGEAT B R ENIEEZELI2E (Host Channel Adapter. HCA){S 2 Hds
<o

S

1. R4 infiniband-diags ERBERASNRGSEEGSHITREEE,

2. 51T ibstat BYURTHOZE,

3. £ LB RBEIFERFR GUID SRP T{Es,

4. 7£ HBA LIRS RIB RN B,

BUERSRYH T ERTENEERIKE "NetApp EIR{FIERTA"

FERYFEE FMEE2E—Linux (ETFInfiniBandAINVMe)

FMEEROIE LR RN EN 51T, MREEEENIREITIRS, 1§
ERUTRIESBHITIRE,

ARETMERSEY . CURREIninBand diags B BLLETHIS BIE—ID (GUID)
(D) ibstat -p@%: WBRM HETHHO GUID FHHTRIVNLE B RUIFREInNBandSHT
REENES,
S
1. EEBTFMEIRSFAE W LEZE opensm G,
2. ([ ibstat -p Y& HCA HOM cuIDo # GUIDL » ¥0:

# ibstat -p
0x248a070300a80a80
0x248a070300a80a81

3. SIBTER I EPIEIT R FME RS,
# vim /usr/sbin/subnet-manager.sh

4. IR T, BPE2hEIREZRA cuipo M cuidl. EATF po # p1. FEATFNEESRMIMER.
Hp1ARKRMAER. 15ARSNER.
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#!/bin/bash

opensm -B -g <GUIDO> -p <P0> -f /var/log/opensm-ib0.log
opensm -B -g <GUID1> -p <P1> -f /var/log/opensm-ibl.log

EREZ R <RA:

#!/bin/bash

opensm -B -g 0x248a070300a80a80 -p 15 -f /var/log/opensm-ib0.log
opensm -B -g 0x248a070300a80a81 -p 1 -f /var/log/opensm-ibl.log

5. gIER ﬁﬂ@systemdﬂﬁ%@ﬁf{ﬁ: subnet-manager.serviceo

# vim /etc/systemd/system/subnet-manager.service

6. ML TTo

[Unit]
Description=systemd service unit file for subnet manager

[Service]
Type=forking

ExecStart=/bin/bash /usr/sbin/subnet-manager.sh

[Install]
WantedBy=multi-user.target

7. RS @M systemd,

# systemctl daemon-reload

8. BRI EEN subnet-manager RS

# systemctl enable subnet-manager.service
# systemctl start subnet-manager.service



ZEAR%- Linux® A EN L1 EE FInfiniBandBINVMe /B chiEF

£ InfiniBand M5 ECE NVMe BohieFEIELEMACE InfiniBand , NVMe-CLI #
RDMA #1461, BB RBIER IP it IREEN LIS E NVMe-oF Fo

Fiaz Al
B TEITRAMIFERS RHEL 8. RHEL 9. RHEL 10, SLES 12. SLES 15 8 SLES 16 RS E1&1ER %, &I
"NetApp BRIt RT A" T EERMERNTETIR,

SIg
1. 23 RDMA, NVMe-CLI # InfiniBand #{4-€1

SLES 12. SLES 15 3% SLES 16

# zypper install infiniband-diags
# zypper install rdma-core
# zypper install nvme-cli

RHEL 8. RHEL 9 = RHEL 10

# yum install infiniband-diags
# yum install rdma-core
# yum install nvme-cli

2. JFRHEL 88{RHEL 9. ZEEMILRRIZAS:

o RHEL 8*

# yum install network-scripts

o RHEL 9*

# yum install NetworkManager-initscripts-updown

3. FREXEHINQN. ZENEAEF HMEFIEEEN.

# cat /etc/nvme/hostngn
4. IEMIBmOERE R BRI ERE=7E580:

# ibstat
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CA 'mlx4 O°'
CA type: MT4099
Number of ports: 2
Firmware version: 2.40.7000
Hardware version: 1
Node GUID: 0x0002c90300317850
System image GUID: 0x0002c90300317853

Port 1:
State: Active
Physical state: LinkUp
Rate: 40
Base 1lid: 4
IMC: O
SM 1id: 4
Capability mask: 0x0259486a
Port GUID: 0x0002c90300317851
Link layer: InfiniBand

Port 2:

State: Active

Physical state: LinkUp

Rate: 56

Base 1lid: 5

LMC: O

SM 1id: 4

Capability mask: 0x0259486a
Port GUID: 0x0002c90300317852
Link layer: InfiniBand

5. 7 IB ig O LI E IPv4 IP Hitit,
° SLES 12 8 SLES 15*

ERUTRARIE M /etc/sysconfiginetwork/ifcfg-ib0 o

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='10.10.10.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TPADDR=
STARTMODE="auto"'



SRIE. RIS H/etc/sysconfiginetwork/ifcfg-ib1:

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='11.11.11.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TPADDR=
STARTMODE="auto'

> RHEL 8*

EARLLTRA IR /etc/sysconfiginetwork-scripts/ifcfg-ib0 o

CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR='10.10.10.100/24"
DEFROUTE=no
IPV4=FAILURE FATAL=yes
IPV6INIT=no

NAME=1ibO0

ONBOOT=yes

R, BIEESX{Y letc/sysconfig/network-scripts/ifcfg-ib1 :

CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR="11.11.11.100/24"
DEFROUTE=no
IPV4=FAILURE FATAL=yes
IPVG6INIT=no

NAME=ibl

ONBOOT=yes

RHEL 9. RHEL 10 5% SLES 16
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R nmtui BFEUEMEREEEENTR, TEE—RBIXH /etc/NetworkManager/system-
connections/ib0.nmconnection ZLEBER:

[connection]
id=ib0
uuid=<unique uuid>
type=infiniband
interface-name=ib0

[infiniband]
mtu=4200

[ipv4]
address1=10.10.10.100/24
method=manual

[ipv6]
addr-gen-mode=default
method=auto

[proxy]

TEE— MRS /etc/NetworkManager/system-connections/ibl.nmconnection ZLE

BER:

[connection]
id=ibl
uuid=<unique uuid>
type=infiniband

interface-name=ibl

[infiniband]
mtu=4200

[ipv4]
address1=11.11.11.100/24"
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]



6. B/A 1B EO:

# ifup ib0
# ifup ibl

7. BIFERATEZERIMESIR IP #hiht, X ibo f ib1 BT TGS

# ip addr show ib0
# ip addr show ibl

WML FREIFRT, ib0o BV IP #i4E} 10.10.10.255,

10: ib0O: <BROADCAST,MULTICAST,UP, LOWER

state UP group default glen 256
link/infiniband

80:00:02:08:fe:80:00:00:00:00:00:00:00:
00:ff:ff:ff:££:12:40:1b:££:££:00:00:00:

inet 10.10.10.255 brd 10.10.10.255
valid 1ft forever preferred 1ft

UP> mtu 65520 gdisc pfifo fast

02:¢c9:03:00:31:78:51 brd
00:00:00:ff:ff:£f:£f
scope global ib0

forever

inet6 fe80::202:¢c903:31:7851/64 scope link

valid 1ft forever preferred 1ft

WML T RGIFRTR, ibl B IP#EN 11.11.11.255,

forever

10: ibl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 65520 gdisc pfifo fast

state UP group default glen 256
link/infiniband

80:00:02:08:fe:80:00:00:00:00:00:00:00:
00:ff:ff:ff:££:12:40:1b:£f£:££:00:00:00:

inet 11.11.11.255 brd 11.11.11.255
valid 1ft forever preferred 1ft

02:¢c9:03:00:31:78:51 brd
00:00:00:ff:ff:ff:£f
scope global ib0

forever

inet6 fe80::202:c903:31:7851/64 scope link

valid 1ft forever preferred 1ft

forever

8. EEMN LIEE NVMe-oF B, 7E/etc/mods-load.d/ FRIR AT XMHLUNE nvme rdma RIZAEIRHHRERAIZ

RBRIGARL TR, BMEEENR B2 a0it:

# cat /etc/modules-load.d/nvme rdma.conf

nvme rdma

0. EfEIEMN.

11



MUISIE nvme rdma RAZARRENME. BIEITUATHRL:

# lsmod | grep nvme

nvme rdma 36864 0

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma_cm 114688 7

rpcrdma, ib srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib core 393216 15

rdma cm, ib ipoib, rpcrdma, ib_ srpt, ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib_isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm
£10 pi 16384 2 sd mod,nvme core

ZEAR%!- LinuxP I E F &MY E FInfiniBandEYNVMe &z

NRITHIZBEEET InfiniBand B9 NVMe ixmH, METLUER SANtricity RAEIESRLES
DR[O 1P ik,

p

1.
2.

M System Manager REH, & * B *,
MRERE R T IENES, 5RE * EREEZREE * .

WERAETL, UERIEHEE, MARIKRE.
BHEAEREMET InfiniBand B NVMe i ORYEHI28,
B R Bt 2889 £ R SGRE,

4R * BRBE T InfiniBand A8 NVMe * o

(D B TE System Manager 121z HI28_ERIETF InfiniBand 89 NVMe iR, =R RECE
ETF InfiniBand BY NVMe &I,

BB * BEEEE T InfiniBand B8 NVMe * 3HEE,

A TFHYIRS, EREREMN HIC O, ARMALLEON IP ik,
BEHEEE

WEFHANEMHIC BOEESE 56,

MERFFHEN A M FEHEEZILinux (EFInfiniBand
HINVMe)

7£ SANTtricity System Manager FEX S NFEV 281, BHIFEMEN LI B IRTHI23 I
A, AR NVMe &%,
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TR

1. R TS LI NVMe-oF BAF LB R ENAIAFRS:

nvme discover -t rdma -a target ip address

EUtEs<LH, target_ip address BBEIRmMARY IP itk

(D) nvme discover BYAKMFRLETHFTERABIKO, TFETNHEURIM,

# nvme discover -t rdma -a 10.10.10.200
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipvé

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a£41580000000058ed54be
traddr: 10.10.10.200
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipvi4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000af41580000000058ed54be
traddr: 11.11.11.100
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

2. WEAHMEREESE 1,

3. FA®< nvme connect -t rdma -n discovered sub ngn -a target ip address -Q
queue depth setting -1 controller los timeout period EZFIE—HELLAMNFRA

13



¥EL_LNVMe %,

AGEMBCHIIEH B KISEIARTAN, NVMe EEAZH Ao

RAENNTEFRBERE & MR ORI EE,

MRERLSIEERAS, WERFRK. im0 NERRENE—IKO,

T RBIFRR.

© 0 000 O

I 600 FRVBINIREREE Y 3600 ¥, WNLATRGIFAR:

# nvme connect -t rdma -a 10.10.10.200 -n ngn.1992-

08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

4. fff nvme list-subsys SRLUEE LI EEZHINVMeIEETIR,

EERIE _FRE ERAMNFRE:

# nvme connect -t rdma -a 11.11.11.100 -n ngn.1992-

08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

6. {4 Linux 1sblk fl grep ST ETBXEMUISENENER

7. {5 nvme list SpSEE YFNEERN NVMe 1EFHHHIR. EUTRAIF, BN nvmeonl fl nvmeOnl

14

o

# 1lsblk | grep nvme

nvmeOnl 259:0 0 5G 0 disk
nvmelnl 259:0 0 5G 0 disk

# nvme list

Node SN Model Namespace
/dev/nvmeOnl 021648023161 NetApp E-Series

/dev/nvmelnl 021648023161 NetApp E-Series

RS EENMRBRNEARFEET. BXEHBIE. BFEHIT nvme connect a7 %

BINABATIREIRE N 1024 . £/ -0 10248<1TEIUERIANIRE 128 Bty 1024 , 40

BINAYITHIZE R ERTHARR (LIFV NEML) 79 60 2% (3600 #) o A -13600" a1



Usage Format FW Rev

5.37 GB /5.37 GB 512 B + 0 B 084 2XXXX
5.37 GB /5.37 GB 512 B + 0 B 0842XXXX

fEFISANtricity R A EIE236I7Z EHl—Linux (EFInfiniBand
HINVMe)

ERILAGEA SANtricity RFAIEIRERE X AFMERTIAR BB EN. EXENEILEFMHEE
FIFIEER T MEENH AT EET VO IBRMENTEZ—,

ETF IS

ESCENBY, EFIBLTAR:

* EBREX S ENXBENENIRRF .

* BRI IS END BN R LR IERN A

* MRESERNAITEAMERTR, WIRERRM,

* BIKETREERY 30 MFH.

g
1. JEIRS2E . Storage[Hosts] o

2. BEFH: A [EMN]
BB R R B ENIEHE,
3. IRIEFREEZFENIRE,

EFRE ... Description
Name BN ENHIE TR,
FHIRIERF LD MTHIFIRAEZE L TR —:

* J&ATF SANTtricity 11.60 &E=hR4<HI * Linux *

* XFF SANTtricity 11.60 ZAjRYRRZS, * Linux DM-
MP (H#% 3.10 EShR4s) *

FHEOEE ERBEERRNENROEE,

15



EEIRE ... Description
FHIHO PATUA T REZ—!
s RO EO

MRENKOBER, WATLIMTIRPIEREEN
I AMRIRE . XERINBITT .

* * FEA
MRENHOBERER, FEEEN LA

letcinve/hostngn LAZEL hostngn tRIRFFHIGH
5FENE KB

R AFM AN VIR OARRR, EBENIM
letcinvelhostngn X (—xR—1N) &5l / #h0G
2 - ENIHO * FERH,
BRA—RAIN— DN ENIF ORI RS
FHIXREE, BETURESERS ENKENEE
HEMNITIRRT. 8 MRRFTEHSERE © THF
O * FE&H, MERME, ERrLUBITIEFEFIR
RIEZHHY * X * KBRIZATIRRT o

4 BEQIE~,
=

RINEIZENE, SANtricity REEEFZZ AN ENEENE N ENIROCIZE—TEIARN.
RINBIRA T < ENBWOS > - HIE0, 7 EH 1pT SIEZMNE—NMEORINGIRE ipt 1.

{EFSANtricity R EIE23 7 idE—Linux (EFInfiniBand
HINVMe)

B aRE (ssR=ie) DELENENEE, UERT /0 8 D ErIETEMN
S ENE BN FAEET P — PSP an & =B R R,

KXTFULES
DEERN, BIEUTAEN:

* —RAEFEDEL— D ENBENEE
* PENEEFEETIPIIERISRZ BHE,
* ENHENEBHTEFRAR—FETE ID (NSID) FRRIFAS, EAERE—R NSID .

EUTERT, DEERM:
* ERNERES,
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* WEEDEAEMENHENEE,
EUTERT, TEDES:
* AEEERBENHENER.
* BEXFrEES .
IEEERAIERDENE, BEAHAEBHIERIE (DataAssurance , DA) BIEABITNEELN FFAR:

* T 3FF DARVEN, EAILUERERA DA BKIEA DA BYE,

* WFARZHE DAREN, WRERNEERA DA, NEETR—FES, BHARSKYNTBHXFE LAY
DA, Ale7AeRE D EcLE EN.

-
1. 3%&$¥3 & Storage[Hosts] o
2. ERBEESMEINENRENER, REET * HERE S

LB B R — P IEE, EPFILE T RIDENFES. EaLUNESTIHITRIFRE * Hiks * \ERRAR
B, UETFERFES.

3. EHENENENMEZUNERE, HEEPRITAPNERELUEEFIE S,
4. BE * S * LITERLERE,
&

B—1RENERNDEL ENHENEERG, RIERFRITUTERE:

* DEERNBBEWT— NI ARI NSID o EHUEER NSID 5%,
* AFRENEZMEERTES ENXENETIRP,

EEZ%- Linux (BT InfiniBandfiINVMe)F E /R EH Bl WAYE

E&eTUE A SMdevices TEAEEFH LHARIRNE, tTERE NVMe-CLI X4 E8H—
2849y, RIFAYE nvme list saHIEH %

EEEEGX E RIENEN NVMe BENER, 1HER nvme netapp smdevices ( -o <format>] #f
Lo Hi * <format>' BILAE normal (FARAER -0 , MAEKIAE) , column B json .

17



# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 00001696593b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

EE%W- Linux (EFInfiniBandAINVMe)F I T4 1% B HPERE
4

BREFHEETIRMTRERE, ErILEENEENBITHRERS,

a2z Al
T Bt L REFR R o

* 3¥F Red Hat (RHEL) FAl, iB1T rpm -q device-mapper-multipath WG EERELE

* 3F SLES FAH, 1BIEIT rpm -g multipath-tools RWIFRHFEEREELTE

@ BB "NetApp BIREMHRT A" A THETE T EARENERH, RAZKREAELEAE
GA hixZsEY SLES 3§ RHEL H1E® T 1%,
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SLES 12 use Device Mapper Multipath (DMMP) for multipathing when using
NVMe over Infiniband. RHEL 8, RHEL 9, RHEL 10, SLES 15 and SLES 16 use a
built-in Native NVMe Failover. Depending on which OS you are running,
some additional configuration of multipath is required to get it running

properly.

B ARIg &S} 28 % ER1E (DMMP) SLES 12
FRIANBER T, SLES HE2H DM-MP, TR THZ B UEFEN EEHB DM-MP A,
Uz
1. ¥ NVMe E RFIIEEZBAME] /etc/multipath.conf KB devices 253, SN T RABIFTT:

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no _path retry 30

2. ¥ multipathd BEEANERFARBNYEDN.
# systemctl enable multipathd

3. NRYFHIKIEIT, BB multipathdo
# systemctl start multipathd

4. B9IF multipathd RS, UREREL T ERESBEEEET:
# systemctl status multipathd

fERIRE NVMe ZER121KE RHEL 8

BHABERT, B4 NVMe ZER7E RHEL 8 RN FE2ERE, HAERUTSEBREE,

1. 188 modprobe MM UBBRE NVMe ZEF,
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# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-

nvme core.conf

2. {FHFM modprobe &% remake initramfs o

# dracut -f

3. ENEmRSBUEBARE NVMe ZEEZNBE R TRIE.

# reboot

4. WINENEFRBEEBRRE NVMe ZRZ,

# cat /sys/module/nvme core/parameters/multipath

a. MNRepLWEA N, WERE NVMe ZREZMATFEARKS.
b. {NREBLHLEA v, MEE NVMe ZRERLFTEARS, BLRMBER NVMe REFERIZINEE.

@ 3+ SLES 15. SLES 16. RHEL 9 #1 RHEL 10, BANERTFREBERYE NVMe S, TEFIH
[

WHIRIERTFEINIEE EHITHINVMeE—Linux (EFInfiniBand
HINVMe)

TR LURIERRERRVIR(ER R (R BRZR1IZHZE) REEREIREERHN 110,

X SLES 12, /O | Linux EHEMEIEINILEET. DM-MP BEEXLEEMBITE FRYIERE.

g EE 10 BAR

HfRI1X% DM-MP SIZRIEINIREIETT /0 , MANYIRIRERZEIT /0 . MNRWMYIERIFIZIT /O, DM-
MP R ZEERERZEMN, HE 110 BRK.

&R L@ /devimapper A9 dm device 3 symlink iFRIXLEHRIGE, FlU0:

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£00a0980000af4462
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aNCE e
BT nvme 1ist @MMHTRAIRR T ENTBRBMRESHREE ID K%K,

NODE SN MODEL NAMESPACE

/dev/nvmelnl 021648023072 NetApp E-Series 10
/dev/nvmeln2 021648023072 NetApp E-Series 11
/dev/nvmeln3 021648023072 NetApp E-Series 12
/dev/nvmelnd 021648023072 NetApp E-Series 13
/dev/nvme2nl 021648023151 NetApp E-Series 10
/dev/nvme2n2 021648023151 NetApp E-Series 11
/dev/nvme2n3 021648023151 NetApp E-Series 12
/dev/nvme2nd 021648023151 NetApp E-Series 13

5l Description

e B EER

* RIVE nvmel RNEHIZE A, nvme2 RRIEFH
2 B

* "NAnl, n2 FRERENAER G TERIR
ffo XERMRANARPEELI, —RATEHSE
A, —RRATIEHEEB

GEEZREslEl mRTEFIFIETEE=TE ID (NSID) , MEFERE
FIREXRE, sR=0E ID ZIRR,.

LT multipath -11 %A, AARIEETN prio B850, MIFMUEBREETRN prio E 10,

Linux iI2ERZ = 110 BEEIETRAN status=active BIERIRLH, M5 status=enabled MERFHTT AT
MEEFETZ,
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eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0'

prio=50 status=active

| "= #:#:#:4 nvmelnl 259:5 active ready running

"—+- policy='service-time 0'

C— #:#:#:# nvme2nl 259:9

prio=10 status=enabled
active ready running

eui.00001bc7593b7£5£00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0
| "= #:#:#:4 nvmelnl 259:5 failed faulty running
"—+- policy='service-time 0' prio=10 status=active

= #:#:#:4# nvme2nl 259:9

7R

policy='service-time
status=active

policy='service-time
status=enabled

policy='service-time
status=enabled

policy='service-time
status=active

prio=50

prio=10

prio=0

prio=10

prio=0 status=enabled

active ready running

Description

ITFHIULTITER, nvmelnl & NSID 10 B985
8], BTE prio value of 50 #1 ststatus value of
active MR E#HITT L1ko

Itban & =B T HIEE A

ITERTaRZTIE 10 WRfEZZRE, HH prio
value of 10 and a stStatus value of enabled o It
BY, 1/0 A2EBEFIERE _ EAERE T8,

Itbap 4 == 8] /B T4 H2s B

R 2R T 1T A EEEH B IR A RERY 8 =8
multipath -11%tH. @R =IE 10 HEREETRN
failed faulty running, Ef prio{EHNO0, s
IR B enableds

BAR, active BIRRIE nvme2 , EAL I/0 Fi@T
IR EREIETIZE B

THIRIEZR S|P B TENVMeik & B RBINVMeE—Linux (B
FInfiniBandBINVMe)

TR LURIEFRERRVRIER R (R RZRIZSE) EEEREIKEBRA 10

FTFRHEL 8. RHEL 9#1SLES 15. LinuxEM =B I/OEEEIIENVMeigEZ Bir. RE NVMe ZIRFBRF R
BFERINNERHNENRE LYIBISENREYIERZ,
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Y7132 NVMe 128 2 110 Bfr

RIEMUER I PRI T

S—s=

1=171/0 /dev/disk/by-id/nvme-eui.
B AR L T ap S EIXMMILE 2 B RVEEE

& /dev/nvme [subsys#]n[id#]o

# 1ls /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320f5¢cad32cf00a0980000af4112 -> ../../nvmelnl

I/0iz1T%] /dev/disk/by-id/nvme-eui.
NVMeZ BRZRR R WMEHTHIFIBREHITEM M.

BRI BT U TS REFREZ!

# nvme list-subsys

Nk

nvme-subsys0 - NQN=nqgn.1992-

08.com.netapp:5700.600a098000a52250000000058%aa8a6

\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

WMRIETEFEE"nvme list-subsys"di S EHEE TYIIENVMe&E. NE

[uuid#] MACEHEEE

ZYIENVMeig F &

[uuid#] BFEIZBET /dev/nvme [subsys#]n[id#] BERRE

# nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:5700.600a098000af44620000000058d5dd96

\

+- nvme(O rdma
+- nvmel rdma
+- nvme2 rdma

+- nvme3 rdma

te5h, ZREGSERERE L,

#multipath -11

() ==smees,

traddr=192.
traddr=192.
traddr=192.
traddr=192.

168.
168.
168.
168.

130.
131.
130.
131.

MBS AT LIE

101
101
102
102

A X Eap

trsvcid=4420
trsvcid=4420
trsvcid=4420
trsvcid=4420

AZRIE letc/multipath.conf FISE LI TRE:

SREEXZ

live
live
live

live

R TERENENER

non-optimized
non-optimized
optimized

optimized

LPEEREHRERBHRZEES!
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defaults {
enable foreign nvme

() X RHEL10 LETBEEM. TEMTF RHEL 9 RESKRAH SLES 16 RELARA,

Tl

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—+- policy='n/a' prio-10 status=non-optimized

"-= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

7T E &5 P RIESXHEZR S - Linux SLES 12 (NVMe over
InfiniBand)

3F SLES 12, EeJUEMRTIE) LB HRARFHIEHIZNHEF RS,

HIE
1. BT multipath -11 88 LAFREX * /dev/imapper/dm® i&&HIFIR,

Hi

# multipath -11

WEHFSHERERTHMEE, dn-19 Fl dm-16 :
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eui.00001ffe5a%94f£f8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4#:# nvmeOnl9 259:19 active ready running
| "= #:#:#4:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #:#:4:# nvme3nl9 259:83 active ready running
euil.00001fd25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4:% nvmeOnlé6 259:16 active ready running
| "= #:#:#:4 nvmelnle6 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4 nvme2nlo 259:48 active ready running
= #:#:#:# nvme3nl6 259:80 active ready running

2. TP X LS  /devimapper/eui-' IEEZRIR— N HE RS
BIEXHRFAN A ZRMENX G RATR. WRHIERTINACE exta XHRF,

# mkfs.ext4 /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. BB FRLEHFTIRE,

# mkdir /mnt/extd

4. EHIZE,

# mount /dev/mapper/eui.00001ffe5a94£f£f8500a0980000af4444 /mnt/extd



7£ E 5! Linux RHEL 8. RHEL 9. RHEL 10. SLES 15 #ll
SLES 16 (&7 InfiniBand Y NVMe) HGIZEX RS

3¥F RHEL 8. RHEL 9. RHEL 10. SLES 15 #1 SLES 16, E&EE{F i nvme 1§& L
SIEXHFRAEHETIZXH RS

-
1. iBfTmultipath -11 S8 LIREINVMeIRE TR,

# multipath -11

It SHERATAFERS KBBVIKE /dev/disk/by-id/nvme-eui. [uuid#] B, MWFLATRA.
W{EA /dev/disc/by-id/nvme-eui.000082dd5c05d39300a0980000a522250

eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe,NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
| -+- policy="'n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
|-+- policy="'n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
|-+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—4+- policy='n/a' prio=10 status=non-optimized

- 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. FAMNETES X EAFRENVMeIRE SR H RS /dev/disk/by-id/nvme-eui. [id#]oe

BIBRX MR EZRFMENXXHREMR. RFIERTIACIRE extds XHRG

# mkfs.extd4d /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done
Writing inode tables: done

Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

3. BIBR— XX HRLEHIIRE,
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# mkdir /mnt/extd
4. FEHIRE,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

@E%’iu- Linux (EFInfiniBandFINVMe) S 555E F 41 _ERITE(ETH
A

EERGETAZE, CRERIENRETLUGHBEAGE T AHFERE,

FIaZ Al
BIRIEEREUTHMA:

* B EIE R =E], ERXHRFHITHEIU,

p

1 EZENL, B—IHEIXEERI BBV R
2. B EHEIRIGHE FREMXHE,
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