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Windows Linux
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b. NRIGFHEEH ZBERITR, BIRE
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2. BRATHIFMRERRERENRR, BE0THNEEERR.

7TEA%- Linux® I 4 _L18ZRoCEIZ ENVMe BohiEF

RoCE IF1EHH NVMe B2 FECE B1iFLEMAECE RDMA-core #1 NVMe-CLI B &,
AeE B ohizRs IP it IR E N EIRE NVMe-oF Eo

Frazal

B TEITERAMIFERS RHEL 8. RHEL 9. RHEL 10, SLES 12, SLES 15 8 SLES 16 RS E1&1ER % &I
"NetApp Bt R TR NFEERMERNTETIR.

BB
1. %23t RDMA 1 NVMe-CLI 2461 :

SLES 12, SLES 15 3% SLES 16

# zypper install rdma-core
# zypper install nvme-cli

RHEL 8. RHEL 9 5 RHEL 10

# yum install rdma-core
# yum install nvme-cli

2. W FRHEL 8FIRHEL 9. RIEMILKHIZA:

o RHEL 8*
# yum install network-scripts

o RHEL 9*
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# yum install NetworkManager-initscripts-updown

3. FREXEHINQN. ZENEAFHEFIEEE.

# cat /etc/nvme/hostngn

4. 7T FiB12 RoCE ## NVMe HLIAWIRA LI E IPv4 IP #itik, XFEIMMEED, SIE— N MEEERE,
Hp S ZEONTREE,

P BHRERNTERET RS F[HEAMMEINT, XETE6HE 1pADDR M BIX o UTFEEMATF SLES Ml
RHEL 897135 R :

° SLES 12 #l SLES 15*

fE LU T RA IR IS4 /etc/sysconfiginetwork/ifcfg-eth4 s

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME="'MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto'

SAIE. BIEERMGISI /etc/sysconfig/network/ifcfg-eth5

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE TPADDR=
STARTMODE="auto"'

> RHEL 8*

ERUTRARIERBISX M /etc/sysconfiginetwork-scripts/ifcfg-eth4 o



BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto"'

SRia. BIEERGISIE /etc/sysconfig/network-scripts/ifcfg-eth5' :

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME="'MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto'
RHEL 9. RHEL 10 =}, SLES 16

R nmtui BFEEMEREEEZENTR, TER—RHIXH /etc/NetworkManager/system-
connections/eth4.nmconnection Z LEKAER:



[connection]
id=eth4
uuid=<unique uuid>
type=ethernet
interface-name=eth4

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.1.87/24
method=manual

[ipv6]
addr-gen-mode=default
method=auto

[proxy]

TEHE—NRBIXMH /etc/NetworkManager/system-connections/eth5.nmconnection %L

B4R

[connection]
id=ethb5
uuid=<unique uuid>
type=ethernet
interface-name=ethb

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.2.87/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]

o BRMLZENO:



# ifup eth4
# ifup ethb

6. EEN LIEE NVMe-oF B EFEIEBUTXH /etc/modules-load.d/ BUNE nvme rdma RZARHRFH
HRRAIRRRIBER T RS, BMEEENEatEatt:

# cat /etc/modules-load.d/nvme rdma.conf
nvme rdma

7. EHRTIEN.

MUISIE nvme rdma RZAEREME. BIEITUATHRL:

# lsmod | grep nvme

nvme rdma 36864 0

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma_cm 114688 7

rpcrdma, ib _srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib core 393216 15

rdma cm, ib ipoib, rpcrdma,ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib_isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm
£10 pi 16384 2 sd mod,nvme core

TEZ%!- LinuxH i B2 EFRoCENZMEFETINVMeEE

AR A ITHISE 8518 T RoCE %1 NVMe (EFRE LKA RDMA ) , TIBETLLM
SANtricity RAEIENEGTIE AL EEE NVMe ix IR E,
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HRREEASUTREMA:

* 178128 ERYET RoCE B9 NVMe FEMim; &N, System Manager FARIZHETF RoCE B NVMe 188,
© ENVLEER IP ik,
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2. B ABEREMNET RoCE B9 NVMe inORIEHIZS.
HEETR B izl asny £ TGRS,

3. %% * BEEET RoCE 9 NVMe 10 *
LEETIGHTFF * @3 RoCE i OEZE NVMe * IHEHE,

4. ETFHFIRA, EEREEENKO, ARRE - T—F
S MBREGANKORERE, ARRE* T—F .

BEEMAROKE, BREMNMEEANN * EREZHOIKE * i,

BOIsE Description

EERE AR 58 SRR, THIFIRERAETEURT 54
PRI RO AR (140 10 Gbps ) o BIAE
BB EIE:

© BapthE
* 10 Gbps
» 25 Gbps
* 40 Gbps
* 50 Gbps
* 100 Gbps
» 200 Gbps

MR QSFP56 4i4kiEiER ¥ 200

@ GB By HIC , MR EEEZE
Mellanox 3Z#EA1H0 / Zi&HCeshY, B
EjJTjJ‘r%ﬁer_[Fﬁo

AREMET RoCE BY NVMe im[1iRE
@ N 5i%EEiE O SFP BYEEIHREIT
fid. FRAEIROZAINE E HERERE

Eo

BA IPv4 F / B IPv6 EF— NIRRT BAX IPv4 # IPve MR
o

MTU X/ (RI@E T * BEREZIRIEE * KK WEXRE, EARAERSET (MTU) BMA—N

B ) KN (UFETREAM) o BN MTU XKW REN
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MREFET *BA IPv, WERE* T—% &, HIA—TINEE, BTER IPv4 g8, NREFT *
BR IPve* , MERE * T—F * 5, BITA—IEE, BTFEE IPv6 IRE, WNREFNEE T XM ML
, WIPv4 IgBIHEERERITH, ARRE * T—F *, IPv6 REMIEERTH .

6. EﬁJE@?EbEE% IPv4 #1/ 8¢ IPv6 188, BEEEFIBROIRE, BRHMEEGNR * EREZIRE * #
Zo

s IgE Description
HaM DHCP AR5 23RENECE IR A] BEhIRENEC B
FoEEHSEE LA, AREFEPRANGRSHLL, T

IPv4 , FEENSEFREIEIMNX, 3FTF IPv6 , 17
BIERTERAAY IP bt FIER AR 2S IP ik,

MBLE—AIRERN 1P Hht, 545
() EssbgEn0: 0: 0: 0: 0
:0: 0: 0,

BF VLAN %#F (FEdRE * ERELZIRE * KK HIEITYAE iISCSI IFEFAIH, ©IF
B ) @ EF RoCE #J NVMe IFtERARE] A,

BRUKMMES (FIESEE * EREZIEE * K HETRAE iSCSI IMEFRE A, BIF
@ﬁﬁ) o (D E:_F RoCE E"J NVMe I$1A!§,EP;FE_”EEO

7 B ST o

MEZRFIPRENA M FEHEZEILinux (ETRoCEHRINVMe)

7£ SANTtricity System Manager FEX SN ENZ 7], BTN ENLI B IRfEHI23 iR
M, éﬁﬁ%ﬁngPvJNkaﬂiﬁgo

p
1. FEAUTHSEIM NVMe-oF BAR LFRBERENRIAFRSA:

nvme discover -t rdma -a target ip address

EUE<LH, target ip address RBEARHOR/ IP H#ilk,

(D) nvme discover HYAKIMF RATHFAEHIRMO, MFEENAUIRO,

11



# nvme discover -t rdma -a 192.168.1.77
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.1.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.2.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

2. WEMHEMEREESE 1,

3. FAM< nvme connect -t rdma -n discovered sub ngn -a target ip address -Q
queue depth setting -1 controller los timeout period EHEZFIE—ELLZMNFRSA

() LEMEENEDETRSAEE. SRENEDE, BREAT e connect HEL
FHET NVMe HEE,

RAENTCE IR RBERIE & MmO EILEE,
MEFRILHRSIETIROS, NIEEEEK, RIANFORNEZIRENHE—IFO,

BIVEIATREIRE N 1024 . £ -0 1024FSTETUE IS E 128 Bt 1024 , 40
LU RABIFT o

© 0 0O
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(D BRIz HIBs ZEREEAR (LIFD N8I J9 60 289 (3600 7)) o fEF *-13600° sA<1T
TR ERINIL E 600 FE# 3600 70, SILAFRBIFIR.

# nvme connect -t rdma -a 192.168.1.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af9%94 -Q 1024 -1 3600
# nvme connect -t rdma -a 192.168.2.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af94 -Q 1024 -1 3600

4 EESR 3, EE_FRELERERUNFRR.

fEFSANtricity AR EIE2: LI EN—Linux (EFRoCE
FINVMe)

ERTLAGEA SANtricity RAAEIRERE X AFMEFRFFIAEBIEN TN EXENBILEFMHEE
FFIEER T MEENH A EHRT VO BRMABEHNTEZ—,

TS

TESCEABY, BB TAR:

* BRREX S EN XN ENRRR .

* BHRRHS END RN R AR IR B

* MREERNRIEAERTR, WIRERSmM,

* BIKETREERY 30 MFH.

TE
1. YEIRFEH: Storage[Hosts] o
2. BEFE: Q[ EN]

RS 2R R ENAHEE,
3. IRIEFEEZFENIRE,

EEIRE ... Description
Name BENFTEVEIR TR,
FHIRERZ LR MTHIFIRAEZE L TR Z—:

* & TF SANTtricity 11.60 &E=ARAH * Linux *

* %tF SANtricity 11.60 ZAT8IARZS, * Linux DM-
MP (R#% 3.10 SNEShRA) *

13



EEIRE ... Description

FHEORE EERZEANENEORE, NREEENMEIIR
— AT ENEOEE, Wl AR FIIRE,

FHiwO HITUTREZ—!
CEE VOO

MRFNIFEOBEER, WAILIMFIRAIEFEN
I OFRIART. XEEIN TG E.

* * FRpEHm
MRFNIHOEKRER, BEEEN LD
letc/nve/hostngn LAZE$ hostngn FRiRFTHIEE
5ENMEX XKL,
SR UF o A ENIHOIRRR, HEBBEIIM
letcinve/hostngn X&F (—xR—1N) &l / #h0k
B ENERO * FEEH,
BRAA—R AN — N ENIRAFIRF A ERES
FHFKER, BETUSSEERS EHXBENEE
HEMMTIRFT. 8 MRRFTEHSERE * TG
O * FE&F, MEHME, IR LUBEITIERFIR
=089 * X * K MBRIZARRRT .

4 BE QI

#R
RINEIBENG, SANtricity REEEBZZ NN ENEENE N ENIROCIZE—EINRN,

AINARA < ENREAS > FE0, A EH 1pT SIENE—NHEONERIARIGRE ipt_ 1o

fEFSANtricity R E1E23 7 AidE—Linux (E T RoCEHINVMe)

BpdkE (anR=iE) DELENNENER, UERT /0 #F o ARTEN
S ENEBE N FERE TR — P Z P an & =8 B R R,

KTFUAES
DECER, FSEUTEN:

* —RAEFED L — N ENENEE
* DEHEEFERTFREHIZR 2 B HE,
* ENMBENEBRGEEAR—GRTE ID (NSID) FRFKFEE, ERAERE—R NSID

TEUTERT, DERERM:

14



* BNECFTES.
* WEBDECL HEtEN B ENEE,
EUTERT, TEDES:
* REEBEMBENENEE
* BEEXFREED .
IE R ERAIERDENS, BEEHAEBHIERIE (Data Assurance , DA) BIEHBITHEEIN TR :

* T 3F DAWEN, EAILUERER A DA SKERA DA BYE,

* WFAXE DANEN, NRERNEEREA DA, WRET—FES, BHASKVITEDNXAE LN
DA, AR eRED L EN.

p
1. 3%E$¥3E:  Storage[Hosts] o
2. EERERSESMEINENRENESR, RERE * HERE S

R ER— 1 IEE, HPFIHTARRENFAES. ERIUNERTIFHITHIFNE * hikds - EREAR

B, UETERRFES.

3. EhENENENEZUNERE, HEEPRITAPHNEEELNEEFRE S,
4. 8 * O * LATTRULLRIE,

2R
B—1RZNERNDEALENHENERG, RIERFRITUATIEE:

* DEEMNERBEW T —IEI BRI NSID o EHUEER NSID i5iR%E,
* BPRENESRIEERES TV KENET IR,

ETRENTEEZRT- Linux (BT RoCERINVMe)F R ILHYE

& LIfEE SMdevices TEAEFIF N EHFIR IS, LT EE NVMe-CLI 38—
2849, BIFAYE nvme list sSAHIBH %

BEEBX E RYENEN NVMe BENEE, 1AF nvme netapp smdevices ( -o <format>] @p

2o it <format> BILAZ normal (J0RAEERA -0 , MARKIAE) , column 5 json

15



# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

ZEZ&7%I- Linux (T RoCEAINVMe)F R TN LIS E M IEETE
ERFHEETIRMETRER, EolLUEENEE N THEES,
FaZal
B IIE R e L REFRF RV B
* 3F Red Hat (RHEL) ZF#, BT rpm -q device-mapper-multipath WIFRHBEREERE

* 3F SLES FA, 1BIEIT rpm -g multipath-tools RWIFMRHFEERETELTE

@ BFEM "NetApp BIR{FERTE" ATHREFERETHENTAERN, BRNZEBREABELEE GA
hRZsHY SLES 8% RHEL FRIEE T %,

XFIES
SLES 12 {#Ri&&MET 28 % &1 (DMMP) JJ NVMe over RoCE 2 %8812, RHEL 8. RHEL 9. RHEL 10

. SLES 15 # SLES 16 EFHNER Native NVMe #[EH, RIBEEITHRERS, FTEMNZREIHIT L

BIMVECE A BEEHIERIE T,
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79 SLES 12 S A& &M EI25 2 KT (DMMP)
ZHANBRT, SLES 2 A DM-MP, TRUTHZBUEEN EEHE DM-MP A4,
TIE

1. ¥ NVMe E R5IiGEZBAHME  /etc/multipath.conf XA devices Z84%, SNATRBIFRT:

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. $ multipathd BECERE RS BRI EE.

# systemctl enable multipathd

3. MNRYFIRIEIT, BB multipathdo

# systemctl start multipathd

4. I8 multipathd R, MGRELSFEDIRSEEREETT:

# systemctl status multipathd

fEARE NVMe %1212 & RHEL 8

AIMBERT, RE NVMe ZER1Z7E RHEL 8 FAATERART, BAEAUTEETBEA.

1. &8 modprobe MM LABARE NVMe ZERZ,

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. {EFRAFBY modprobe &% remake initramfs o
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# dracut -f

3. EFRRSBUEBARYE NVMe ZREMNBRTRIIE.

# reboot

4. BINEENBIERE NVMe ZREZERH.

# cat /sys/module/nvme core/parameters/multipath

a. ﬁﬂ%ﬂp 755'152'173 N, )I-IJEQE NVMe yﬁg U—.‘]L:_F**ﬁﬁ)lk/u\o
b. NRELHE N v, MEE NVMe ZREZLFRBARKS, BERIMER NVMe & &R ERZINEE,

(D XfF SLES 15. SLES 16. RHEL 9 #1 RHEL 10, ERIAER FEARE NVMe ZHR1Z, TR
fcE,

HIRER TR EINIEE EIRAINVMeE—Linux (EFRoCE
HINVMe)

TR LURIEFRERRVRIER R (R RZRIZS %) EEEREIKEERA 10

XF SLES 12, 1/O | Linux EHEBEIEMILEET. DM-MP BEXLEMBITE FRYIERE.

EPNLERZ 10 BR

R DM-MP IZRIEPNILEIEIT /0 , MANYBRRISERKIFIET /0 . MNRXNYIERZIZIT /O, DM-
MP J A EEMEREEM, FHE /0 HBRK.

&R LUEE /devimapper Y dm device 5 symlink iFIRIXEEHIGE, FlU0:

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£00a0980000af4462

ANt
AT nvme list SBMAHRAIERT ENTRBMEESwAZE ID AIXKEX,

18



NODE

/dev/nvmelnl
/dev/nvmeln2
/dev/nvmeln3
/dev/nvmelnd
/dev/nvme2nl
/dev/nvme2n2
/dev/nvme2n3
/dev/nvme2n4

SN

021648023072
021648023072
021648023072
021648023072
021648023151
021648023151
021648023151
021648023151

MODEL

NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp

E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series

NAMESPACE

10
11
12
13
10
11
12
13

Description

T RBAVEIERERS |

* RNVE nvmel RNITHIZEA ,

nvme?2 %l

a5 B

° %%ﬂ__\ii nl,

n2 FRRENAERIEG S ZEWTIR

Fo XEAMATTERTEELIM, —RATFiZHIZE
A, —XRATEH 2B

AR =TI T 8

FEID (NSID) , MIFfERE

SIAERE, R=0E ID ZfRiRfT.

ELLF multipath -11 kAR, RUEREFEERA prio B 50, MIFMUEEETRN prio B 10,

Linux I2ER A= 110 BBBAFIRTRA status=active NRFEH, MHIN status=enabled WERFARTAT

BT,

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0

prio=50 status=active

| "= #:#:#:4 nvmelnl 259:5 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

= #:#:#:4# nvme2nl 259:9

active ready running

eui.00001bc7593b7£5£00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0'

prio=0 status=enabled

| "= #:#:4#:4 nvmelnl 259:5 failed faulty running

"—+- policy='service-time 0'
- #i#:i#:# nvme2nl 259:9

prio=10 status=active

active ready running
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TmBE Description

policy='service-time 0' prio=50 HATFUTITER, nvmelnl & NSID /3 10 Byds 4
status=active =8], BTE prio value of 50 # ststatus value of

active EELHITT I,

Itbap 4 == 8] B T2 A

policy='service-time 0' prio=10 T RART ar R =iE 10 PR ZERE, HEF prio
status=enabled value of 10 and a stStatus value of enabled o Lk

BY, 110 A=EMEEIbEREFE A =iE).
ttanE = El/E FixHlgs B

policy='service-time 0' prio=0 EREIERTIEHI2S A IEFEEFH BB A ERYE Y
status=enabled multipath -11%it. RATIE 10 HEEETRA

failed faulty running, HEFl priofBEHNO0, s
RS {EA enabled o

policy='service-time 0' prio=10 BAR, active BIERREIE nvme2 , AL I/0 K@
status=active tEER1RTE M FITH2E B

ZERY|PAYIIENVMeig & B R 1)INVMeE—Linux (B
FRoCEHINVMe)

TR LIRIEFRERRVIR(ER R (LR RZRIEHZE) REEREISEBEFHN 110,

X} FRHEL 8. RHEL 9MISLES 15. LinuxEHSRFIOEREIVIENVMeiRE BIT. [RE NVMe ZEEEMRTSE
RTEEFNETHENRE LS EHNREYIERE,

Y7112 NVMe 1£& 2 110 Bx

BEMGERIHRRERIEITI/O /dev/disk/by-id/nvme-eui. [uuid#] MAEEEEZIYIENVMeIZF
& /dev/nvme [subsys#]1n[id#]o AILUMERAUTHSHREIXHEMIE Z BB PEE:

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

I/0i&1TE]) /dev/disk/by-id/nvme-eui. [uuid#] FEIZEEY /dev/nvme [subsys#]n[id#] BERRE
NVMeZ BZ R TG R X E T REHI TR,

BRILUETTIUA T e S REFRE!

# nvme list-subsys
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Tl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

WMREFEF nvme list-subsys MEYEERRATENEE, NESREBXRZGRETEREZNENEER:

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

teoh, ZREGSESEE-L, UEEHTNBEIXEHSEEREMERZHREER:

#multipath -11

() ==EMEES, XAE etcimultipath.conf FIRENFHE:

defaults {
enable foreign nvme

@ X7E RHEL 10 L BRBEN,. ©iEATF RHEL 9 RMERhRAF SLES 16 RERhRZS,

Tl

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—+- policy='n/a' prio-10 status=non-optimized

"-= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live



;(f E Z5IPEIESHZRS - Linux SLES 12 (NVMe over RoCE

XF SLES 12, f&RILIEas R =8 LRI HRGHETIZX GRS

-
1. BT multipath -11 83 LAFKREX * /dev/imapper/dm’ i&&HIFIR,

# multipath -11
IaTHNERETRTRMLEE, dn-19 M dm-16:

eui.00001ffe5a%94f£f8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |— #:#:4%#:# nvmeOnl9 259:19 active ready running
| "= #:#:#:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #:#:4:# nvme3nl9 259:83 active ready running
eui.00001£d25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |— #:#:#:# nvmeOnl6 259:16 active ready running
| "= #:#:#:4 nvmelnlo6 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4 nvme2nlo 259:48 active ready running
= #:f:#:# nvme3nl6 259:80 active ready running

2. THX RSN Idevimapper/eui- BERIB—NXHRS,
BRGNS ERFMEN X RAMR. RFIZERTINABIE ext4 XGRS,
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# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done
Writing inode tables: done

Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

3. BIBE— T LIEHFIRE
# mkdir /mnt/ext4
4. HEHIE.

# mount /dev/mapper/eui.00001ffe5a94ff8500a0980000af4444 /mnt/ext4d

7£ E %% Linux RHEL 8. RHEL 9. RHEL 10. SLES 15 #0I
SLES 16 FeIiENXHEFZ% (NVMe over RoCE)

3+F RHEL 8. RHEL 9. RHEL 10. SLES 15 #1 SLES 16, EEEEAH nvme i8& L
BIEEN G RFEHETHIZXE RS

T
1. iBfTmultipath -11 SR LIREINVMeIR&E TR,

# multipath -11

I Er S HILE R ] B FEHKEARIRE /dev/disk/by-id/nvme-eui. [uuid#] UE. LUTRHIA
/dev/disc/by-id/nvme-eui.000082dd5c05d39300a0980000a522256
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eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy='n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
| -+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized
"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. FRMNBESX EAFAENVMeIZERIEXH RS /dev/disk/by-id/nvme-eui. [1d#]o

I RGN ERFMEN X RRTR. WRHIETRTIARE ext4 XHFRS,

# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0Oct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done
Writing inode tables: done
Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done
3. BlE— I XHFLUIEEFTIEE,

# mkdir /mnt/ext4
4. EHIGE,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

ZEZ%)- Linux (2T RoCERINVMe)FIGiEFE A _EBITEAEIAIR]
FEERAGE A, BATH GRS \G & SIS ERE,
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ez Al
HRREEASUTREMA:

* BRI R =8, ERXHRFHITEIU L,

ps

1 ZEENL, B—PHSIXEERFIEEREH R
2. BXHERIERAHE ERE M HER,

3. iB1T dIFF YR ERIBINA S RIAX M #ITIER.

SRS
AR BR 2 1 BY ST RIS 3R o

ZEZA%!- Linux?i2 FETRoCERINVMeil &

ISR LUE R FHTENLL DIERY PDF , ZAEERA LT IERIZRET RoCE BY NVMe 1FEED
BEfER. BRTECEMES, EFEMER.

BHiEHH
EEERIN, — RSN THEEEEEF RS, 7 SANtricity OS 11.50 FiaH, RITXHFMEPENTIF

AGITHISRB B NER, TR, EIEETR, S1MENB—D HCA (EVEEER) KON SFERRN
E R7IEHRIEOMUFRE—FMNF, B55— HCA O FRERFRF,
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Host 1 Host 1 Host 2 Host 2
HCA Port 1 HCA Port 2 HCA Port 1 HCA Port 2

Controller 1 Controller 1 Controller 2 Controller 2
Host port 1 Host port 2 Host port 1 Host port 2

HEXEERWRFIEE BN MNNEFN, 0 FFR:

* FR 1 EMN 1 HCA RO 1 FEHIE 1 4O 1
* FM 2 EH 1 HCA RO 2 FizHleE 2 4O 1
* FR 3 EM 2 HCA RO 1 FITHIZE 1 MmO 2
* FR 4 EH 2 HCA RO 2 FiEHIEs 2 MmO 2

NEZIRFH
TERRLERINR, FER—IHZS NN EBN "NetApp BIRIFMERTE" BRXIZRHIRIATIR,
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Host 1, HCA Port1 Host 1, HCAPort2 Host2, HCAPort1 Host2, HCA Port2

TTTEIIT .
EEEE EEEE Switch

e

Controller 1 Controller 1 Controller 2 Controller 2
host port 1 hostport2  host port1 host port 2

ENARIAT
HEFHERES D EN LOEEHERF NON .

EHUROEE R BEAZE NN
T (BEhiER) 1.

EMN (BohiERF) 2.

B+% NQN
IDSRIEAEFEGIB BT NON o

BB R E#x NQN
EEFEEIEE (B1R)



BH4% NQN
OSSR OEMERE NON o

EEFERIER (B ImOEE
EHER A, im0 1

EHIZE B, w1
THIZEA, WO 2

1=HI28 B, im0 2

IETEBRST EH
()  ssirmasETErmEE,

IEFERRET EHH

FHURFR YR
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