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[Unit]

Description=Auto-connect to subsystems on FC-NVME devices found
during boot

[Service]

Type=oneshot

ExecStart=/bin/sh -c "echo add >

/sys/class/fc/fc udev device/nvme discovery"

[Install]
WantedBy=default.target

2. FEAMHRED) nvmefc-boot-connections PR

systemctl enable nvmefc-boot-connections.service

systemctl start nvmefc-boot-connections.service
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() WUTHBUEAT Emulex HBA.
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# dracut --force
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# reboot
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# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04,
ID 000015bd5903df4a00a0980000af4462,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04,
ID 000015c05903e24000a0980000af4462,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04,
ID 00001bb0593246£400a0980000afd462,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04,
ID 00001696593b424b00a0980000af4112,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04,
ID 000015bd5903df4a00a0980000af4462,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04,
ID 000015c05903e24000a0980000af4462,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04,
ID 00001bb0593a46£400a0980000afd462,
2.15GB

/dev/nvme2n4, Array Name ICTM0706SYS04,
ID 00001696593b424b00a0980000af4112,
2.15GB

Volume Name NVMe2, NSID

Controller A, Access State

Volume Name NVMe3, NSID

Controller A, Access State

Volume Name NVMe4, NSID
Controller A, Access State

Volume Name NVMe6, NSID
Controller A, Access State

Volume Name NVMe2, NSID
Controller B, Access State

Volume Name NVMe3, NSID
Controller B, Access State

Volume Name NVMed, NSID
Controller B, Access State

Volume Name NVMe6, NSID
Controller B, Access State

1,

unknown,

Volume

2,

unknown,

Volume

4,

unknown,

Volume

6,

unknown,

Volume

1, Volume

unknown,

2,

unknown,

Volume

4,

unknown,

Volume

6,

unknown,

Volume

ZEZR%- Linux (2T FCHINVMe) I EH L8 B HEIETS

BNEFEETIREITRERRE,

ERILUR ENECE MBI THIESL S,

FaZ Al

/J \
180

* 3+ Red Hat (RHEL) ZEA#,
* 3tF SLES FEH, i

10

SUTERF LR

EFRERNERA .

BIE1T rpm -g multipath-tools KRG EEEERE

SLES 12 use Device Mapper Multipath (DMMP)
RHEL 8, RHEL 9,
use a built-in Native NVMe Failover.

NVMe over Fibre Channel. RHEL 10,

running,

it running properly.

11T rpm -g device-mapper-multipath Wit EE

BERE

for multipathing when using
SLES 15 and SLES 16
Depending on which OS you are
some additional configuration of multipath is required to get



79 SLES 12 S A& &M EI25 2 KT (DMMP)
ZHANBRT, SLES 2 A DM-MP, TRUTHZBUEEN EEHE DM-MP A4,
TIE

1. ¥ NVMe E &5i&&ZBAMNE /etc/multipath.conf XHERY devices ZB93, WL T RFIFAR:

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. $ multipathd BECERE RS BRI EE.

# systemctl enable multipathd

3. MNRYFIRIEIT, BB multipathdo

# systemctl start multipathd

4. I8 multipathd R, MGRELSFEDIRSEEREETT:

# systemctl status multipathd

JIRHEL 81K EE4 NVMeZ% 815

XFIAES
AINERT, R4 NVMe ZEERTE RHEL 8 FATFERARS, “AFERAUTSEEA,

-
1. 1€ & modprobe MNULLBBERE NVMe ZEE,

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. {EFA#H modprobe 41 remake initramfs o
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# dracut -f

3. EFRDRSBUEBAERYE NVMe ZREFMNBERTRIIE

# reboot

4. BINENEFHBNEERBRE NVMe ZHEZ.

# cat /sys/module/nvme core/parameters/multipath
a. yﬂ%ﬂp VEH'JH:IIjj N, WJEE NVMe yﬂg U—.‘]L:_l:**ﬁﬁ)lklu\o
b. sNRALIEN v, MEE NVMe ZEEFERTFERARS, ERIMAVER NVMe i&&EERIZINEE.

(D XfF SLES 15. SLES 16. RHEL 9 #1 RHEL 10, ERIAER FEARE NVMe ZHR1Z, TR
fcE,

HIRIERTFEIIZE BITRINVMeE—Linux (ETFCHINVMe)
EoI LARBFRERIRIER S (UAY BZRERZE) BEERIIZEEFHN 10,
33F SLES 12, 1/0 B Linux ENEBREPIEEEF. DM-MP EIEXLEINBETE EHNYIERER.

EiligEZ 110 B1F

FtRINIS DM-MP IR EPNLEIZIT /0 , MAMYIRIRERZIEIT /0 . NRIYBFERZIZIT /IO, DM-
MP BT ZEEBERZ SN, HE 110 BRK.

BRI LLE * /devimapper” H# dm device B{ symlink I4AlXLERIGE; FlIa0:

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£00a0980000af4462

Nl
BT nvme 1ist B@MMHTRAIRR T ENTRBMRESHREE ID %8,
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NODE

/dev/nvmelnl
/dev/nvmeln2
/dev/nvmeln3
/dev/nvmelnd
/dev/nvme2nl
/dev/nvme2n2
/dev/nvme2n3
/dev/nvme2n4

SN

021648023072
021648023072
021648023072
021648023072
021648023151
021648023151
021648023151
021648023151

MODEL

NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp

E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series

NAMESPACE

10
11
12
13
10
11
12
13

Description

T RBAVEIERERS |

* RNVE nvmel RNITHIZEA ,

nvme?2 %l

a5 B

° %%ﬂ__\ii nl,

n2 FRRENAERIEG S ZEWTIR

Fo XEAMATTERTEELIM, —RATFiZHIZE
A, —XRATEH 2B

AR =TI T 8

FEID (NSID) , MIFfERE

SIAERE, R=0E ID ZfRiRfT.

ELLF multipath -11 kAR, RUEREFEERA prio B 50, MIFMUEEETRN prio B 10,

Linux I2ER A= 110 BBBAFIRTRA status=active NRFEH, MHIN status=enabled WERFARTAT

BT,

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0

prio=50 status=active

| "= #:#:#:4 nvmelnl 259:5 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

= #:#:#:4# nvme2nl 259:9

active ready running

eui.00001bc7593b7£5£00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0'

prio=0 status=enabled

| "= #:#:4#:4 nvmelnl 259:5 failed faulty running

"—+- policy='service-time 0'
- #i#:i#:# nvme2nl 259:9

prio=10 status=active

active ready running

13



TmBE Description

policy='service-time 0' prio=50 HATFILTFITESR, nvmelnl & NSID /9 10 B4
status=active =8], BTE prio value of 50 # ststatus value of

active EELHITT I,

Itbap 4 == 8] B T2 A

policy='service-time 0' prio=10 T RART ar R =iE 10 PR ZERE, HEF prio
status=enabled value of 10 and a stStatus value of enabled o Lk

B, 110 A=EMETILERE & =8,
It R = e B FiTHIZ: B

policy='service-time 0' prio=0 EREIERTIEHI2S A IEFEEFH BB A ERYE Y
status=enabled multipath -11%it. RATIE 10 HEEETRA

failed faulty running, HEFl priofBEHNO0, s
RS {EA enabled o

policy='service-time 0' prio=10 AR, active HREEIE nvme2 , ALt I/0 i@
status=active tEER1RTE M FITH2E B

AIRERYIFYIIENVMeig & B RHINVMeE—Linux (B FFC
FINVMe)

TR LIRIERRERRVIR(ER R (LR RZRIEHZE) REEREISEBEFHN 110,

X} FRHEL 8. RHEL 9MISLES 15. LinuxEHSRFIOEREIVIENVMeiRE BIT. [RE NVMe ZEEEMRTSE
RTEEFNETHENRE LS EHNREYIERE,

Y7112 NVMe 1£& 2 110 Bx

BEMGERIHRRERIEITI/O /dev/disk/by-id/nvme-eui. [uuid#] MAEEEEZIYIENVMeIZF
& /dev/nvme [subsys#]1n[id#]o AILUMERAUTHSHREIXHEMIE Z BB PEE:

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

I/0i&1TE]) /dev/disk/by-id/nvme-eui. [uuid#] FEIZEEY /dev/nvme [subsys#]n[id#] BERRE
NVMeZ BZ R TG R X E T REHI TR,

BRILUETTIUA T e S REFRE!

# nvme list-subsys

14



Tl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

WMREFEF nvme list-subsys MEYEERRATENEE, NESREBXRZGRETEREZNENEER:

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

teoh, ZREGSESEE-L, UEEHTNBEIXEHSEEREMERZHREER:

#multipath -11

o
I}
i |
SS
mT

B, ®MIE " letc/multipath.conf FIGBEUTARA:

defaults {
enable foreign nvme

@ X7E RHEL 10 L BRBEN,. ©iEATF RHEL 9 RMERhRAF SLES 16 RERhRZS,

Tl

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—+- policy='n/a' prio-10 status=non-optimized

"-= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live



1T E RY|FH6IEHZ Y - SLES 12 (NVMe over FC)
¥F SLES 12, ERILATEFRERN dm 18T LB G RAHIETHIZNE RS,

T
1. iBfT multipath -11 83 LAFREY * /dev/imapper/dm® i&&HIFIR,

# multipath -11
IR SHERER TR MLE, dm-19 fl dm-16 :

eul.00001ffeb5a%94£f£f8500a0980000af4444 dm-19 NVME, NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |— #:#:4#:# nvmeOnl9 259:19 active ready running
| "= #:#:4#:4 nvmelnl9 259:115 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4 nvme2nl9 259:51 active ready running
- #:f:#:# nvme3nl9 259:83 active ready running
eui.00001£fd25a94fef000a0980000afd4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:%#:# nvmeOnl6 259:16 active ready running
| "= #:#:4:# nvmelnle 259:112 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl6 259:48 active ready running
- #:#:#:#4 nvme3nle 259:80 active ready running

2. EPX RS /devimapper/eui-' & RIER—NXHE RS,

BIRX M RAN G EZRFMEN XA REMR. RFIERTIACIE exts XHRG

# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done
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3. BIBE— XX HRLIEHIRIZE

# mkdir /mnt/ext4d
4. FEHIRE,

# mount /dev/mapper/eui.00001£ffe5a94££f8500a0980000af4444 /mnt/extd

7£ E %% Linux RHEL 8. RHEL 9. RHEL 10. SLES 15 #0
SLES 16 HAIEXHZRS: (NVMe over FC)

3fF RHEL 8. RHEL 9. RHEL 10. SLES 15 #1 SLES 16, EZEZEFEAM nvme I§F L
B R AEHIET ZX GRS

T
1. B{Tmultipath -lldp < LIIREINVMeI& &5,

# multipath -11

e SRR A B FEHREERIRE /dev/disk/by-id/nvme-eui. [uuid#] B, LUTRHIA
/dev/disc/by-id/nvme-eui.000082dd5c05d39300a0980000a52225,

eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe,NetApp E-
Series, 08520000

size=4194304 features='n/a' hwhandler='ANA' wp=rw

| -+- policy='n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live

|-+- policy='n/a' prio=10 status=non-optimized

| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live

"—4+- policy='n/a' prio=10 status=non-optimized

"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. FRMUEBES X EAMENVMeIRE IR H RS /dev/disk/by-id/nvme-eui. [1d#]o

BIRX M RAN G EZRFMENXXHREMR. RFIERTIACIRZ extd XI+HRSE.

17



# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. BIBE— T LIEHFIRE
# mkdir /mnt/ext4
4. HEHIE.

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

EEZ%- Linux (EFFCHINVMe)FIEIE A _EHITZ6EIA10]
EEASASEZA, EEEMITNEETISIEE AGESaFHIGERE,

FaZ Al
BIRIEEREUTHMH:

* B EIE R EE], ERXHRFHITHEIU .

p

1 EZENLE, B—IHEIXEERI BBV R
2. B EHEIRIAHEE FREMXHE,

3. 1517 diff Ss SR ERM X5 RIEX A #HI1THE R,

FehlfE
AR BR 2 1 BY SCAF RIS 3R o

EEA5!- LinuxH 12 REFFCHINVMefil &
o] LR FFTENLLTAmEBY PDF , AAEFERUTLERICEE T IEHEEN NVMe 748
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REERE. BRITERERES, BFELER.

HiEfhTh
EEERIMR, — P RS ENEREETIEES,

Direct Connect Topology

Host 1 Host 2 Host 3 Host 4
HP1 HP2 HP1 HP2 HP1 HP2 HP1 HP2
N =

Controller A Controller B

* A1 HBA IO 1 MiTHIEE A ENIRO 1
* M1 HBAIHO 2 FizHIeE B MmO 1
* FH1 2 HBA IO 1 FIIEHIZS A KO 2
* M 2 HBAI®HO 2 FMizHI2E B MmO 2
* FH1 3HBA KO 1 FIIEHIZE A EHIHO 3
* 41 3 HBAIHO 2 MiEHIEE B ENIHO 3
* FH 4 HBA IO 1 FIIEHIZE A KO 4
* 414 HBA IO 2 Fi=HIEE B ENIHO 4

AN EEFR T
TERMRETRIMD, ERA—TEHE M. BESN "NetApp BIRFHERT A" BRXIIFNIRTATIR,
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Fabric Topology

Host 1
HP1 HP2

Controller A

EHARIART

BEIFERE T EN LREEIERF NQN .

FAim O R
A (BEhiER) 1.

FH (BEiER) 2.

B4 NQN
IDSRIEAEFEGIB BT NON o

FEHIZ AR
EEpEHIZE (B45)

B4 NQN
ERMEFIBOEMERE NON o

EEHEHIEE (B ImOERE
IR A, WO 1

=HIZE B, w1
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Controller B
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B1% NQN
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EEpEHER (B RO
IEHIER A, w2

=HIgE B, w2

IETERRET EHH

()  estrmasETERmElE,

IETEBRET ENH

FHURERGRE

NQN
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