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VMware vCenter Server 1&#& 6.7U2
VMware vSphere ESXi [ EIEEF 6.7U2
iERTF ESXi B9 NetApp VAAI 1.1.2
NetApp VSC 9.6

FlexPod RiZE#HZ{E R

tESZ R EEIR T EMRFIRHITHL,
HE SR T BERIEFL

Cisco Nexus
31108PCV A
Cisca Mexus
J1108PCV B
(S @ = zecere, : '
Cisen UCS - \Eégs& ; : lIllIllIIll.._ s
c220M5 A o — el .
o ) _ﬂw - |
(. vﬂ' g ‘ e AR
Cisea UCS L | (.Il.!'.ll (Fasaasass)
C220M5 B s ;| uletinbodatatnzi
= i 5 W.,‘,.-- Gl

T

Nethpp Netdpp
AFFCLI0A AFF C150B

TEFRYIE T Cisco Nexus X4 31108PC-V-A B9 E 2
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I E it O

Cisco Nexus 3] Eth1/1
31108PC-V A

eth1/2

Eth1/3

Eth1/4

eth1/5

eth1/6.

eth1/25

eth1/26.

eth1/33

eth1/34

AR
NetApp AFF C190 7Zfiis
2 A

NetApp AFF C190 7#fi##z
#l2% B

Cisco UCS C220 C &5/
TITARSS 3R A

Cisco UCS C220 C &%
Jhi7ARSS 28 B

Cisco UCS C220 C &%
ThITARSSER A

Cisco UCS C220 C &%
ThiARSSEE B

Cisco Nexus 3324
31108PC-V B

Cisco Nexus 324/l
31108PC-V B

NetApp AFF C190 77fi#iE
H28 A

Cisco UCS C220 C #%!
JRITRARSS 28 A

IEFRFIH T Cisco Nexus 3X#i4] 31108PC-V- B 94 (E 2

AR

elc

elc

MLOMO

MLOMO

MLOM1

MLOM1

eth1/25

eth1/26.

oM

()

CIMC (FEX135/1/25)
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I E 23t iR E oz o

Cisco Nexus 3, Eth1/1 NetApp AFF C190 77fifiz e0d
31108PC-V B Hl2s A

eth1/2 NetApp AFF C190 7#fi#z e0Od
28 B

Eth1/3 Cisco UCS C220 C &% MLOM2
THITARSS 28 A

Eth1/4 Cisco UCS C220 C &% MLOM2
JH17 ARSS 28 B

eth1/5 Cisco UCS C220 C &% MLOM3
THITARSS 28 A

eth1/6. Cisco UCS C220 C &%| MLOM3
JHITARS52E B

eth1/25 Cisco Nexus 3ZiE#] eth1/25
31108 A

eth1/26. Cisco Nexus 3Z#E#]] eth1/26.
31108 A

eth1/33 NetApp AFF C190 7Zfi#ix eOM
Hl2s B

eth1/34 Cisco UCS C220 C &% CIMC (FEX135/1/26)
JHITARS52E B

TRYIHT NetApp AFF C190 7215428 A & IE R

G A O IR E by =y |
NetApp AFF C190 7Zfi&#x e0la NetApp AFF C190 72fi&#% ela
HlEs A %128 B
e0Ob NetApp AFF C190 7zfigfz eOb
2% B
elc Cisco Nexus 34| Eth1/1
31108PC-V A
e0d Cisco Nexus 3324/ Eth1/1
31108PC-V B
eOM Cisco Nexus ZZHa#] eth1/33
31108PC-V A

TERFIE T NetApp AFF C190 77fiEi=Hl28 B NMEIER
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I E 23t iR E oz o

NetApp AFF C190 7fig#s eOla NetApp AFF C190 7z eOla
25 B %188 A
e0b NetApp AFF C190 77fi&i% eOb
Hl28 A
elc Cisco Nexus 3ZHa#] eth1/2
31108PC-V A
e0d Cisco Nexus 34 eth1/2
31108PC-V B
eOM Cisco Nexus 34| eth1/33
31108PC-V B
BT FE
T SUN

XA FHANB TN ETEIR, = A% FlexPod Express £4t. N7 REXH
R, T8N TBHEENAGIR LAY A SEE BAIIN, 1THI28 A FMEHIZE B AR50
NHEFEER T NetApp IFEITHIZE. A A FI3IEM] B ATIR%)—3 Cisco Nexus 38
iAo

tesh, AHEENBEEZ D Cisco UCS ENMP R, XEFHURIRFIRIRNRSEA, RSB Fo
ERETENESZBPESSENFRAXNES, BEMSEWHET  <<text>>' o BEBMLLT vlan

create s Rfl:

Controller0l1> network port vlan create —-node <<var nodeA>> -vlan-name
<<var_ vlan-name>>

, IPHIAFIEEER (VLAN) 755, TRNETEREFRFRR VLAN , SNA4SEA, IRAIRIBR EIER

BEAXY, ErRILSEREE FlexPod REFF IR, FEltdiEF, EFRBEBEISIIRIEANETFATHANGRAE
TEES, HATEBXHEEESE.

@ NREARIMFRNHEINEIE VLAN , MATFEENZECIRE 3 RRE. TEIIEIES, (£A
T—TBERABIE VLAN .

VLAN name VLAN Ai& VLAN ID

E1E VLAN FATFEEZOMN VLAN 3437 vSwitch0
NFS VLAN FF NFS SmEZ8) VLAN 3438 vSwitchO
VMware vMotion VLAN FEEN, (VM) M— 3441 vSwitchO

aYEIVBSES—a
YREENIMIEER VLAN

15



VLAN name VLAN Fi& VLAN ID

VM 2 VLAN BT VM AR RERN 3442 vSwitchO
VLAN

iSCSI-A-VLAN MRLEH) A AT iSCSl 3439 iScsiBootvSwitch
m=R VLAN

iSCSI-B-VLAN MNL&LEYS B T iSCSI 3440 iScsiBootvSwitch
=R VLAN

R4 VLAN BRI CEIM DAY 2.
VLAN

EE 1 FlexPod Express EEEIFZREEE VLAN FS. XL VLAN 79 ° <<var_xxxx_vlan>>" , HMF xxxx
& VLAN B9A& (5130 iSCSI-A) ©

TEULIDIER BRI T P vSwitch o
TERFIE T ##RTTZ vSwitch o

vSwitch Z#F JEThERD2s % MTU 1T

vSwitchO vmnic2 , vmnic4  ERIAME (120) 9000 HF IP BEMNKRE

iScsiBootvSwitch vmnic3 , vmnic5 2R0E (120) 9000 HFEEIMED ID
pfizg==

RHTEW IPKREHEZFEFRAEEHS (BXAR) IwOEER SRC/DST-IP EtherChannel

@ NEEYEBERENHITIEREE, NRETFRIEVEERLMSBUEZEISERYT, FERXF
Cisco A L xEx E1THERIE Oz —, UEEXIROEEIREHITHIEHRRITME S ESXi
B2 vmkernel IR OREE,

TRIE T ELIEN VMware VM ,

VM [a]@ifaiR FAA
VMware vCenter Server FlexPod-VCSA
Virtual Storage Console FlexPod-VSC

EFZ Cisco Nexus 31108PC-V

RTIFMITERT FlexPod Express IFEA{ERIRY Cisco Nexus 331108PC-V XA AL E,

Cisco Nexus 31108PC-V 3BTRS E

UTEENB T a{AIECE Cisco Nexus AN LATEE AL FlexPod Express M5 {ER,

@ IRED BIRESERBIRZETT NX-0S BfFhr4< 7.0 (3) i7 (6) BY Cisco Nexus
31108PC-V o

1. BRBohHEER A EI 8B O/G, Cisco NX-OS 8BS BrhEsl. WA E AR RIS E,
BGOSR B FR, mgmt0 IZFOREMN LS Shell (SSH) K&,
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2. FlexPod HRIEE filﬂfﬁ_JlJ\l_l_yﬂlﬁTLﬁﬁﬂﬁo 31108PC-V 3Z#A LAY mgmt0 EORTLUEEZEIMEE
B, WA URASWNESEREEE 31108PC-V A mgmt0 £, B2, IHERAERTINIEIRS
18], %0 SSH &,

@ EAEFEIERET, FlexPod Express Cisco Nexus 31108PC-V A EZ R I A BIEM LR,

3. EfcE Cisco Nexus 31108PC-V i/, BRI HAILRFER LA HITIRG, WIAFIR, WX
M EIENHETIRIRE, FRENEZRARIERES.

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration wvalues.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [yl: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: vy
Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)

[strict]: <enter>

4. AN : lu\:l_J'E I@E%;[ﬁg, %r)b%lﬁ”ﬂ:@.{EDgg—JE 'fj—éﬁ$ﬂo ﬂﬂ%ﬁﬂ%ﬂfﬁﬁ, 1EEHU)\D0
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Would you like to edit the configuration? (y
es/no) [n]: n

S RfE, RAASWNEERECALEEHREE. IRE, FHEA vo
Use this configuration and save it? (yes/no) [y]: Enter

6. XF Cisco Nexus X#iH] B EE IHIgES B

BRE%&IEE

BIRHEMAIE IR, #7E Cisco NX-OS g BHELLESKINEE, ETE Cisco Nexus 3] A FIZZHEA B
BRMENINEE, EFEA®S (configt) HNEBERRHIETUTHS:

feature interface-vlan
feature lacp
feature vpc

ARG @IS A B T EIa A AR 1P A B4R IP SR E iR @ E P& MO Z B H

@ FHEIFE, FRYIR IP A BT IP itz 5b, ERILIARHEE A REE SR, NiEiRCE
BRIR TR ZBEILMEBIFR DM, HTFEFRER, NetApp s@ZUEBFRM BT TCP xR
MEPEREIEF.

FEREER (configt) T, MIALUITE<, 7E Cisco Nexus 3#E#] A FIZMA B LG E 2Bk @E R HF
HEcE:

port-channel load-balance src-dst ip-l4port

FCEE2 R L

Cisco Nexus FaEA—MFTBIRIPIIEE, FMAMMRIE MRKEFBBITERMNEZE, WRNHFRIEGBITH
I PR S H I R R S R R R E. RIBFANARE, AILUROETEMRETZ—, SENKEA
SR

NetApp ZIUKEMIFRIE, UERRINMER FRAFAROHAAMSKEG O, HRERFNEEEREEEMEN
WECE, It EXZER&EERNEERR, FIMRITRABASEOSRERMITRIENEESE. L, £
BIRFRIE R ZMARK IV EER S, KRR LUERARR AR RS RGBSRV BIATZE 1o

ANARSS 2R, FAEM LITHERR SIS, IREYIKIEEMNAVRTS, THREENAIFMFRIENER T, £
XERT, ErRIaeREERIRAREA getin QA TEEIRTS.

RINMERT, FAS—ERFRP, EUSiE0 LERMGNNEIESTT (BPDU) RiF. A TR HIIF
B, SIRFELRO EBRIRES— KR8 BPDU , MIThEER < FtbinC,

BRI (configt) T, BITUATEs< UECE Cisco Nexus 3Z##] A FIZZHA B _ERYERIAE BAHEI, €
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ERIALG 22U BPDU fR3P:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3

E X VLAN

EFEEEEEARRE VLAN ENHEOZE, BIAIEREN EENEE 2 2 VLAN . b5, |IFXT VLAN #HiTmA,
LUENE SR 1 TEFEHERR

EFEEERIC (configt) T, BITUTHSREX IR Cisco Nexus 3Z#iH] A F1ZZ#iA] B _ERISE 2 E VLAN

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name 1SCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

& iha BRI OREA
57% 2 | VLAN DEERM—1F, AFEZROIRERPAE B TEREMKIEHR.
ES M HINBEERIU (configt) #, 79 FlexPod RERARECE RN LA iR HA:

Cisco Nexus 34| A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

Cisco Nexus 3Zi##/] B

20

int ethl/1

CIMC

description AFF C190-A e0d

int ethl/2

description AFF C190-B e0d

int ethl/3

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

description UCS-Server-A: MLOM port 2 vSwitchO

int ethl/4

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A: MLOM port 3 iScsiBootvSwitch

UCS-Server-B: MLOM port 3 iScsiBootvSwitch

vPC peer-link 31108PC-V-A 1/25

vPC peer-link 31108PC-V-A 1/26

AFF C190-B e0OM

UCS Server B:

CIMC



feE RSS2 MR E RO

AR EFENEEZROEEXER— VLAN . Eit, BFEEROROEENHRRL. A TIRIE
XEE VLAN , FFERiRORE B LS.

FECERI (configt) T, WAL TS ARSBNEENEEROEEROKE:

Cisco Nexus 34| A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus 34 B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

RITENROBELRBEE

BT BN CEE (vPC) , YIREZEEIFRNTE Cisco Nexus IEH I HERR P] A B/ R AER I B =MEEW
BinEE, $=MREAILEM, RSB[FEMEMMNEIRE. vPC AILURMSE 2 BZRZINE, B
EINHER, ENRZEBAZSMHITREURFTIEARENNETERE, ERILUEIETR.

vPC EBLITRE:
* ATBEMEEERN LRSS ZEERROEE
* JHPRE RN IR LERYIR O
* IRIEEIFREEIAFH
* ERFTE R AN LT R
© ERRIIRERERENREIRERS
* RIEREHREREES
* iR tE R A
EF vPC IREIERIETT, FREMEM Cisco Nexus RIRHLZ E#IT—LEATIRIRE. SIREAENE mgmto AL

B, BEAZEOLEENXRMNE, HEH ping  [switch A/B_mgmt0_IP_addrlvRF management s3 <$I8IEEA]
EEALUERE,

21



FEERN (configt) T, BITUTHLAREIHEE vPC 2/FEE:

Cisco Nexus 3Z##] A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Cisco Nexus 3Z#E4] B
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vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

ILEEMEROBE
NetApp FiEiTHlzs A IFERERBEESIEHIMY ( Link Aggregation Control Protocol , LACP ) S5M£KEILF
of) - TEhiEE. RIFEA LACP , RAESERMMIZERMNHEMBEIZRIEE. HFMEZEN vPC IKER

, Eit, @IXMGE, UEJLXJI—:EEEH FehiEE MFEEEE R ERNYIEREN. MRSz
[EIEREMFRER. B2, FAEN I sERERETE— vPC MiZO4A (ifgrp) o

EREE (conﬂgt) T, XMENTENIBEITUTSS, NEEE NetApp AFF 1BHI28MiR OB E - MEO L
RERBHEOEERE,

1. TE3RH A FIZIA B EIBETTUATar<, NTFEMEEHI2E A RE iR EE
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. ERHA AN B EIBTTIA T8, NFfETHEs B RBREE:

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

FLERRSSSER

Cisco UCS lRZ 2 EE— MmO EIMZO | VIC1457 , ATFEIEREUNER iISCSI B ESXi &1FR S,
XEROEEENRERERT, AJERERZIMEMEINTR, BIFXEEROBES IR L, BIEER
A R EHRFEZRT, ARSSB[HBEERIETT

FEER (configt) T, BITUTE<, NERIESMRSHBHEAOREROIKE,

Cisco Nexus 3Z#i#] A : Cisco UCS Server-A # Cisco UCS Server-B Bt &
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int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus 3Z## B : Cisco UCS Server-A # Cisco UCS Server-B it &

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

FCERRSS 28 @&

TESHRAL A FI3HAL B EiB1TLAT A<, A Server-A ECE iR @& :

int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13

no shut

25



TERHN] A FI3#EA B _EiB1TA <, 79 Server-B ECE xR @S :

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

AR ARSI MTU % 9000 . 852, EAILUREBRARFERN MTU REFRE,
() E%A FlexPod RASERRERFN MTU BIFHES, A2 AN MTUREFEHESSE
MIRERER, BEBFECHXEMIES, NTHIIRRASENEAILEE,

()  BEIFMES Cisco UCS Rk BRI, HIERTIMILAM B LFHINRAS B
NS IET EAm S

BT TR TS AR LRt EE M

RIEAT AR LR ERZEM, o] LUERZM A EMIhEER L1THERRE R FlexPod iR, INREFEEMEM Cisco
Nexus IF1%, NetApp ZiINfEMA vPC @3 _E1T5EERIE FlexPod IF1EHHY Cisco Nexus 31108 3T EIERE At
Z2tgrh, ¥F 10GbE BERIZRMRRS R, LITHERAILLE 10GbE 178, WIRFTE, HITRRAILIE
1GbE ERZeMfRR AR, AIUER ERSIZCNEDIMBIFIER E1THE. vPC . BLEERG, 1BS BT copy
start FE NN LR EFERE.

"F—3: NetAppTZfEifZIRtES B (B135). "
NetApp ZHESBEIRESE (5 1 259)
NTNE NetApp AFF TZESIBiR(ES B,

24 NetApp 7FiEZHI28 AFF C190 &5

NetApp Hardware Universe

NetApp Hardware Universe (HWU ) R 2F 0] AEA4EE ONTAP A ARt T 0BG GAE. ©
IRftT ONTAP I HATZIFHIFTE NetApp FEISENREES. Itih, FRET —MAGREMR,

HIAE L3RR ONTAP WA ST HHEEE ARIRE AR E A

IR "HWU" N RRRFUERRAREIER. REEHSRENRUEEREREE ONTAP B4+ S T EFIFEMRE
B9 NetApp TFfi#ig & 2 BIRFRE M.
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B5E, BREHERELRAN, BREVREFERY.

155128 AFF190 R5IHIRTIRS 4
BN FERFENYIEMNE, B
* BREXK
© MRS
* IREIF O L4

Ttz hl=s

21 NetApp Hardware Universe » 152 A TS5 :

RER AFF FRITHIZRRVIE RS IZH1TIRIE "C190" SXHd,

NetApp ONTAP 9.6

FeET1E&

FEETIREMAZA], BESFaFRFRELIER. EEIFRITM (ONTAP 9.6 Mt igEHEmR) IR

BX

®

TRIBHT ONTAP 9.6 NREMEERES.

EEFFAMER
SEHTRAIP L
BT B A PSR
EHTRAMX
EBTRASH
SEBTIS B IP it
BT R B M
EHTRBRMX
EHTR BB
ONTAP 9.6 URL
EBHEM
ST P it
&8 B Mx

$E8% B PILEIERD
1%

DNS fR532: IP (BRI LIRS )

HERFEERTT RN ERICETIRE,

EEFAEEE

<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>

<var_dns_server_ip
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https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

ERFAMEE ERFMEEE
NTP fRZZ2s IP ((EATLURAZ ) <<var_ntp_server_ip>>

RETRA

BEETRA, BRBEUTIE:

1.

N o o &~ w

10.
1.
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ERIFEAREH SR, BNED Loader-ART, B, MREFHASKLTEMBHEIRF, BE
FILUTHRRZ Ctrl-C R BB &

Starting AUTOBOOT press Ctrl-C to abort..
RTF RGBT,

autoboot

¥ Ctrl-C ENBTIEE,

@ WN5R ONTAP 9.6 A2 ERBMRVIRFIRA, IBHREHITUT T BURERN MG NREBEIRY
hR7SZ ONTAP 9.6 , IFIEIFIAD 8 Ml y UIEM BT R, ARG, BEHITIE 14,

BRI, BEEFEMT .

BNy FATHR.

NERT THIMEKR%ERE eOM o

BNy A BEVEFBE.

EMERMERAN eOM B9 IP 3thiik, RILIEIEFIBIAM X,

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

NFITEE A EIERAFRY URL o

() itk Web IRESSUTATHIT Ping HB1F,
<<var url boot software>>

¥ Enter NP R, ®RTLTHFR.
Wy BHRENREISE NS EFH B IFRERNINAR S,
WAy ERERDT R,



12.
13.
14.
15.

C) LR, RFFIEESX BIOS MEECSERINITEIH AL, NMSHENBE), HATEE
7f Loader-A f2RfFAMSLE. WIRREXLEIRE, RARIESSIIRESBEFRRE.
¥ Ctrl-C #HNBEhHE S,
PRI 4 LUBFRECE H AR LA B R
WAy BHEES, EEREALTENNXHRS.
WA y IR ERFRE IR,
RESHMARMAMEIERBEFE 90 N E KN E A 8ETTR, BAREUATFEZRHMERNHNE

() RsE. MR, FHRAGRERSD. HTHE, SSDIBLRENNEEES,
RIS A A MR B SRS TH A B BE,

ET R AWELEE, FIBEEET = B

fET=B

ZEETR B, BRMUTIE:

1.

© N o o

ERFFERSER QIRO. ENEE Loader-A R, BRE, MREHEAFNTEMBHERF, BT
FILUUTHERE Ctrl-C B BB ah{EIf

Starting AUTOBOOT press Ctrl-C to abort..

. 3% Ctrl-C #HN\BohsE,

autoboot

HIERREY, $% Ctrl-Co

C) W%SMNWBK%EE@@H#W$K%ﬁﬁ@ﬁuTﬁ%uﬁﬁ%%ﬁoW%EEﬂ%
hivZs2 ONTAP 9.6 , JEIEIFIA 8 #l y UEHBohTim. ARG, SEHTSE 14,

BRERRY, BEEFER 7.A

BNy UITHR.

HEATF THMIMLEIROERE eOM o

BNy MBEVEFBE.

TEMER I BN eOM BY IP Mok, PILRIBEDFIBRIARI R,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

- BNEITEE ARECEIEARY URL 6
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() itk Web IRESSUTATHIT Ping HB1F,
<<var url boot software>>

10. #% Enter AP &, XRIATHFRo
M. N y BHRENREISE NS EFHBIFRERNENAR S,
12. g\ y EFB T =,
@ REMNEGEY, RAETTRES BIOS FliEE s FHITEHHSR, MMSHEHBEN, HATEE
7T Loader-A IR AMELE, MR AEXLEIRE, RARRESSIHIRIELBEFIRE
13. 1% Ctrl-C #NEEhRE,
14. EFRIERIN 4 LUBPRECE H VBT EHER
15. I\ y BHEES, EEREHRENNXHRS,
16. BN\ vy B EBIFRE IR,

@ RESHVIRAMEIZTEFE 90 D E K a1 A ge5em, BEBURTFNEEHENNE
KB, MakTEE, FRARKENRRBL). HEE, SSD #AKENIEEDES,

PJERITT R ABCEMEHFIE

MEZRIFREIZFIEA (TRA) ERaRONEReROEFF, BITHRIREMA. BRETRLEH
ONTAP 9.6 BY, RFERUEREIZS,

7 ONTAP 9.6 Ff, TWRMEFSEIREL RIREE N, T, £ CERNSHTRESRHTNE
@ — 5=, M NetApp ONTAP R4 EE2S (LLFiFF/9 OnCommand ® System Manager ) BT
FCERE,

1. ZRREREETRA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

- SEIT R BEIEEOR P ik,

@ W IERAGSITRERITERHRE, AXENBUEIFER System Manager 5| S i1& & #
ITERHEE,
. BHIIGRIGE U BEER,

- I\ <<var_clustername>>" {EAEEZT, HABERENS T RBIN ~ <<var_nodeA>>" #l°
<<var_nodeB>>' , MINERATEMBEAANETE, ERTEYVIERBEAERLE, MANERHERITFAIL,

IR ETLUMINEERE, NFS #0iSCSI BITHAEFRTIE,

- R ETR—FUREHER, BHETCEENH, KRS HERBTFETRS MRS, HIEFE/L7HEEl,
- EREWLE,

a. BUH%ERR P #hilSE L

b. fTEREIR IP HEFEEFIN * [var clustermgmt_ip]” , TEMISZIBIEFEEIGN
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[var_clustermgmt_mask]" , 7EMXFEEFEAN ~ [var _clustermgmt_gateway] . ... EFIHOFE
FRREVERR SR LUAETI = A BY eOM

C TRANTREREIPBEZ. TR BHN <<var_nodeA_mgmt_ip>>

d. 7£ DNS E&FEFE§ N * <<var_domain_name>>", 7f DNS Server IP Address FEZHHIN °
<<var_dns_server_ip>>",

() &EsmASA DNS BRSSP bk,
€. 7 Primary NTP Server FEEHHIN 10.63.172.162 6

@ AT LG NE A NTP IRS28, IP#iht 10.63.172.162 from™®

<<var_ntp_server_ip>>" & Nexus Mgmt IP ,

8. REEZRHER.

a. MREIIMERERIEERIAIR AutoSupport , IETERIE URL H3A URL o
b. I NEHER SMTP BB ENH] BB F Bk,

() EAEOREREENSE, AR BRI, EALERERS .
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ AutoSupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

YRSIETEHEECTHN, RHEEEHURERME,

PTFiEEEICE
EEFET RMNEMERG, EUSSEEFMEER.
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RFrEERHUEES

)

ERERTHMEEREEES, BT T

disk zerospares

IREMRE UTA2 in 4%

1.

&84T ucadmin show <, IIEMHN Y ATEIAMLFIREL,

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0d cna target = = online
AFF C190 A Oe cna target - - online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target - - online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target - - online

8 entries were displayed.

2. IFIFEFEANRONHSFIELES N CNA , UNRLEFIRBEETIRENEF. NRARE, BHERUTHS

Eom O MELIRE:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

()  mEar— e, BORRRTHIRS. BEROKN, FETUTHS:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

() meERTHOEE, WSREFEDENHA, LERALER,

EngBEEEEED
LEMYEBEEED (LIF) , BRBUTIE:



1. ETYEIEIE LIF 875,

network interface show —-vserver <<clustername>>

2. EmRENHEELIF,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3 EMRTABEELF,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

EEHEE LIRERMER

EEHEIERE I&E auto-revert S,

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

B BRSSO
ENSIT TR ENRSVIZSRDECES IPv4 ik, FITUTa<:

system service-processor network modify —-node <<var nodeA>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>

system service-processor network modify —node <<var nodeB>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>

-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

() RSRIBS 1P i 5 S EE 1P I FE—F M,

£ ONTAP FZ B iEi =4
EHINEBRFMERIERT, BERERENPEITUTH<S:
1. I AR SRR,
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storage failover show

(D *[var_nodeA] #° [var_nodeB] ZBHLMEEBHITIRE . WRTHRUUPRITIEE, FEESE
35

2. ERM T RZ—EERAHERES,

storage failover modify -node <<var nodeA>> -enabled true

(D)  EEALERERERBE, XSS T TR,
3. I AR HA RS

() HSBRERTFAERIULTANER
cluster ha show

4 MREETSIAMY, BRESE 6, IREETSTAN, NELAHGSHEETUTHEE:

High Availability Configured: true

O XA T REEEF R A HA T,

(D BINEEBIULTANERETEAS, ENTLSRMERE LN,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. WIFRR B IEWACEEMHE), HiREFREEIE P i,

storage failover hwassist show

(D HE REFERIRS: IR RREF—NMEHIZE R NEEC X HIZEUE] hwassist fRIFERD
ik, R KREERGHE, BITUT < UECEREMHHE.
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

7 ONTAP A ZE A M MTU |51
E6l32 MTU 5 9000 FEURT #819, BT TS

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

MERGAT B PR &SRR O

10GbE ##Eim O F iSCSI/NFS =2, XLimON MEIAEFMIPR, REBmO eOe 1 e0f , W MERIAFH

ABRo

BN B R RMERRO, BT TS
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

2 A UTA2 in 0 LAY REES!

NetApp RfESREE, TEERZIIMNBIRENAE UTA2 iIsO LRBARERTH . ZERARERS, BETUTHh<
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£

IR IR CAAFTER N EE S IARRE O R —1 3 LACP B3, HIRERIEAIEESE 5.1 THED

R

net port modify -node <<var nodeA>> -port elc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAP AFEZEE4H LACP

MHHITECE,

EEREBRETNL, TRUTIRE!
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

7Z ONTAP HEE B RN

=¥ ONTAP WK AEEENFEHRESEM (MTUBEN 9, 000 FT) , 1BMEEE Shell BT T2

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {y|n}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

7 ONTAP A 4l# VLAN
E7F ONTAP FEli VLAN , MU THE:

1. BlZ NFS VLAN im O FHIE E AR E $dEr #13,

network port vlan create —-node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name ala-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Bl iSCSI VLAN im OFH R ERMEIEE #5,
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. 83 MGMT-VLAN %0,

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

£ ONTAP HEIZHIERS

£ ONTAP REIREH, KEIB—ESRENRE. BELIBHEMRS, BHERGRIT, BIRRAGHNTRK
HE S EN.

BOERS, BIETUTHS

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

@ FEETEDRE—NEE (EREANEE) FHERESE, REWER, STMHEERENK
NEDF—NERME,

() ME AT ERMERBIOMEIAE SRR,

@ EHEBETRZH, TEIERS. BT aggr show P UBTRECERS. &
aggr1_nodeA BX#Z R, BEMAEIE(E,
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7E£ ONTAP AERERX
ERENERSHISEEE FNKX, BT TeS:

timezone <<var timezone>>

(D BN, EXEARE, BIXF America/lNew_York o FHERANNXEZfG, 1% Tab BEBRIAIE
o

7£ ONTAP HECE SNMP
EFCE SNMP , B TSE:
1. BidE SNMP BEXEE, FIIUBEMER A, #1968, EEHE SNMP HE/RA sysLocation

sysContact T=,

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. BEE SNMP FER AR IXFIRIZ T

snmp traphost add <<var snmp server fgdn>>

7£ ONTAP HfidE SNMPv1

EECE SNMPv1 , BIREZNHXHHEN BN SEL,

snmp community add ro <<var snmp community>>

@ JBIEIRfEMA snmp community delete all #3%. MRMXFIIHEATFHMEIT M, NWikds
LEREMFR.

7£ ONTAP i E SNMPv3

SNMPV3 EXREEXHERERFPHITHHIIE. BEE SNMPV3 , BT TSR

1. 81T security snmpusers B UBESIZEID,

2. B3EEZ N snmpv3user AR,
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security login create -username snmpv3user -authmethod usm -application

snmp

3. BINELSEARISIZE ID , ASSiEHE MD5 {EASHBIRIENIN.
4. HIMRTES, WASHEIENYHNSRNMER/\DNFRNED.
5. 1%&+% DES 1EARRM NI,

6. HIURTET, WARMDNAIRNMNEN/ \DFRNEE.

7£ ONTAP FfZE AutoSupport HTTPS

NetApp AutoSupport TE&@T HTTPS [ NetApp KX HFHEEE B, EACE AutoSupport , IHBTTU TS

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Bl Storage Virtual Machine

E 0 EREEH Storage Virtual Machine (SVM) , BRI TS E:

== AL AL
1-JZST‘Tvserver create IO

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. BEIRRAAME NetApp VSC B infra-sVM B&FIRF,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB
3. M SVM HBRARAEERREFENN, AR NFS #iSCSI .

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp
4. 7£ infra-sVM SVM B BFHIETT NFS thilo

nfs create -vserver Infra-SVM -udp disabled
5. ¥TFF NetApp NFS VAAI fliffH svM vStorage B8, ARG, WIIREEEE NFS,
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vserver nfs modify -vserver Infra-SVM -vstorage enabled

vserver nfs show

() aE®efTH, S8 vserver NAE, EH SVM IUFIHR Vserver o

7Z ONTAP ARfigE NFSv3

TRIIE T et i EFRRIER.

BFAER FAERE
ESXi F#1 ANFS IP it <<var_esxi_HostA_NFS_IP>>
ESXi 41 B NFS IP it <<var_esxi_HostB_NFS_|P>>

£7f SVM LECE NFS , IRIEITUU TS

1. EERIANSHERBEHREA ESXi ENEIE—FN,

2. AESIENE ESXi ENAE—IHN. ENFENBEECHMUES, F— ESXi ENAVMNZES]H 1
, BTN ESXi ENBIAMMZES| A 2, ARk,

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. BT HRER D ECLa BMZRM SVM 1R%E

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D INREEFEIRE vSphere [FRETFHREL, N NetApp VSC = HIMER HERER, MRR
RIENMARSSEE, MATERIMEM Cisco UCS C RIARSS 2387 6172 S L ZRBEFN

7 ONTAP A {72 iSCSI fRS
B SVM L8132 iSCSI RS, BHEITU T, i< IE=Ba)iSCSI fREH A SVM 1&E iSCSI IQN , I8IE

ESBEAE iSCSI,

iscsi create -vserver Infra-SVM

iscsi show
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7E ONTAP H18i2 SVM 1REMIAHHZIHKR
E1E ONTAP F15 SVM IREQIZAHHZIRG, BMUATIE:

1. EE TR LE—NEFREMEN SVM RENHHAZHEK.

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate

aggrl nodeB -size 1GB —-type DP

2. gIEMEA TR, LUES 15 DHEH—RIREHREXR.

job schedule interval create -name 15min -minutes 15

3. BIEREX R

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. MBUREXAH BT RS EIE,

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

£ ONTAP HIgE HTTPS ifia)
B E N FMEIEHIZENZ2IHR, B TS E:
1. RS A P EH <SR RE S,

set -privilege diag
Do you want to continue? {yln}: vy

2. B%, EBEERIEH. BITUTH<UEIEESR:

security certificate show

3. }FFIRHNEN SVM , IEBARRBNS SVM 89 DNS FQDN ILEd, PUNERIAIEBREMIER, HEimANBEE
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RIEBIEBMAN IR HRIIEF,

@ RIFECIEIE B Z PR ELEAENIER, BT security certificate delete n< bR
BEHARIER. LTSRS, £/ Tab completion EEFEHMIFREF N ERINES,

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. BERALZEBSRIED, BE—XRMETUT®S, A infra-sVM F1&EEf SVM A RARS 2EH. B, &
f£F8 Tab completion FEBHTERIXLERE <,

security certificate create [TAR]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BIRENUA TS BHhFAESEME, 151517 security certificate show &<

6. /A * — server-enabled true” #1 * — client-enabled false” &£ EANINISIZMNENER,. B, 5EH Tab
e,

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. BRBHEE SSL 1 HTTPS iAia) &2 A HTTP hial.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y

system services firewall policy delete -policy mgmt -service http

-vserver <<var_ clustername>>

() ErRensEEaRE—FHINE, HHILEERER.

8. BIREIEEANREFIHEIZIZE, LUE SVM 5]t Web £,

45



set —-privilege admin

vserver services web modify —name spi -vserver * -enabled true

7£ ONTAP A8/ NetApp FlexVol &

Eol32 NetApp FlexVol ® &, IBRIANERR, KNREMENRES, BIEM VMware #UEFMEESEFM— R
=R =TI

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path
/infra_datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

7 ONTAP A 6l# LUN

EOIEBBWNEE) LUN , BT U Tas:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware -space-reserve disabled

() /mEsMY Cisco UCS C RIIRSEY, BAAIREIIMIRET LUN .

7£ ONTAP A6l iSCSI LIF

TRIIE T et EFRRIE R,

HAER FEEE

77&Ti = AiSCSI LIFO1A
176 TI 52 AiSCSI LIFO1A PI&E S
FfETI s AiSCSI LIFO1B
77fET = AiSCSI LIFO1B 483
fZf#T5 52 BiSCSI LIFO1A
7Z7fiET = B iSCSI LIFO1A P18

46

<<var_nodeA iscsi_lif01a_ip>>
<<var_nodeA iscsi_lif01a_mask>>
<<var_nodeA _iscsi_lif01b_ip>>
<<var_nodeA iscsi_lif01b_mask>>
<<var_nodeB iscsi_lif01a_ip>>

<<var_nodeB_.iscsi_lif01a_mask>>



FAER FHEEE
7Ff#T3 52 B iSCSI LIFO1B <<var_nodeB_iscsi_lif01b_ip>>
F0ET 5 B iSCSI LIFO1B M£Z#Hg <<var_nodeB_iscsi_lif01b_mask>>

B3P iISCSILIF , 1M TEFED,

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B i1d>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up —-failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface show

7 ONTAP Al NFS LIF

TRIIE T et EFRRRIER.

HHER

FET S ANFS LIF 01 1P
7ZET = ANFS LIF 01 PS8
BT = BNFSLIF021IP
7ZET = B NFS LIF 02 P£E 8

Bl NFS LIF ,

FHREEE
<<var_nodeA nfs_lif 01 ip>>
<<var_nodeA_nfs_lif 01_mask>>
<<var_nodeB_nfs_lif 02_ip>>

<<var_nodeB_nfs_lif 02_mask>>
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

AINERLZEM SVM B2 A

TRIIETAHM SVM EERFENES.

BFHERS BFAESE

Vsmgmt IP <<var_svm_mgmt_ip>>
Vsmgmt W& <<var_svm_mgmt_mask>>
Vsmgmt BRIARI X <<var_svm_mgmt_gateway>>

EREAZE SVM EIESHM SVM BIEFEZEOANNE EENE, Bl U T E:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none —-home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

() ibey SVM BIR 1P STRESEREE P (i FE—F M,

2. pIE—EUARRE, LUE SVM BEIRfEOREBIFISMPIF IR,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. 5 SVM vsadmin AP & ERBHAERBIELLEF
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

“ETFR: ZFZECisco UCS CRIINZEX RS R, "

ZB<E Cisco UCS C RYINZER RS 2R

ATIFEMNE T RTFECE Cisco UCS C RTIRIINIZRARSS 28 LATE FlexPod RIFACE 1
FRBREDE,

3t CIMC H11T#]% Cisco UCS C R RS ERIGE
FERR LTS ELUIEIRE Cisco UCS C RFIIIIARSS 28K CIMC M,
TRFIETHEA Cisco UCS C RIPRIZARSSBWECE CIMC FREHIER.

FHER FHESE

CIMC IP 3ttt <<CMC_IP>>
CIMC FM#&h3 \<<CIMC M5
CIMC BRIARI% <<CIMC % >>

(D) IEREM CIMC #RZA% CIMC 4.0.4 (4) .

FREMRSS 23

1. 3% Cisco 22, MSAMEMT (KVM) #ias (FARSS (R EEFIRSHBIEEN KVM im0, K VGA R
Tasil USB SEEENENAEY KVM Hiiesin O,

FIFARSS BEHEIR, ERFRTERAN CIMC BB F8 .
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TIlir
CISCO

Copyright (c

4114 C
1y = 64

d. Switching to AHCI mode.

Entering CIMC Configuration Utility ...

2. 7£ CIMC EcESLFiZFH, RETEDL:

a. MZEO+E ( Network Interface Card , NIC) #&=:
R X

b. 1P (B7)
IPv4 : * X
BEEDHCP: [T
CIMCIP: “[CIMCIPT
B | FM: ° <<CIMC _netmask>>"
M3x: *[CIMC W%

C. VLAN (B4 : REBMIKESLUEA VLAN fRic.
NIC JisR

. X
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n Utili

3. ¥ F1 I EEHMIEE:!

a. BRREM:
F#R: * <<ESXi_host_name>>"
EIADNS : [T
BN E: R’RIFERIRES.

b. BINAF (Bx)
ZAZR:  <<admin_password>>"
EFMAZERE: - <<admin_password>>"
imOEM: FERRIME

im OB EXE . REEERRS.

4. % F10 77 CIMC #Z0OEE,
3. 1%@@6%)%7 ?ﬁ Esc iEH:Ilo
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ECE Cisco UCS C AR%IARS328 iSCSI J25)

T2tk FlexPod RIFECEH, VIC1457 FBF iSCSI B5f.

FRIIH T B ISCS| BRFRBIIEL,
()  #ERFET ESX TNR—HTE,

HHER

ESXi EHEhIERF A B
ESXi E#1iSCSI-AIP

ESXi FA iSCSI-A MLEH#ES
ESXi A1 iSCSI 2ERIAMX
ESXi EHEhIERF B &R
ESXi E#/1iSCSI-B IP

ESXi A iSCSI-B ML
ESXi E#1iSCSI-B f%

IP 331k iscsi_lif01a

IP 33tk iscsi_lif02a

IP #thdik iscsi_lif01b

IP 31k iscsi_lif02b
infra_sVM IQN

BERFEE
BRERMINFEE, R TIE:

FHRERE

<<var_UCS initiator name_A>>
<<var_esxi_host_iscsiA_|P>>
<<var_esxi_host_iscsiA_mask>>
<<var_esxi_host_iscsiA_gateway>>
<<var_UCS_initiator_name_B>>
<<var_esxi_host_iscsiB_ip>>
<<var_esxi_host_iscsiB_mask>>
<<var_esxi_host_iscsiB_gateway>>
<<var_iscsi_lif01a>>
<<var_iscsi_lif02a>>
<<var_iscsi_lif01b>>
<<var_iscsi_lif02b>>

<<var_svm_IQN>>

1. 72 CIMC RERWBEOF, BE Compute ET-RFEE BIOS -

2. 8 Configure Boot Order , ZA/S8& OK,

52



— st
-)- Cisco

Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings

Configure BIOS Configure Boot Order Configure BIOS Profile

BIOS Properties

Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||

Actual Boot Mode  Uefi
Configured Boot Mode
Last Configured Boot Order Source  BIOS

Configured One time boot device

Save Changes

w Configured Boot Devices
Basic

» 0 Advanced

3. B "Add Boot Device" FHYI& & H % EI "Advanced
a. AINEEPATER:
B KVM-CD-DVD
FHE: KVM BUETEY DVD
RE: BEA
[ 2
b. 70 iSCSI B5h:
B iscsi-A
RE: BB

. 2

(

=)

PID Catalog

Restore Defaults

Actual Boot Devices
UEFI: Built-in EFI Shell {NonPglicyTarget)
UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTarget)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

"R, BEUTRE:
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i&iE: MLOM
] I
C. B8 Add iSCSI Boot :
&#: isCsI-B
RS BEEH
IR 3
{EfE: MLOM
wmO: 3
4. BEHERMLEE.
S. BEREEN, ARBEXA,

Configure Boot Crder

Configured Boot Level:  Advanced

Basic Adhvanced

Add Local HOD
Add PXE Boot
Add SAN Boot Name

Enable/Disable Modify

Ky M-MAPPED-DWD

ISCELA

|
Add Virtual Media
| iSCElLE

Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

6. EfREnIARSS B LUERHRNBIRFB5h.

/A RAID iTHI28 (WNR7FTE)

Add Boot Device Advanced Boot Order Configuration

Delete

Type
WAEDLA,
15CS!
I1SC5I

Re-Apply

Order

Selected 1 / Totala  £F «

Move Up Move Down
State
Enabled
Enabled
Enabled
Reset Values Close

9N C RFIRSS[BE S RAID 124128, BTAMIU TSR, M SAN BHIEREFFEE RAID 1ZHI25, EHEILIMAR

533 PIEMIER RAID 1228,

—_

. 3%&#% Configure BIOS
. A TRDhE| PCle #&1E: HBA &I ROM .

AW DN
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- IRERFZALE, BFHIREN disabled -

. 7£ Compute IEIE T, 2& CIMC EMISAME R BIOS



BlIOS Femaote Management Troubleshaoting Power Palicies PID Catalog

[lie} Server Management Security Processor Memory FPoweriPerformance
Mote: Defaultvalues are shown in bold

Reboot Host Immediately:

Intel VT for directed 10: | Enabled k4 Legacy USB Support: | Enabled
Intel ¥TD ATS support: | Enabled - Intel VTD coherency support: | Disabled
LOM Port 1 OptionRom: | Enahled v All Onboard LOM Ports: | Enabled
Pcie Slot 1 OptionRom: | Disabled v LOM Port 2 OptionRem: | Enabled
MLOM OptionRom: | Enabled v Pcie Slot 2 OptionRom: | Disabled
Front NVME 1 OptionRom: | Enabled - MRAID OptionRem: | Enabled
MRAID Link Speed: | Auto L 4 Front NVME 2 OptionRom: | Enabled
PCle Slot 1 Link Speed: | Auto 4 MLOM Link Speed: | Auto
Front NVME 1 Link Speed: | Auto v PCle Slot ? Link Speed: | Auto
YGA Priority: | Onboard r Front NVME 2 Link Speed: | Auto
P-SATA OptionROM: | LS| 5w RAID v M.2 SATA OptionROM: | AHCI
USB Port Rear: | Enabled v USD Port Front: | Enabled
USB Port Internal: | Enabled - USB Port KVM: | Enabled
IPW6 PXE Support: | Disabled L 4 USB Port:M.2 Storage: | Enabled

79 iSCSI BB E Cisco VIC1457

UTEESEEATFATF iSCSI B5hH Cisco VIC 1457 o

C) AERAwROO0, 1, 2 3 ZEMBRIANKROEE, AR EECE NN R2MMEO, NRwA
BEARXHA, W VIC 1457 NERFHENHRL. STRMTHZELE CIMC EEBRIROEE:

1. ENLEETTE T, BEHE&ER2sF MLOM .

2. EEMEIET, BUHERIRO@EE,

3. REERHEFHETN CIMC »



Al Gisco Integrated Management Controller

cisco

/... [ Adapter Card MLOM / General

S I y ——
Chassis General External Ethernet Interfaces vNICs vHBAs
Con‘ipufe Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties
PCl-Slot: A ISCSI Boot Capable: T
Adapter Card MLOM o MLOM oot apable e
Vendor:  Cisco Systems Inc CDN Capable: True
SIDFBQG » Product Name: UCS VIC 1457 usNIC Capable:  True
ProductID:  UCSC-MLOM-C25Q-04 Port Channel Capable:  True
Admin > Serial Number:  FCH223974Q1 Description:
Version ID: V01 Enable FIP Mode: (/]

Enable LLDP: (/]
Enable VNTAG Mode:

Hardware Revision: 4

Cisco IMC Management Enabled: no

Port Channel: |_|
Configuration Pending:  yes
v Firmware
Running Version: 5 0(3c) Bootloader Version:  50(2a)
Backup Version:  5.0(2b) Status:  Fwupdate never issued

Startup Version:  50(3c)

External Ethernet Interfaces

Bl iSCSI vNIC
EHI3E iISCSIVNIC , BRMUTTE:

1. EMEERETR T, $LEHIERCEER MLOM .
2. BTN vNIC BLEIEE VNIC o
3. £ Add VNIC &5, AU TIRE:
° ZFR: ethl
° CDN &#R: iscsi-vNIC-A
° MTU : 9000
> ZR3A VLAN : ° <<var_iscsi_vlan_A>>
° VLAN #23(: rhgk
° Enable PXE boot : check
4. BERM WNIC , REBEEHE,
5. ES I RLUAME =1 vNIC :
° ¥ VNIC 8585 eth3 .
° CDN &#F: iscsi-vNIC-B
° BN * <<var_iscsi_vlan_b>>" £}J VLAN ,
o ¥ EITHERIFOIZERN 3.
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+ General

MName:

CDN: | VIC-SCSI-A |

MTU: | 5000 | (1500 - 9000)

Uplink Port: | 1 v

MAC Address: O Auto

® | Da:ca3c:70:6C:CD |

Class of Service: | 0 | (0-6)
Trust Host CoS: |:|

PCl Order: | 1 C(0-7)

Default VLAN: () None

® | 3439 [’

6. &R AMAY vNIC eth1 o

General External Ethernet Interfaces | vNICs vHBAs
v VNICS » vNIC Properties
eth0
ethi v iSCS| Boot Properties
eth2
» General
eth3
v |nitiator

Name: | ign.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183.110

Subnet Mask: | 28532552550

Gateway: | 172.21.183 1

Primary DNS: |

» Primary Target

» Secondary Target

Unconfigure iSCSI Boot

|
|
|
|
|

0 - 222) chars

57



7. £ "iSCSI BBt " T, MABMEFIFAER:

o ZfR: " <<var_UCS

o |PHilik: " [var_esxi_

A_initiator_name_A>>"

HostA iscsiA_IP]

o FMIERG: " [var_esxi_HostA_iscsiA_mask]

° Pk [var esxi H

ostA_iscsiA_gateway]

v vNICs » VNIC Properties
etho
eth v iSCSI Boot Properties
eth2
» General
eth3
v Initiator
Name: | ign.1992-01.com.cisco:ucsA-01 (0 - 222) chars Initiator Priority: | primary

IP Address: | 172.21.183.110

Subnet Mask: | 2552552550

Gateway: | 172.21.183.1

Secondary DNS:
TCP Timeout: | 15

CHAP Name:

Primary DNS: CHAP Secret:
v Primary Target
Name: | ign 1992-08.com netapp:sn e42faBb2d2: | (0 - 222) chars Boot LUN: | 0

IP Address: | 172.21.183.105

TCPPort 3260

v Secondary Target

CHAP Name:

CHAP Secret:

Name: | ign.1992-08 com.netapp:sn.e42faBb2d2: | (0 - 222) chars BootLUN: | 0

IP Address: | 172.21.183.106

TCPPort 3260

Unconfigure iSCSI Boot

8. WAXBIMFAES:

o ZFR: infra-svm B9 |
° |P address . iSCSI
° BELUN: 0

0. MAZRBEMFAES:

10.
1.
12.
13.

58

o ZFR: infra-svm B9 |
° |P address . iSCSI
° BEILUN: O

QN FS

_lif01a BY IP ik

QN RS

lif02a B9 1P Hiht

CHAP Name:

CHAP Secret:

@ BRI LUBTT vserver iscsi show Bp<FIKEVESE IQN FS,

@ BEHIERE VNIC BY IQN B, B
BRI FENARSS2:8H0 iSCSI vNIC #BusiZ2ME—mYo

B Save Changes

BRERSTEPERTCH LI, BEEFHT IQN

i7%E$E VNIC eth3 , AREEENLUKMIZOZ2 TN iSCSI BohigH.

BEEILIRELUECE eth3 .
MABHEFIFAESE

-

s 8 =

s B8

- 255)
- 49) chars

- 49) chars

- 65535)
- 49) chars

- 49) chars

- 65535)
- 49) chars

- 49) chars



o Z#R: " <<var_UCSA initiator_name_b>>"
o |P ik " [var_esxi_HostB iscsib_ip]
o FMIEED: " [var_esxi_HostB_iscsib_mask]

° fk: " [var_esxi_HostB iscsib_gateway]

A/ / Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs

v vNICs » vNIC Properties
etho
ethi w» iSCSI Boot Properties
eth2
» General
ethd
v Initiator
Name: | ign 1992-01 com cisco'ucsA-02 (0.-222) chars

IP Address: | 172.21.184.110
Subnet Mask: | 255.255 2550
Gateway: | 172211841

Primary DNS:

v Primary Target

Name: | ign.1992-08.com netappisn.e42fabb2d2: | (0 -222) chars
IP Address: | 17221184105

TCP Port 3260

v Secondary Target

Name: | iqn 1992-08 com nstapp'sn e42fabb2d2: | (0 -222) chars
IP Address: | 172.21.184.106

TCP Port 3260

14. WA BMFAES:
° Z¥R: infra-svm B9 IQN &5
° |IP address : iSCSI_lif01b B9 IP it
°BEILUN: 0

15 MAZRBERFAER:

° Z¥R: infra-svm B9 IQN RS
° |IP address : iSCSI_lif02b B9 IP it
°BEILUN: 0

Initiator Priority:

Secondary DNS:
TCP Timeout:
CHAP Name: |

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

primary

Refresh

@ SR LIE vserver iscsi show S IREXTESE IQN HS,

() #SpiERE WIC i ION 7. BF

16. i Save Changes o
17. EEIIFE R Cisco UCS fRSS528 B BC & iSCSI BEh

79 ESXi & vNIC

E 79 ESXi BC& VNIC , EFER A THE:

1. £ CIMC REREHREOHR, BHER, ARBEAER LM Cisco VIC iEECEE.

BERSTEPERTE .

Host Power

Launch KVM | Ping | CIMC Reboot

(0-255)
(0 - 49) chars

(0 49) chars

(0-65535)

(0-49) chars

(0 - 49) chars

(0-65535)

(0-49) chars

(0 - 49) chars

Locator

LEl
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£ Networking > Adapter Card MLOM T, #%#F vNIC &Ik, SAGEFETHB vNIC o
EF eth0 FHETHEM.

¥ MTU i&E 7 9000 , Ei Save Changes o

¥ VLAN I EAFR4%E VLAN 2,

o M w0 DN

aluibe - Cisco Integrated Management Controller

cisco

A / ... / Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs

v vNICs » VNIC Properties
eth0
eth1 v General
eth2 Name:
ein3 CDN: | VIC-MLOM-eth0
MTU: | 5000 (1500 - 9000)
Uplink Port: | 0 w

MAC Address: (O  Auto
® | F8.0F:6F:89:26:CE
Class of Service: | 0 (0-6)

Trust Host CoS:

PCI Order: | 0 0-7)
Default VLAN: (O None
® 2 (7]

6. ¥t eth1 EESE 3M 4, WiF eth1 W ETHRIEOSHZIZGEN 1,

ated Management Controller 4 IMC-Warriors02 L

0/ ... | Adapter Card MLOM / vNICs Host Power | Launch KvM | Ping | CIMC Reboot | Locator LED | @ @

General External Ethernet Interfaces vNICs VHBAS

v WNICs Host Ethernet Interfaces Selected 0 /Total 4 XF v
eth0
Add VNIC

eth1
etnz Neme cON MAC Address MTU  usNIC UplinkPort  CoS VLAN  VLANMode iSCSIBoot PXEBoot Channel  PortProfile  Uplink Failover
ethd N ethl VIC-MLO. F8.0F 6F 89:26:CE 5000 ] 0 0 2 TRUNK disabled enabled NA NIA N/A

stht VICASCS.  FBOFGFEB926CF 9000 O 1 0 343 TRUNK enabled enabled NA NiA NIA

eth? VICMLO. ~ FBOF6F892600 9000 O 2 0 2 TRUNK disabled enabled NA NiA NA

sth3 VIC4SCS.  FBOF6FE926D1 9000 O 3 0 3440 TRUNK enabled anabied NA NiA NIA

@ AR A INEIF R RG] Cisco UCS BRSS 28T mAE DM ERSMY Cisco UCS AR 2T =
ESIRETE,

"F—% . NetApp AFF ZEZREBIRIET T (F280577). "
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NetApp AFF TFEERE1RIES R (55 2 B89)
1%E ONTAP SAN SEh1zfi#
#12 iSCSl igroup
@ TEHPRF, EFEERERAIRSHBECETH ISCSI BEIERF IQN -

62 igroup , IEMEBEETI R SSH EEIEITUTH<L. BEERRIBERRIZEMN = igroup , BEEIT

. A A
igroup show fi%s

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -—-initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware —-initiator <<var vm host infra b iSCSI-
A vNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

() M Cisco UCS C RIIRSSN, AASAUSE,
¥ B 5h LUN Be543) igroup

To map boot LUNs to igroups, run the following commands from the cluster

management SSH connection:
lun map —-vserver Infra-SVM -volume esxi boot —lun VM-Host-Infra-A —-igroup
VM-Host-Infra-A -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B —-igroup
VM-Host-Infra-B —-lun-id O

() M Cisco UCS C RIIRSSN, AASAUSE,

"F—%: VMware vSphere 6.7U2ZF B2 1L B, "

VMware vSphere 6.7U2 S E12(ES B

ATIEMNLB T 7T FlexPod [RIFEIE LI VMware ESXi 6.7U2 B9i318. TERIEZES
EEHITEEN, UEEsmE/IHImRNHIEETE,

FURIFRRLE VMware ESXi V2B S, HREZREMIEAT Cisco UCS C &FIRSS2:5HY CIMC 57
ERIEM KVM IZHI S FEM T BRINEE, FiZiERET TR EIE RS 28,

(D) &9 Cisco UCS BRZ558 AT Cisco UCS BR55 5 B RILIHES B

(D) AT AMBERROEALMT SR, WARRIRESE.
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EF%l Cisco UCS C A%IHIIPRS325HY CIMC FRim

UTHBIFMNETERE Cisco UCS C RYVRIIARSS2RAY CIMC RENTS . EHIERE CIMC FREA 8E
BITES KVM , EE GBI TN B IR RERFR Y.

PREEM

1. SfnF Web %28, SAEHIN Cisco UCS C &%8Y CIMC #0019 IP ik, T BIE BT CIMC GUI KB
B

2. FREBERARINEEZRE CIMC Ul,
3. EEFHED, FIRRS /XN,
4. #:F Launch KVM Console o

h / Compute / BIOS Refrash | Host Power | Launch kM | Ping | CIMC Reboot | Locator LED | 4@ 4

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. MEEIA KVM £HIa =, i%E#F Virtual Media iEDF,
6. FEFRMST CD/DVD o

() coeEEmeEwEEmNesE. MREIURT, BEE Accept this session o

7. 3 VMware ESXi 6.7U2 L3F2F 1SO MUY, AAGREITH., BHMEHEE,
8. IR E, REERRZENE (B . BF2.

Z % VMware ESXi

UTEZBNET RTS8 EN ERE VMware ESXi o

T#; ESXi 6.7U2 Cisco B E X &

1. M%) "VMware vSphere FHTE" BFBAENX ISO,

BHEAT ESXi 6.7U2 K% CD B Cisco BEXBUEZINIEE TH,

THIEAT ESXi6.7U2 R4 CD (1SO) B Cisco BHE X,

RgtianhE, HENSKWNESEE VMware ESXi £,

MERIIFEHIRE VMware ESXi REEF. RERFEME, FIERE/L7HETE,
LEIEFMMETER, 12 Enter #EE%E,

FIRRARPIFRINGE, BERZMGHR F11 BERE,

ERHIGE N ESXi ZEMEZRY NetApp LUN , A% Enter &%,

©® N o g k~ w0 DN
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

0. EFEHMRERE, ABRK Enter
10. NFHHINRED, SR Enter §,
M. ZEBFIEEEEMFE LNMED K, & F11 HERE, REESXi G, RSF[IEEHBE.

%8 VMware ESXi T HEIERMLK

UTHSEBNBT WMEANED VMware ESXi ENHMEIENS.

FREEM

1. RBBRTEREMBGE, & F2 BNETUBENX RS

2. fEF root EABRBER, HEALINERESEPRADN root ZRRER.
3. ERALE BIEMLSIET,

4. FEFEWLKEACEE, FAGIE Enter #,

5. 79 vSwitch0 EEPREEMIEE . ¥ Enter #,

6. 7£ CIMC %R 5 eth0 F eth1 FRZAYIR.
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Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.
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«<D> View Details <Space> Toggle Selected <Enter> 0K

PR VLAN (RIE) 3% Enter
B VLAN ID * <<mgmt_vlan_id>>" , & Enter $#,
NEEEEEMEFKEF, HF IPv4 EEBUEEEIEZOMN IP #ilk, 1% Enter §o
BRFAIEPIGERS IPv4 ik, AEEATHEEERIED,
WMANFBTEE VMware ESXi 41" B9 IP #i3lk <<ESXi_host_mgmt_ip>>"
BN VMware ESXi EABIFMIEES ° <<ESXi_host_mgmt_netmask>>"
BN VMware ESXi EABIBRIAMIXK * <<ESXi_host_mgmt_gateway>>" .
1% Enter 12337 IP BECEFTBIE L,
BN IPv6 FRE SR,
FRTHREICHEEEA IPv6 (FEEHBE) EHIUEHR IPv6 . % Enter #,
HNFEEE DNS €8,
BT IP it R FahHDECHY, FEUEATFEMAN DNS E:.
HiNFE DNS fR5328689 IP i3k © <<nameserver_ip>>"
(RTi%E) HINEE DNS fR$32309 IP ik,
N\ VMware ESXi £ FQDN : " <<ESXi_host FQDN>>",
12 Enter &% 34 DNS FCEFHHIEL,
¥ Esc RHRREEEMEFHE,
R Y WIAEHERBMRS2R.
1%#%E Troubleshooting Options , FAfGi%#F Enable ESXi Shell and SSH

<Esc> Cancel




() EREEFPHRSERHTRIIG, TUSRREREHRET,

26. ¥R Esc ALR[E1F FIEHIE RE.

27. MRETREPRY CIMC 7= > 8287 > Alt-F FhISREFEE Alt-F1,

28. /A ESXi W EHETIEER.

29. R, FIMFHALLT esxcli 5L 5IRUBAMEERE,

esxcli network vswitch standard policy failover

vmnic2,vmnic4 -1 iphash

BoE ESXi 4
ERATRANEEERES D ESXi Fl.

FHER

ESXi EH13

ESXi EHEEE IP

ESXi EH BRI
ESXi EHEIEMX
ESXi 41 NFS IP

ESXi A4 NFS ##3
ESXi 41 NFS %
ESXi FE#1 vMotion IP
ESXi F4/ vMotion 153
ESXi E#1 vMotion %
ESXi E£4/1iSCSI-A IP
ESXi E#1 iSCSI-A #H
ESXi FA1 iSCSI-A W%
ESXi E#1iSCSI-B IP
ESXi E4/1iSCSI-B #4513
ESXi E4/1iSCSI-B %

HRE ESXi EH
EERE ESXi T, BERMUATSE:
1. 7£ Web RSEZPFTFAENAIERE IP ik,

HARERE

<<ESXi_host FQDN>>
<<ESXi_host_mgmt_ip>>
<<ESXi_host_mgmt_netmask>>
<<ESXi_host_mgmt_gateway>>
<<ESXi_host_nfs_ip>>
<<ESXi_host_nfs_netmask>>
<<ESXi_host_nfs_gateway>>
<<ESXi_host_vMotion_|P>>
<<ESXi_host_vMotion_netmask>>
<<ESXi_host_vMotion_gateway>>
<<ESXi_host_iscsi-A_|IP>>
<<ESXi_host_iscsi-a_netmask>>
<<ESXi_host_iscsi-a_gateway>>
<<ESXi_host _iscsi-B_ip>>
<<ESXi_host_iscsi-B_netmask>>

<<ESXi_host_scsi-B_gateway>>

2. {£F root KA METE RE L IZRIEEMREERE ESXi 4o

set -v vSwitchO
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3. [@AiEE X VMware B AI0HGHITRIBER, ERERNNNG, BT,
EZE iSCSI Bx
EfE iSCSI J@ah, BRERUTTE:

1. EFRAEMAY Networking o
2. 741, %% Virtual Switches &£,

‘I Navigator || €2 VM-Host-Infra-01 - Networking.
~ [g Host | Portgroups | Virtual switches |
Manage
At = Add standard virtual switch
{51 Virtual Machines E} Name
H Storage E:‘i}, [ vEwitchd
-. IScsiBootvSwitch
@8 vSwitcho '
B vmk1
B vmk0
More networks...

. B iScsiBootvSwitch o

ERREILE,

- ¥ MTU B84 9000 , RiEREHERE

. 3§ iSCSIBootPG i E#r& /7 iSCSIBootPG-A

o O A~ W

EIEES, vmnic3 1 vmnics AT iSCSI B, WR ESXi EHHAEEM NIC , NATEE
() BFE vmnic 5. EWIAET iSCSI B NIC , 1 CIMC H iSCSI WNIC £ MAC
#itS ESXi B vmnic #1TILED,

~

. FEFREIEEH, 3%EEFE VMkernel NIC 3EI,
- JEBEAIN VMKernel NIC o
a. 87 iScsiBootPG-B HIFIHLHE 7R
b. F9 BN IEAIEFE iScsiBootvSwitch o
C. #i\ * <<iscsib_vlan_id>>" £ VLAN ID ,
d. 3§ MTU SEE879 9000 -
e. B IPv4 i& &,
. EEEHSEE.,
g. AN © <<var_hosta_iscsib_ip>>"

0]
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h. JFMHERDLEN * <<var_hosta_iscsib_mask>>" o
i BRI,

CD 7E iScsiBootPG-A L& MTU 12 & /9 9000

0. BIREMIEHTS, BRMUTIE:

a. B "iISCSIBootPG-A">" 73 BFIKPEHETS ">" MBI ">"vmnic3" LHRIEIZE. vmnic3 NA7E
ERAS, vmnics R AKRERRES,

b. B "iISCSIBootPG-B LHI4RIFIRE ">" SPEMKPERET ">" WEEINF ">"vmnic5" . vmnic5 N J97E
Ejﬁlﬁ%’t\) vmnic3 mﬁ*ﬁﬁﬁdﬁ%‘t\o

IScsiBootPG-A - Edit Settings

Properties
. Load balancing
Security
Traffic shaping Metwork failure detection

Teaming and fallover

Motify switches

Failback

Failover order

Cermide

Active adapters =
ymnic3

Standby adapters

Unused adapters

vmnich

L4

Select active and standby adapiers

BRE iSCSI ZF

EE ESXi EH EIGE iSCSI ZERRZ, IBRBUTHE:
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1. EEMSMERDIERERE. LEEES.
2. 3% iISCSI I 4iEhces, ARBEHECE iSCSI,

vmware EsXi

Datastores |ml Devices
Manage
Monitor B configure iscsI B8 Software iSCSI
151 Virtual Machines Name
i shxor ] =
~ & Networking | | mvmnbar
o i @ vmhba2
o & vmhba3
- & vmhbad
More networks... E PRy
@ vmhbas

n vmhba64
Model

Driver

3. FERSEMRT, BEAMIESET.
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Persistent Memaory

B Rescan | (G Refresh | 4} Actions

iG-S Softerare Adapter
iscsi_vmk



& configure iSC51 - vmhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

b Advanced seitings

| Disabled '® Enabled
ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

Click o expand

Network port bindings Mo port bindings
Static targets Add static target | Q Search
Target v | Address v | Port >
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign.1992-08.com.netapp:sn.e42fabb2d2e011e9a68d00a0987...  172.21.184.105 3260
Dynamic targets &3 Add dynamic target [ Q Search
Address ~ | ‘Port =7
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration || Cancel
A . . .
4. BN IPH#I3IE iscsi 1if0lao,
. . . . . . i i ' F— A
a. XfIP#lk iscsi 1if01b, iscsi 1if02a M iscsi 1if02b BE LRAPE,
b. BHRFEE.
Dynamic targets & Add dynamic target Reme Edit setfing (@ Search )
Address ~ | Port v
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration | | Camcel |
g3

@ EA] LUE@IT7E NetApp £8%_Ei51T network interface show s <$ (& E& System Manager 1Y
Network Interfaces <K&+, iSCSI LIF IP #ilk,

FCE ESXi EA

ZECE ESXi BE), BT T RE!

1. EEMSMERT, EEML.
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2. 3%+$% vSwitch0

vmware EsXi root@17221.181.100 ~ | Heip ~ | ((eRELEIG]
I Navigator 1 || = vSwitchd
~ [g Host
Waiia 8 Adduplink # Editsetings | € Refresh | &} Actions
WMonitor i
- vSwitch
T Standard vSvitch
(51 Virtual Machines Bl | P"ﬂfgmps_ L
H Storage B Upinks 2
~ & Networking | 1
W ymk0 ~ vSwitch Details ~ vSwitch topology
W vinki MTU 9000
MGMT-Network Physical adapters
Forts 5086 (5065 available) a 4 i
= iscsiBootySwitch VLAN ID: 3437 B vmnicd , 10000 Mbps, Fuil
L Link discovery Listen / Cisco discovery protocol (CDP} ~ Virtual Machines (3) . W vmnic2 , 10000 Mbps, Full
Attached VMs 3 (3 active) {3 |Ometer-Vi-test1
MAC Address 00:50:58:8b:fcec
Beacon interval 1 B wamorsvsC
NIC teami i MAC Address 00:50:50:3b:85:ef
- yming polic:
g policy . {5 10meter-vM
Notify switches Yes MAC Address 00:50:56:80:22-02
Policy Route based on IP hash

3. FEIRRIEIRE,

4. ¥ MTU 249 9000

5. BFF NIC 48 HILIE vmnic2 #1 vmnicd BB IRE N active , NIC HEMBEZZERCIRBENET IP
MBI H,

PHEHFEHEDN IPBREAEZEREHEERHS (BXHAR) mO@ER SRC/DST-IP

@ EtherChannel IEFRAACEREMIER N, BTN ATEREARS, ErlgexidsaaEE
%, WRE, 1HEXHF Cisco 3N LN XKBE E1THRIROZ—, LUEEXHROEEIR
B {THEHIRIT I E 5 ESXi BIE vmkernel i [OBEE,

Eo & im O 2HF0 VMkernel NIC
BB IO VMkernel NIC , BB TEHE:

1. EEMSMERF, EENSK.
2. FEBEHIHOHEEDR,

vmware ESXi

| Navigator || ucsesxia.cienetapp.com -Networking
~ [g Host 1 (

Manage

| Port groups | Virtual switches

Monitor €3 Add portgroup " Edif seti

1 Virtual Machines Natoe 24 |1
EH storage €9 VM Network [
f Networking g Management Network 1

&8 ScsiBootv Switch €9 iScsiBootPG 1

v Switchi
More networks...
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3. B E VM Network , FAE%ER Edit . & VLAN ID BECA * <<var_vm_traffic _vlan>>"
4. BEHAMmOHE,

a. ¥imOHmE S MGMT-Network o

b. #\ * <<mgmt_vlan>>" {£9 VLAN ID ,

C. HMAREIEF vSwitchO

d. BHEFRT.
5. & VMkernel NIC 3EIE,

“I= Navigator £ || £3 VM HostInfra-01 - Networking
= E Host Paort groups Virtual switches Physical NICs | VYMkemel NICs TCR/IP stacks f
Manage
MGHiitar ¥l Add VMkemel NIC 7 Edinz=itinos | (& Refresh |
(51 Virtual Machines E Name ~ | Portgroup ~ | TCP/P stack
E storage ! _':; [ K] @ Management Network = Default TCPAP stack

: ik @ iScsiBootPG-A e TO e
6. IR VMkernel NIC .
a. i#%&$F New Port Group o
b. FiHO4H5H R A nfs-Network o
C. B ~ <<NFS_VLAN id>>" /9 VLAN ID ,
d. & MTU 289 9000 6
e. BF IPv4 188,
f EFRERHSEE.,
g. AHAEEN © <<var_hosta_nfs_ip>>
h. S FRI#IBEE N ° <<var_hosta_nfs_mask>>"
i PO,
7. EE T2 LB vMotion VMkernel 350,
8. &I VMkernel NIC o

g

a. %% New Port Group

b. 1&imM4H 4R 79 vMotion o

C. ¥\ * <<vmotion_vlan_id>>" {3 VLAN ID ,
d. & MTU 289 9000 6

e. BFF IPv4 i& &,

f &R SRE,

g. AHIEEN © <<var_hosta_vmotion_ip>>"
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h. %\ * <<var_hosta_vmotion_mask>>" {E3 F M3,
.. HAIRTE IPv4 I EFIEEH vMotion EiEHE,

B8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NITL a0oo
IF wersion IPv4 only v
» |Pvd settings
Configuration ) DHCP '® Static
Address | 1722118563
Subnet mask |255255255D
TCPIIP stack Default TCP/P stack v
Serndces i ; y A - i
) vMotion | Provisioning [ Fault tolerance logging
L Management U Replication ! NFC replication
| Create | | Cancel |

CD B LGB 25 AR E ESXi ML, SIETEFaI AFRER TR VMware vSphere 5%
R, MNRFEFHAEMNEERERFEISZSFER, FlexPod Express ZTHHIXLEAIE,

HEHE N EEERE

ERHNE—NIEEMEER VM B infra datastore #IBFHEEM VM XXM infra swap #iEE
fififE

1. BEANSMERTNEFE, AEREREIIEFMERE,
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L
| T3 Navigaor || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EFEH NFS $IREEE,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. 7EiRfH NFS EHIFAEENEPRAUTER:
° ZM: infra datastore
° NFS fR$328: ° <<var_noda_nfs_lif>>’
o #E=: ° /infra_datastore’
° HREIZZE NFS 3,
4. BEHRTEM. EAILTE "IEHES " B EIES EETK.
5 EEISTELUIER infra swap BIBETFMEE:
° B#R. infra swap
° NFS fR5528: ° <<var_noda_nfs_lif>>'

° #=: ° finfra_swap’
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° BIREEE NFS 3,

BdE NTP
B} ESXi EHEE NTP , BEHMUTSE:

1. BEEMSMERTHNERE, TABEKPIERE System , AFET Time & Date »
2. EERERAMLERTEINIY (BR NTP BFH) o

3. %% Start #0 Stop with Host fE NTP BRSZ B EhEEER,

4. N <<var_ntf>>" {Ef) NTP fR$528. ERILUZE S NTP RS23.

5. BEHERF.

"I+ Navigator o @ VM-Host-Infra-01 - Manage
vt E{ Host | System . Hardware Licensing Packages Services Securily & users
Monitor Advanced settings ¢ Editsettings | @ Refresh | £# Actions
&1 Virtual Machines 5] Autosian Current date and fime Monday, October 14, 2019, 08:50:27 UTC
= Swap
B storage NTP service status Running
5 = Time & date
~ €3 Networking E
B vimko NTP servers 1.1054.17.30
2.1061.184.233
| B vmk1
3.10.61.184.234
v Switchd
= iScsiBootySwitch
More networks...
- —— i
%o VM SR XH I E

TS ERMTBEXBR VM JIEX U ERIFAER,
1. BHRANSMERPNER, EAEEPEE system , AERE Swap o

2. BEFIEIRE, MEIBEGFEMHEETRIER infra_swapo

74

“I¥ Navigator | [J ucsesxia.cie.netapp.com - Manage
| ~ [J Host | System Hardware Licensing Packages Services Secutit
Manitar Advanced settings # Editsettings | (@ Refresh
— Autostart
%1 Virtual Machines 0 Enabled Yes
g 5“
H storage 3 - Datastore Mo
= ; Time & date
~ 3 Networking | 5]
@ vSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...



J;Q_Ec!'rt_smp configuration

Enabled * Yes ) Mo
Datastore infra_swap v
Local swap enabled ® yac . Mo
Host cache enabled ® Yoo () No
Save || Cancel
o
3. BHRE

"F—%: VMware vCenter Server 6.7U2&L 2L B, "

VMware vCenter Server 6.7U2 LZ3I12(EH1F

ETIFMNE T 7E FlexPod [RIFACEHF LEE VMware vCenter Server 6.7 91332,

@ FlexPod Express f#F VMware vCenter Server i&& (VCSA) .

T# VMware vCenter Server i8%

ET % VMware vCenter Server Appliance (VCSA) , BERHUTHE:

1. & VCSA, EEHE ESXi EHEY, FEEHIREY vCenter Server BRI IR T &R,

M VMware lif 5 & VCSA o

BIATIFLRE Microsoft Windows vCenter Server , 1B VMware iV EHZBEH#ER VCSA,
H## 1S0 &,

SFnZE vesa - ui-installer > win32 BR. Wi installer.exeo

BHRE,

BEENTIER LN T 5,

S L R R



d vCenter Server Appliance Installer

Installer

vim Install - Stage 1: Deploy appliance

End user license agreement

2 End user license agreement

VMWARE END USER LICENSE AGREEMENT

w
)
i

lect ',l'i‘:)|-3:.‘\" ent type

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN

THE INSTALLATION OF THE SOFTWARE.

5 Setup appliance VM IMPORTANT-READ CAREFULLY:

Select datastore

EVALUATION LICENSE. if

Saftware IS oniv_nDern

L

W

8. 1% Embedded Platform Services Controller {fEAZREZHY,

76

YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING

‘ NEXT

CANCEL ‘ BACK




Instalier

Deprecating soon

s vCenter Server Appliance Installer

|- | o

vm Install - Stage 1: Deploy appliance

Select deployment type

ntro 1Or
Select the deployment type you want to gure e appliance
2 End user license agreement
3 Select deployment type Fo el mat deployment types, refer to the vSphere 6.7 documentation
4 Appliance deployment target Embedded Platform Services Controller Appiiance
© vCenter S r 1 Embedded Platform _
Dla:'g-m Services
5 Set up appliance VM Service Controller
vCenter
Server
6 Select deployment size
8 nfigure network settings External Platform Services Controller eTET

Platform Services
Controller

Appliance

vCenter
Server

CANCEL ‘ BACK ,| NEXT
)

() WREB, FHISE FlexPod Express AT RMEBIMIT A IS 2.

9. T EHBEFFR, WMASIER ESXi N IP #idlk, root AR ZF root ZH,
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7 vCenter Server Appliance Installer | == %

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

- Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server

2 End user license agreeme
ance hich the appliance e de ed
elect deployme pe
ESXi host or vCenter Server 17221181100 @
4 Appliance deployment target name
5 Set up appliance VM HTTPS port 443
6 Select deployment size User name oot @
elect datastore Password

8 Conhgure network settings
9 Rea mplete stage 1

10. #\ VCSA fERERTF VCSA BEIMN B MANRERS, LUREIRE R
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM
Spe e VM set for the a arica s Ba det "

£nd user license agresme!

Select deployment type VM name FlexPod-VCSA, @
A ARpRe0LE o) et Setrootpassword 000 ssssssses
5 Setup appliance VM oRmrodimead s
6 Select deployme ze
7 Select datastore
8 Configure ne

Ready to compiete stage

CANCEL ‘ BACK i NEXT

N, ERFESEFRNHENR, BET—P,
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3 vCenter Server Appliance Installer [ ==

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size
oductior
Select the de ent size enter Serve h an Embedded Platform Service e
2 End use ense agreement
elect deploymer e For more 4 eployment sizes, re e vSphere 6.7 ol
. . Deployment size Tiny
4 A = e ae mer arge
5 Setup appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
7 celact datastore Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
nfi etwork settings
Small 4 16 340
9 Read e stag 24 525 400 4
Large 16 32 740

——
CANCEL BACK ‘ NEXT

12. 3§} infra datastore IEEMEE. BET—%,
13. 7£ Configure network settings TTEIFPRIALUTES, ABET Next,
. ¥E¥E MGMT-Network for Network o
b. S NERTF VCSAH FQDN % IP .
- INEERR 1P ik,
d. B ANEFERANF WL,
- BNERIAMIX,
f. %\ DNS fR5528,
14. MERSTHME 1 TTEL, WIEEERANLERSIER. BHETM.

]

(9]

(0]
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3 VCenter Server Appliance Installer [=T=

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Configure network settings
tion
= o cNnsc a eemer 4 " )
3 Select Network MGMT-Network @
4 Applia nt IP version 1Pva
5 Se appliance VM IP assignment static
B Sze FODN FlexPod-VCSA cie netapp.com @
7 Select da e
) IP address 172.21.181.105
onfigure network settin
g gu WOk SSidngs Subnet mask or prefix length 2552552550 @
9 Read tage
N Default gateway 172.21.1811
DNS servers 10.61.184.251,10.61.184 252!
HTTP 80
HTTPS 443

CANCEL ‘ BACK NEXT

15 FHaERBIRE Z A, BEESE 1 MRINRE.
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5

Installer

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

2 End user license agreeme
Select deplo € pe

4 A ance deployment targe

5 Setup appliance VM

6 Selectdep ent size

9 Ready to complete stage 1

Ready to complete stage 1

Deployment Details

Target ESXi host

VM name

Deployment type

Deployment size

Storage size

Datastore Detalls

Datastore, Disk mode

Network Details

Network

IP settings

IP address

System name

Subnet mask or prefix length

Default gateway

DNS servers

HTTP Port

HTTPS Port

LB REE VCSA . IR FRE L5 #hETaE,

16. MER 1 5eRfE, BER
17. £ 2 MEREN AL, 2BF T,

82
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| Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Introduction

Appliance configuration
S50 configuration
Configure CEIP

Ready to complete

Introduction

vCenter Server Appliance installation overview

)

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. G * <<var_ntp_id>>" fEA NTP BRSSeetthlit, RIS NTP IP H#itik,
1+ ¥IfEF vCenter Server AT (HA) , BHRER B SSH iAia),
20. figE SSO &, FEMLEZM, BHET—F,

19. 4N

1R
150
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Il Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

AHESUCHOn ® Create a new SSO domain

Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

()  HETRLENESE, BRLES vephere. Local HEBFIREN.

21. IRFE, BMA VMware BEFF TR, BET—H,
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Installer

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Configure CEIP

Join the VMware Customer Experience Improvement Program

Introduction
Appliance configuration

SSO configuration

VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware to improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready 1o complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

enter at http.//www.vmware.com/trustvmware/ceip.html
enter at htt

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at
any time

¥ Join the VMware's Customer Experience Improvement Program (CEIP)

2. EERERE, RPETHEERROIZAREILE.
23. ﬂ:tE-_r;i__hLIL z‘k/ n.:\: *Elll:ljrk J:Fy/-\ [=T) qujﬁﬁ/fzéﬁr:ﬁf'—'lt ;-‘EEEO iﬂ-—_lﬁﬁliél_é#o
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Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

BEEBRBMRE, XEEH5hETE,
A ER—%EE, IBRIREEHN.
24, AR FIRMHAIATFIH18 vCenter Server FISEIZER] B,

"F—#% . VMware vCenter Server 6.7U2F1vSphere £ 8fi &, "

VMware vCenter Server 6.7U2 #1 vSphere &0 &
EFfE VMware vCenter Server 6.7 A vSphere ££8f, iERIU TS IE:

1. fn%l - https:/\<<FQDN B{ vCenter B9 IP >/vsphere-client/" o
2. ## Launch vSphere Client o

3. FREAF & mailto : administrator@vspehre.local] B2 5" |@vsphere.local LUK EE VCSA & BIZ IR+
B SSO BEBE R,

4. BHEBE vCenter BFFHIEFIEEIEF Oo
o BNBIEPONRIR, AEREHE.
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https://\<<FQDN
mailto:administrator@vspehre.local

Bl vSphere ££&f
E B3 vSphere &8, BRI THE:

1. ERPIMOIERNEIERL, FAF1%ERE New Cluster o
2. BNEBEBTT,

3. EREIEIELERAREREF vSphere HA o

4. BEHEHE,

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location [ FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN ()

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

% ESXi ENRINEISEEEG
¥ ESXi ENRINRIESRE, BMUATEE:
1. AR EEREFERRMEN.
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

se the same credentials for all nost

VM-Host-infra-01 cie netapp com

S

2. B ESXi FNRIEIERE, BRRUTSE:
a. BAENM IP 5 FQDN ., #BHT—5,
b. N root IR &MZEE, BHT—F,
C. BEHEZRBENMIEPRERAEA VMware IE PRS2SR HIEH,
d RHEINBENER LN T—F,
e. PHEFE + EFRE vSphere ENLARINIFRTIE,
3. IRFE, AJLUHETMILTE,
a. BEH TS UFERHERENRFRERRS.
b. #& VM I BE LM T—%,
c. EERNEEMNE, £ "RE " RHEBTEMERTIEE " " o
4. 3F CiscoUCS EHBESFE 1/ 2

() MFRME FlexPod RERBRMEMEMEN, BRI,

1£ ESXi EH| LEREZ LI
B7E ESXi EN LECERRUFRNE, BRMIATIR:

1. ZREF| https :  // "vCenter"ip : 5480/ , %N root fEAREF %, SRR root ZH,
2. BHEARSHIEF VMware vSphere ESXi #% Bl 2R,
3. BT VMware vSphere ESXi ¥ IR 2BRS -
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https://172.21.181.105:5480/ui/services

vm Appliance Management

Mon 10-28-2019 06:51 AM UTC

summary

Monitor

Access

Networking

Firewall

Time

Services

Update

Administration

Syslog

Backup

Name

© VMware vSphere ESXi Dump Collector

4. {5/ SSH EiZZ|EIE IP ESXi 41, A root fERAF R, AR root 3,

5. (T TS

esxcli system coredump network set -i ip address of core dump collector

-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

() *4FFME FlexPod Express FREGEMEMEH], ARSI,
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@ ILIGIUERY 1P address of core dump collector i vCenter IP

"F—F: NetApp Virtual Storage Console 9.62f &2, "

NetApp Virtual Storage Console 9.6 ZE372

ANTIIT4E NetApp ERMEFAEIEHIE (VSC) HIERETIE.

%4t Virtual Storage Console 9.6

EFERAABIAEMEER (OVF) EEZRE VSC 9.6 F, BRITUTIE:

1. %% vSphere Web Client > F#H1£58¥ > 28Z OVF &R,
2. MEEIM NetApp Z3Fuh = FEHR VSC OVF X1,

Deploy OVF Template

1 Select an OVF template Select an OVF template

a name and Select an OVF tempiate from remote URL or local file system

€

1 |l Desktop »

Organize « New folder

1 s Al ] unified-virtusl-appliance-for-vsc-v || 0  Maximize
W Favorites = p-51a-0,6-4209-20190812_0930 ().

B Desktop ___| OVAFie S|

# Downloads

s
%) Recent places 4 VMware-Tooks-core-10.3.2-9925305
i

o one b LB Warrinee TartRad =

File name: | unified-virtual-appliance-for-vsc- v| [Alliles v

3. BN VM B EFERENEIEP ORI HFFR, BET—D,
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Deploy OVF Template

+ 1Select an OVF template Select a name and folder

"4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

+ 4 Review details Virtual machine name:. FlexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine.
7 Select networks v @ warriorsvcsa.cie netapp.com
8 Customize template > [R FlexPod-Datacenter

4. 3%$E FlexPod-Cluster ESXi &8¢, AFEEHET—%,
EEFMER, ARBRET—%,

]

Deploy OVF Template

+ 1Select an OVF template Review details

« 2 Select a name and foider Verify the template details.

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher No certificate present
6 Select storage
9 Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Version See appliance for version
9 Ready to complete Vendor NetApp Inc
Description Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual

appliance for NetApp storage systems. For mare information or support
please visit http://www netapp.com/

Download size | 10 GB
Size on disk 2.1 GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. B Accept LUEZIFRIIE, A58 T Nexto
7. EFEFEEREEIMEERNA—1 NFS $UREMEE. 25 T—%.




+ 4 Review details

+ 5 License agreements

7 Select networks
8 Customize template

9 Ready to complete

8. 7% Select Networks /7,

92

+ 2 Select a name and folder

Deploy OVF Template

+ 1Select an OVF template Select storage

+ 3 Select a compute resource

Select virtual disk format
6 Select storage

Select the storage for the configuration and disk files

Thin Provision

VM Storage Policy: Datastore Default v
Name Capacity Provisioned Free TyE
=] infra_datastore 75 GB 360 KB 75GB NF «
3—,J Infra_datastorel 475 GB 6399 GB 27686 GB NF
3:! Infra_swap (1) 100 GB 498 GB 9502 GB NF
L] P
Compatibility
v Compatibility checks succeeded
CANCEL

EE—BIRWGE, SASRE Next o

BACK NEXT




Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

v
v
+ 3 Select a compute resource
v
v
v

4 Review details Source Network ) Destination Network b i
5 License agreements nat MGMT-Network ) :
6 Select storage § kems

7 Select networks

8 Customize template

IP Allocation Settings

9 Ready to complete

IP allocation Static - Manual

IP protocol IPva v

0. EEEMERT, BN VSC BIERER, vCenter BT IP it UIRHMPEEFMES, ARFRET—

Do




10.
1.
12.

94

Deploy OVF Template

1 Select an OVF template
3 P vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template

9 Ready to complete 443

Username ()
Specify the username of an existing vCenter to register to

administrator@vsphere.lot

Password (%)

Specify the password of an existing vCenter to register to

Password

Confirm Password sassnsany

- Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) x:

CANCEL BACK NEXT

EERMANREFAEE, RAERETHIUSTH NetApp-VSC VM BIERE,
B NetApp-VSC VM H$TH VM =518,

£ NetApp-VSC VM Bapidigd, EBFLE VMware Tools B93ER. TE vCenter £, %3 NetApp-VSC
VM > FIRER LG > L3 VMware Tools o




Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.
UMuware Tools OUF uvCenter configuration not found.
Ufware Tools OUF vCenter configuration not found.
UMuare Tools installation
Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0S5 > Install UMware Tools.

OR

Click on "Install UMware Tools" pop-up box on the uSphere Web Client.

Follow the prompts provided by the UHuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

13. 1£ OVF 1&1Rk BE XHAEHR T MLEEEEF vCenter JFMER. Fltk, 7EIE1T NetApp-VSC EiNIE, VSC
, vSphere API for Storage Awareness ( VASA) #1 VMware Storage Replication Adapter ( SRA) RE

At E] vCenter #1,
14. M vCenter Client FiFHHENER. METIXRER, FIAEZLEE NetApp VSC,

95



/\\ There are expired or expirin

vmm vSphere Client

= I | T DC | aciows

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [ Warriors-DC [J Hosts and Clusters
' Warriors-Cluster @ VMs and Templates [o°" ;
I dhe = firtual Machines: 6
Storage trl + alt + 4  ‘lusters
Jetworks
\ stwarleine
¥ Networking )atastores 5
@ Content Libraries
&5 Global Inventory Lists
[® Policies and Profiles b
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations
P Vvirtual Storage Console
& Administration
S Update Manager
] Tasks
Cg Events
= =Ta L= 1 A*trilvgitac .
& Tags & Custom Attributes s Compliance @ Com
Precheck Remediation State () Remu

THH %L NetApp NFS VAAI it

ETHIH L NetApp NFS VAAI $EHE, BRMUTSE:

1. FEIERT VMware B9 NetApp NFS #&ff 1.1.2° . M NFS IS THIE FH VIB X, HEERERZA
Wit ENHEEEN.

2. FTEHIERTF VMware VAAI B9 NetApp NFS $a14:
a ®BE "RETHIE
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

b. M RENFETIERT VMware VAAI B9 NetApp NFS 4

C. M vSphere Web Client BYETIREREH, 1% Virtual Storage Console .

d. 7£ Virtual Storage Console > i & > NFS VAAI TETF, EFREFERSEFHRNE

B, LLEfZ NFS #EH

vm vSphere Client

Virtual Storage Conscle
B Overvisw Settings

s Storage Systems

Administrative Settings Unified Appliance Se
& Storage Capability Profiles
@, Storage Mapping NFS Plug-in for VMWare VAAI

~ Reports

Datastore Report
site.

Virtual Machine Report

WVal Datastore Report

; — Existing version: 1.1.2-3  CHANGE
Vol Virtual Machine Report

Upload NFS plug-in for VMware VAAI

NFS VAAI Tools

| TR RITFAE(L

vCenter server w

BROWSE

Note: Before you install NFS plug-in for V| -
giaibic e ¢ Open (3]
1 |BE Desktop » v & | [ Search Desktap 2]
Install on ESXi Hosts —
Organize +  Newfolder B I @
& s = ~ = ~ B
Select the compatible hosts an which ir Favorites =
&= OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
4 Downloads

Name
1 Recent places

e e

NetAppNasPlugin.vib

VIB File
v 360 KB

<[ m |

File name: |NetAppNasPlugin.ib

v| [wFie Y|

=

3. B HERIIEHERE] vCenter o

4. R TN, FAFIERF NetApp VSC > ZEIFEATF VMware VAAI B9 NFS s,

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!
execute various primitives on files stored on NetApp storage systems. You can install the plug-in on a host using VSC. You can download NFS

97



v [ warriorsvesa.cie.netapp.com

Summary Monitor Configure

s Warriors-DC
v Warriors-Clusi
[ 1722118110

[ 1722118119

{3 [Ometer-VN

[ [Ometer-vN

(3 [Ometer-VN

[ [Ometer-vN

{ warriorsvey

g warriorsVs

Recent Tasks Alar

El Actions - 17221181100
1 New Virtual Machine..
Y3 Deploy OVF Template...
B
BE e
Maintenance Mode
Connection
Power
Certificates
Storage
£ Add Networking...

Host Profiles

Export System Logs...

W Assign License..
Settings
Move To...
Tags & Custom Attributes
Remoyve from Inventory
Add Perrnission...
Alarms
Lipdate Manager

N Metapp VSC

¢ Storade =~ Virtual
Storage Adapters

Storage Devices ¥ Standa
Host Cache Configur. g
Protocol Endpoints
I/} Fiiters

r MNetworking

> Virtual switches |
Wkernel adapters
Physical adapters
TCP/IP configuration

e [ Virtual Machines

WM Startup/Shutdo.,
Agent VM Settings
Default VM Compati_§
Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

- Host Monitoring

Install MES Plug-in for YMware VAL
Update Host and Storage Data

[ Set Recommended Values

- Mount Datastores

3 Frovision Datastore

Xt ESXi ENERREFERE

VSC AJ %R E NetApp TFiEIEHISRAIFRE ESXi TN BEIRESHFHEBEXANSE. BEAXEIRE, BTEMMU

THE:
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1. TEERRED, EF vCenter > ENMEE, WFE ESXi W, AP THIERE NetApp VSC > 18EE
WE,

vm vSphere Client

i

g8 @9 @ 172.21.181.100 | AcTions«

v [ warriorsvesa cienetapp.com Summary Monitor Configure Permissions

v [Eg Warriors-DC 0
B . Actions- 172 21181100
o Warriors-Cluster i m Distributed Switches

[4 7221181100 | 151 New Virtual Machine...
[& 172.21181.107
(§ Iometer-vM
5§ IOmeter-VM-teg &

i Deploy OVF Template..
"

MGMT-Metwork
(8 lometer-VM-tes) &g

oo
(R Iometer-VM-tes
& warriorsvcsa Maintenance Mode >
(¥ warriorsV/sc Connection »
Power [
Certificates [
Storages 3

3 Add Networking...
Host Profiles -

Export System Logs..

Bl Assign License.
Settings

Move To.,

Tags & Custom Attributes > Host Manitoring

Remave from IAventory Install NFS Plug-in for VMware VAAI

Add Permission.. Update Host and Storage Data

Alarms [ Setl Recommendead Values
Update Manager > Mount Datastores
Recent Tasks alarms | W Netapp VSC e Provision Datastore

2. IWBEBENHATIEE vSphere THHNIEE., BEHEUNAIEE.
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage sysiems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.

3. MAXISER, EMBEE ESX .

FlexPod Express B3 123 I0IERYI%1T, FERITISENAY, RBET—MEEmE
WHVRRR TR, BLARMAHHITT B, LRI E LS HEKES FlexPod Express
» FlexPod Express ERFU/ B, ROBO LUINEMEEEBERAZMEWTIEIT,

gt
&£ John George R, Bt X—i&ITEISZ HFM TR,
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MEIEIGENE R

BT BXRAXERFARERNESZER, BRI UEH / sRuk:
NetApp =g X4

http://docs.  "NetApp".com

FlexPod HREIER

NVA-1139-design : FH Cisco UCS C %#%!#] NetApp AFF C190 %89 FlexPod Express

"https://lwww.netapp.com/us/media/nva-1139-design.pdf"

R SEIER
version Date XHSRRA G iE R
hR7s 1.0 2019118 HIBRRZAS,

X F Cisco UCS C %! AFF A220 %75 FlexPod Express
it

NVA-1125- igit: XH Cisco UCS C Z&7%!#1 AFF A220 %7%!|#Y FlexPod Express

I
NetApp 22F] Savita Kumari 5L AR SE: c l S C 0

T EERE, SEROEERAEZEMZEMNZITRERE, Itih, BUEIKRAIZIED
”ﬁﬂﬁQMWk@ BB RASR, FBEMIESEEFR OB,
FlexPod Express —Mffi&itHRESSEREUED O, BET Cisco fi—itEZR4 (Cisco UCS) ,
Cisco Nexus ZFIZZH#eA1F] NetApp AFF #9#, FlexPod Express FBIZE4 5 FlexPod $3EH ORI R 4B (4 —1%
, AJLITERVIEREA IT B ZEMIFE LI EEINME, FlexPod #¥ER /0 FlexPod Express R INL L
KRB EREM WV TEAEBNRETS.

TR HEE,
RIEER

FlexPod Rl & &AM~ mAS

FlexPod &ZZ2#J1 Cisco IiFi%it (CVD) = NetApp IIEZR# (NVA) MR, MRTURESSHE
EFTIHNERE, WAFRIEEFRERMATE CVD 3 NVA #HITER.

W TEFfR, FlexPod F=@RAEEIE=1FFRAZE: FlexPod Express , FlexPod Datacenter 1 FlexPod
Select :
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http://docs
http://docs.netapp.com/
https://docs.netapp.com/us-en/flexpod/express/express-c-series-c190-design_executive_summary.html

* * FlexPod Express* 127 — A Cisco #1 NetApp ¥ ARARMINITRERRF Z,
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NVARKFERSZRHNIE, NWAFREEFERHFITER

W TFEFRR, FlexPod itRIBIE=1ERAZEE: FlexPod Express , FlexPod Datacenter #1 FlexPod Select :

* * FlexPod Express* A&t 7 A Cisco 1 NetApp HEARBINI TR ARG,
* * FlexPod Datacenter . * AEMITIEGHIN AIEFRERENZBEE,
* * FlexPod Select* 2 &7 FlexPod #iEH OMEREINEE, HIRIBAENBAEFES EHIEMEEM,

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote,  Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
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* EFIE
* R KPR EHIPRREE XS
s IR ETHIRE
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AR EFIET NetApp , Cisco #l VMware BIEHT AR, ILARRS X FIETT ONTAP 9.4 B923T NetApp
AFF A220 , ¥X Cisco Nexus 3172P 34/ LA KziE1T VMware vSphere 6.7 B9 Cisco UCS C220 M5 #1220 ARSS
250 LS IR S 2K 10GbE £, ILthobh, FIEET B X WE@EE —RANAE N EMV EEREF TR
RITBRITERENIES, LUE FlexPod [RIRZEIIBEISIE N AL R E (LA S F R,

TEIERT XA VMware vSphere 10GbE 2298 FlexPod Express o

FlexPod Express
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Cisco UCS C220 M5 C-Series
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vSphere 6.7 U1

NetApp AFF A220 Storage
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CIMC

40GbE
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@ LLIGIE(FER 10GbE ZE#ZH— 40GbE Cisco UCS VIC 1387 . B3Il 10GbE &%, 15ER
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FERBETHEE
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* U NEIEb
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Cisco EEREEITHIZE (CIMC) 3.1 (3g) iEMAF Cisco UCS C220 M5 #H1ZE=,
ARs528

Cisco nenic JXEHTEF 1.0.25.0 iERAT VIC 1387 #0+&

Cisco NX-OS nxos.7.0.3.17.5.bin

NetApp ONTAP 9.4 BT AFF A220 54552

T#&RFIH T 7£ FlexPod Express LE32HEFRFE VMware vSphere FRrEE IR 14,

R4 version
VMware vCenter Server i&#& 6, 7.
VMware vSphere ESXi R EIRT2F 6, 7.
iEBATF ESXi B9 NetApp VAAI i 1.1.2

FlexPod [RIEHZEZE
TEIERTESZERIERLL,
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TFRETT Cisco Nexus 3X#iH] 3172P A B9t LR (S 2

IS
Cisco Nexus 324/l
3172P A

TRETRT Cisco Nexus X#it]] 3172P B &SR

IS
Cisco Nexus 32/l
3172P B

TRETRT NetApp AFF A220 T{i#iEHI28 A IR AER
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iR E
NetApp AFF A220 771z
H28 A

NetApp AFF A220 7Zfiis
2% B

Cisco UCS C220 C &%
JRIZARSS 28 A
Cisco UCS C220 C #%!
JRI7RARSS 2% B

Cisco Nexus 324/l
3172P B

Cisco Nexus 324/l
3172P B

NetApp AFF A220 7Zfiis
E

Cisco UCS C220 C &%
JRIZARSS 2R A

iR E
NetApp AFF A220 77fi§1s
H28 A

NetApp AFF A220 7Zfiis
2% B

Cisco UCS C220 C #%!
JRIZARSS 28 A
Cisco UCS C220 C #%!
JRI7RARSS 2% B

Cisco Nexus 324/l
3172P A

Cisco Nexus 324/l
3172P A

NetApp AFF A220 7Zfiis
#l23 B

Cisco UCS C220 C &%
JRIZARSS 28 B

AR ]

eOc

elc

¥ H CVR-QSFP-SFP10G
&EFEc2sAY MLOMA

X F CVR-QSFP-SFP10G
IEFCEEHY MLOM1

eth1/25

eth1/26.

eOM
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eOd
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TG H i i | IR T pasy i
NetApp AFF A220 7#fiiz eOa NetApp AFF A220 77fig#x eOa
a8 A )22 B
e0Ob NetApp AFF A220 7zfigfz  eOb
Hl2s B
elc Cisco Nexus 322 Eth1/1
3172P A
e0d Cisco Nexus 34 Eth1/1
3172P B
eOM Cisco Nexus 34| eth1/33
3172P A
TEETT NetApp AFF A220 715432 B ML 8
G H pie i IR E EFgiwa
NetApp AFF A220 f2fiffs  e0a NetApp AFF A220 7zfigfz ela
a8 B 128 A
e0b NetApp AFF A220 7zfigfE  eOb
Hl2s A
elc Cisco Nexus 3ZHa#] eth1/2
3172P A
e0d Cisco Nexus 3324/ eth1/2
3172P B
e0OM Cisco Nexus 3Z#i#] eth1/33

EIIE

3172P B

EXHEIFMANB T NREETER, = A% FlexPod Express &24t. /7 RIRXH
R, EENTEBHEEMNAEGI A A SiBE BN, 56128 A FliTHI2E B [R5
XHEFEERF NetApp FiEITHIES. M A F3ZHEA] B ATIRFI—3F Cisco Nexus 32
o

Sk, AAENBECE Z 1 Cisco UCS EHNT R, XEFHIRIRFIRRANRSE A, RSS2E B Fo

EERENESBHRES5ENTEEXNER, BERSEHPER * <<text>>" , FBILLT vian
create B R{l:

Controller(Ol>vlan create vif(O <<mgmt vlan id>>

, IPHIAFIEEEIR (VLAN) 755, TRNETEREFRFRR VLAN , WNA4SEMA, ERAIRIBR EIER

BEAX, ErRILSEL2EE FlexPod REHIR, ZEItdiEF, EFREBISTIIRIEANZTFATHRNGRATE
TEIEE, HATERXHEEESE.
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@ NREARIMPFARANHINEIE VLAN , MATIEENZECIRE 3 BB, fEIIEIESR, (£A
T—MBHAEIE VLAN,

AN Z#F VLAN A& BFIIEAR A ID
EIE VLAN AFEEZEOMN VLAN 3437
[E4 VLAN BRI CAIMI 5 EREI8Y VLAN 2.
NFS VLAN AT NFS iEZH VLAN 3438
VMware vMotion VLAN NEEMTMN—EYIEENEohE 3441
—EaYEFHMmIsEN VLAN
EILREZE VLAN EIHN HIEFE RE/ VLAN 3442
iSCSI-A-VLAN WELEH A _EFTF iSCSI el 3439
VLAN
iSCSI-B-VLAN WLReEH B _EBTF iSCSISRER) 3440
VLAN

T‘”A FlexPod Express FeEIFZPEBEFE VLAN HS,. XL VLAN FRA ° <<var_xxxx_vlan>>" , HH xxxx
& VLAN B9A& (5130 iSCSI-A) ©

TRIILE T BIEA VMware o

REAIR) R ENH

VMware vCenter Server
Cisco Nexus 3172P ZRER1EL B
LU EBIFAN4R T FlexPod Express MR HR{E R Cisco Nexus 3172P XA E,

Cisco Nexus 3172P 3 BHIRIRE

UITFEENA T WRECE Cisco Nexus IR LATEE AL FlexPod Express M EARER,
()  WRESBETEERNRBIET NXCOS BRERA 7.0 (3) i7 (5) # Cisco Nexus 3172P

1. BRBohHEER NS 88 O/G, Cisco NX-OS B BthER. WA E AR RIGE,
HIENIEABZFR, mgmt0 3IZFOECEML S Shell (SSH) K&,

2. FlexPod RIREIEMLE A LUBE ZF A NHITECE, 3172P A LAY mgmt0 O R LUEEEII A BN
%, Wl URAEXNSEEIEE 3172P 3THALM mgmt0 #0, B2, IHERAFEERTINGEEEIAE, B0
SSH &,

EAEREIER T, FlexPod Express Cisco Nexus 3172P HEAEIZZII A BIEMLE,

3. Bf¢E Cisco Nexus 3172P Xifitl, BRIV FHIRRFRE SRTIHITIRE, WAR, IXWER
HALBITIRIRE, FHEENMNEBRNRITIFEREE,
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

AlE, EREIEKERE, RASHNERESENHHEITHRIE. NREEEH, BHAn.

Would you like to edit the configuration? (yes/no) [n]: n

- AR, RAWREREEERLEEHREFE, NIRE, BHAN v

Use this configuration and save it? (yes/no) [y]: Enter

. XJ Cisco Nexus X2t B EE MIRIEPIE
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BRE%MEE

SIRMEHEMEEIRT, HAMTE Cisco NX-OS B FARLERIIEE,

REFEERASLRFTAN B mome0 BT, FBE interface-vian Wik MBIILIEE
(D EERO VAN GRIRHEIED) S IP i, MG THNERER
(Bt SSH)

1. Z27E Cisco Nexus Xl A FIX M B EIBRAAERNIIEE, HEAH< " (configt) * HANEERR, AE

BT TSRS

feature interface-vlan
feature lacp
feature vpc

AilimC@E A T AERIR (P #utA BA7 1P ik RBE iR @E P& MEOZ BN A ST EHRE.
BR 7R 1P A BAR IP stk 2 Sh, BRI LU AEAREEZ AN, NiftnD@EEr& MR Z Bk
BN H. HTEHFNERE, NetApp sBZUZIUF RN BT TCP iR INEIRGHEEH.

2. ZEEEER (config t) T, WALUTHLLULE Cisco Nexus 3] A F13ZH#A] B LM 2/HinEE
AT EERE:

port-channel load-balance src-dst ip-l4port

MIT2REMMECE

Cisco Nexus FEEA—MIHBIRIPINEE, ARG RIE. MRKEFCBEITERNEZ, NWRNHFRIEGEITH
I B E R B H AR SRS SR R R E, RIBTANARE, AUBROETEMRESZ—, SEMNKNN
G0

NetApp ZIIKEMIFRIE, UERINER FRAFEROHAAMSKZG O, HgERFNEEEREEESMEN
MECE, I, EXSEREERNERERR, FIMIRITRNASEOSRERMTMRIENEENSE. i, £
PR RIE RS MARK IO EERE, KRR LAERR AR RS HKIG R NEH BRI E T

ANARSS 28, FAEM LITHERRSSIRAETY, BRI EERMBIRES, THETEENFSFHMNFFRIENER . £
XERT, ErRaeREERIRAREA getin A FEEIRTS.

AINERT, FAS—ERFRP, ®E0SE0O LERMTMNEIESTT (BPDU) RiF. AT PILEMLEHREH IR
B, SNRTFELRO EBRIRES— 1 3KEH18Y BPDU , MIIhEER X FtbiR L,

EEEER (config t) T, BITUTESLECE Cisco Nexus A A FZHA] B _ERIZRINAE BT IED,
BIEEIAROZEEF BPDU 1R1F:

spanning-tree port type network default
spanning-tree port type edge bpduguard default

120



ENX VLAN

FECERBAE VLAN IR MmO ZAT, DAEIRIL EENXSE 2 & VLAN o b5, &IF3T VLAN #HiTe 3,
DA St 1 TE PR HERRo

FEERERI (config t) T, BITLATERLEKE XTI Cisco Nexus 2l A M3 B EHE 2 =
VLAN :

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

& IpRFE R OREA
57% 2 |& VLAN DEERM—1F, AFFEEROIRERAE B TEREMSRIEHR.
A NTIRHBEERT (config t) H, A FlexPod REAREERILL T iROHAA:

Cisco Nexus 34 A
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int ethl/1

description AFF A220-A eOc
int ethl/2

description AFF A220-B eOc
int ethl/3

description UCS-Server-A: MLOM port 0
int ethl/4

description UCS-Server-B: MLOM port O
int ethl/25

description vPC peer-link 3172P-B 1/25
int ethl/26

description vPC peer-link 3172P-B 1/26
int ethl/33

description AFF A220-A e0M
int ethl/34

description UCS Server A: CIMC

Cisco Nexus 3Z#E4 B

int ethl/1

description AFF A220-A e0d
int ethl/2

description AFF A220-B e0d
int ethl/3

description UCS-Server-A: MLOM port 1
int ethl/4

description UCS-Server-B: MLOM port 1
int ethl/25

description vPC peer-link 3172P-A 1/25
int ethl/26

description vPC peer-link 3172P-A 1/26
int ethl/33

description AFF A220-B eOM
int ethl/34

description UCS Server B: CIMC

eE RS2 fEE RO

AR EFENERZO@EXER— VLAN . Eit, BFEEEOROEENHRRO. A TIRIE
XEE VLAN , FFERiRORE B NS,

FEERIN (config t) T, WAMUTHLHRSENFENERREOKREROIRE:

122



Cisco Nexus 3Zi##/] A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus 324 B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

RITEMROBELBEE

B EIEOEE (vPC) , YIEEERIR N ARME Cisco Nexus IR AIFERS ] LB R AEIEE |"":/|\1X%E’J
BiEiBE, F=MKEAURKIN, RSB[R IEMEMMLILE. vPC ATLURMHE 2 EZRIFINEE, B
EINER, EPRZEBEZ N HTREUREFEEERARERNAHTERE, EAILURIETR.

vPC EB LTS

* AFEMEEERD LSS ZEERROEE

* THERE RN PR LE AR O]

* IRETIFERIATH

* FERFE R AN LI TR R

© EHER IS E R ERIERRHIRER S

* RERERAFIH RS RS

 EEhRME I AN
E{F vPC THAEIEEIETT, FEEM Cisco Nexus I Z [EHIT—L¥IAIRE, WMRFEAE T mgmto B
E, BEAEOLE XML, HER ping " BIEENTEE I LUE{S[switch_A/B_mgmt0_ip_addrlvRF" EiEds

70

FEER (config t) T, BITUTHLAREIYEE vPC 2BEE:

Cisco Nexus 34 A
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vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus 3Z#i4] B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

ILEEMEROBE
NetApp FiEiTHlzs A IFERERBEESIEHIMY ( Link Aggregation Control Protocol , LACP ) S5M£KEILF
of) - TEhiEE. RIFEA LACP , RAESERMMIZERMNHEMBEIZRIEE. HFMEZEN vPC IKER

, Eit, @IXMGE, UEJLXJI—:EEEH FehiEE M EEEE R ERNYIEREN. S MRSz
[EIERE MR, B2, FIEN I sEREETE— vPC MiZO4A (IFGRP)

FEERRN (config t) T, WEBMMHEBITUTEHS, NEEE NetApp AFF 1ZHI B3N RO ER M
IO ES WP ETRr=v8

1. TR A FISHRM B EIBITUA T8 <, AFMHEETH LR A BERBEE
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. TR A RIRIRA B EiB1TIA R an<, AEfEITHIZE B BB iR [&@E

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

AR LN, EA/ MTU 79 9000 . B, RIENAREFER, EAILUEESHH
() MTUfE. 721 FlexPod RS RAREMFIN MTU BIFHEE, AfF2 K MTU RE
FEWE SHER QXL RIEORES.

FoB RS 3R

Cisco UCS IREZBEE— MmO EIMIZEO+E VIC1387 , ATFEIEREUNREA iSCSI B5h ESXi 1#1E&R %k,
XL OB NEEBIERTS, AIERERZIMERTINTR, BB XEERDHES IR L, BMEER
BT A EHRRERN, RSZSIAEEEiETT.

HERER (config t) T, BITUT®S, NERISMRSHBMEOEEROIRE,
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Cisco Nexus 3Z#i#]l A : Cisco UCS Server-A # Cisco UCS Server-B i &

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

cCopy run start

Cisco Nexus 324 B : Cisco UCS Server-A #1 Cisco UCS Server-B it &

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

TEUCRRRTS SRIES, BRI MTU 7 9000 . B2, RIBNARREFENR, EAILUEEEIM MTU H. BN
FlexPod fERA EFIRERFER MTU BIFFEEE, AFZER MTU BEEFREBKSBHEERER, TEE
MiXERIER, RN RT RN,

EBIRINEZS Cisco UCS ARS52ERY BIBRSZE, BEMAHRN A B LHTARINAIARSS 28 PRHE RIS A i

Oiz{T biRa<

BT _E1THERRIE IR TN G AR B ZAS

TRIER] FIRAS ELhtZR4E, mTLAERR 275 /AT IhEER L1T55E8 1% FlexPod M5, SNREFEIMER Cisco
Nexus If1%E, NetApp BiNfEMA vPC @3 _E1T5EER FlexPod HF1EHEY Cisco Nexus 3172P 32 HA % 5 B
ZeHR, IF 10GbE ERZERMRERA R, LiT8EMETILZ 10GbE L1788, WMRFE, LITHEIUE

1GbE BRZeMfRS R, AJLUER LRSI CIEIIMBEIFEN E1THEE vPC ., BRERRE, 1BSHIBTT copy
run start TN LR EFERE,

"F—#%: NetApp FEEBIRELSE (B 139) "
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NetApp FESIEIRESTE (551 559)
TNE NetApp AFF FESIBi2 (L B,

NetApp 7Zf&15HI28 AFF2 xx RYIR%E

NetApp Hardware Universe

NetApp Hardware Universe (HWU ) R 2F 0] AEA4FE ONTAP A ARt X IFHREHMMGEE. ©
IZHT ONTAP MHHFiZFHIFTE NetApp FEIRENERERE S, Itih, FRET —MAGRB MR

HIAE LX) ONTAP WA S EE AR A E LA

1. 3508) "HWU" R BB RARECESR. REITHEEN-RUEERFERZAHE ONTAP RESFEFE
MARHEY NetApp FHEIRE Z EIRIFRE T,

2. 3E, BERFHIELRAN, BREHRFERA.

128 AFFXX R FINATHR M4

BIMXNTZFHERENYIEME, E2 M NetApp Hardware Universe o iESIFUTERD . BREK, ZIFWER
5 AN YN e A MEEES R

FiEiEHI28
FRERFRITH SR YIE RS TR I TIRIE "AFF A220 32"
NetApp ONTAP 9.4

FeET1ER
TEETRERAZR, BEEFmFMPNEE LR, PIRMTEEIEXR" (ONTAP 9.4 B{HEEIERE)

o

(D)  HRGERT AR ERRERRE.,

TRETRT ONTAP 9.4 NELEMILEES.

SEFMER SHIFMERE

SEEHTRAIP L <<var_nodeA_mgmt_ip>>
BT A A LEIERS <<var_nodeA_mgmt_mask>>
SEHTRARMX <<var_nodeA_mgmt_gateway>>
BT H AR <<var_nodeA>>

ST A BIP it <<var_nodeB_mgmt_ip>>
BT 1 B LEHEET <<var_nodeB_mgmt_mask>>
EHETHABMX <<var_nodeB_mgmt_gateway>>
£ R B &AM <<var_nodeB>>
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EEFAER EEFAEREE

ONTAP 9.4 URL <<var_url_boot_software>>
EERFRIRR <<var_clustername>>
SIS P it <<var_clustermgmt_ip>>
EFB WX <<var_clustermgmt_gateway>>
2 B (R <<var_clustermgmt_mask>>
1843 <<var_domain_name>>

DNS BRs528 1P (ERILIRIAZ ) <<var_dns_server_ip>>

NTP fRS58% 1P (f&RJLUIRIANZ ) <<var_ntp_server_ip>>
RETRA

EEETRA, BFRAUATTE:

1. BRI EFHERRIEE KO, BNEET Loader-ART . BE, NRFHEARLATENRBHERP, BE
FILUUTHEREZ Ctrl-C B BEhBhEIfF

Starting AUTOBOOT press Ctrl-C to abort..

2. RTFRRREH,

autoboot

3. #% Ctrl-C #H NBEhFE,

YN3R ONTAP 9.4 N2 ERBTHRVIFIRES, BHRSEHITUTIBIUALENN M. WREFBIRIZ ONTAP 9.4
A7, EEERET 8 My UEHBEI T Ro AT, REHRITHTE 14,

BREIRMF, IEERED 7 o

N y BITHR.

NEAT THBIMEIREOERE e0M,

MW y LEIEHE .

TEAER (U BN eOM BY IP 3thiit, MISHERDFNRAIARMIK

© N o o

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

9. BNBJTEE AR EIIAARY URL o

() itk Web FRSSATRAHIT Ping 121,
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10.
1.
12.

13.
14.
15.
16.

17.

<<var url boot software>>

% Enter AR R, X THFR.
BN v BRENREISE N RS ER B E RN,
WA vy UEHBET =

RN, RARIEER N BIOS MiBECE FMTTREIFA LR, MMSFEEMED, FAIBEE Loader-A $E
TIMELE, IIRREXERE, RAARSISRETBEMRRE.

¥ Ctrl-C S NBEIFEE,
73 Clean Configuration 1 Initialize All Disks ZE#Fi%EIN 4
BNy RUERES, SEEREHREMNXHRS,

W y LUBRRHE R EURE.

RESHIVIR AR REFE 90 D E K EI A gesemk, REBURTFEZHENSHEMEE, in
ke, FREASRKBENRRR. FEE, SSD YRAFAFNREIEMESZ, ERUETR ANEEES
B EHITTI R B ECE.

TN R AGLHAE, FRECET R B

ET =B

BEEETR B, BRAUTHE:

1.

N o o &

130

ERIFEAREH SR, ENEZ Loader-ART T, BE, MREFHASKATEMBHEIRF, BE
F LU H R Ctrl-C B HahBmhEif

Starting AUTOBOOT press Ctrl-C to abort..

- 12 Ctrl-C #ENBThEE,

autoboot

HIIRREY, #% Ctrl-C o

YNZR ONTAP 9.4 N2 EFEIRVIRFIRAS, BREHITUT T BIUAL TN MREFENHIZ ONTAP 9.4
A7, IEEEED 8 My UEMBEIT R AR, RERITIE 14,

BREMUNMG, BERIR 7 o
BN y BITH R,

NERT THHIMEEOEE e0M o
WA y LENEFHBR.



8. TEFENNIE AN eOM BY IP Hhlit, RILRIEEDSFIERIAM X,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. WNBJTEEAIREIIRMHAY URL o

() itk Web RS SUTATHIT Ping B1F
<<var url boot software>>

10. #Z Enter IANBF &, RTEEAFP &
M. BN y B RENRHFIRE e EHBHPERNRAR T
12. N\ y LEFBET =

REMIIHES, RGAJRERN BIOS MSEC R FHITEI AR, MMSHREMBE, HPJEETE Loader-A 12
TFMFLE, IIRREXERE, RARRISIRETBERRE.

13. #% Ctrl-C M N/BEhZEE,

14, JEBIEIN 4 LUBRREC B H BT E A,

15. BN y BERBES, SBMBEHRENNXHRS,
16. BN v BURPRIZE ERIFRE EIE.

REGHIIRLAEIEATEFE 90 D E K814 ek, REBURTFEZHENHEMEE, in
ke, FEASKBENRBR. FEE, SSD RFFENREIEIMGZS,

PJERITT R ABCEMEHFLE

MEZRIFHEIZFIEA (TRA) ERaRONEReROEFF, BITHRIREMA. BRETRLEH
ONTAP 9.4 BY, RFERUEREIZS,

@ £ ONTAP 9.4 /1, HRIESEIRET BREL K, IE, EHKENSHTRESESFTMNE
— s, [ System Manager BB F B &8,

1. BRREREETRA
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

2. EMAIT S EEIEORM IP it

WA UERSLITRERITREIRE, SXENTBUNAEEA NetApp System Manager 5| FIVIRBEHITEREE
’E,

3. BH5ISNIRBEUREER,

4. BN~ <<var_clustername>>" {EAKE R, HABRENESMTRMEAN * <<var_nodeA>>" fl°
<<var_nodeB>>" , MANEBERFEHERANEL, ETIENERHENEERE, WAEHEXFAIIL
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MNettpp OnCommand System Manager

== Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad mation requaed befow o canfiger e your oester

Cluster Mletwirk Suppot

Cluster Name |_

Modes

STy

0 Mot sure all nodes have been discovered? Refrash

FAZIRED R S00OMHIEL FAZIRED EFRS00OHIT

@ |

Cluster Configuration:

@ Us=mame admin

[T

P ® |

Switched Cluster Switchlesss Cluster

Fazsword |

Canfirm Password |

Cluster Base License [Optianal) |

ﬂ For any gueries

Feature Licenzes [Opronal)

related tz licenses, contact My sSUppOrt.netapp. com

ﬂ Chuster Base License is mandatory to add Feature Licenses

SRR LU NEERY, NFS #0iSCSI MIThAEEF Bl
6. IAEER—ERESHE, IBHIETELIERER, IWRSEESBHETRZ MRS, WTEEEL 9 #EE,

7. BB,
a. BUHIESR P it SEE%

b. fEEEFEIR IP HtF RGN * [var _clustermgmt_ip]" , TEMISZIBRDFEIRIGN
[var clustermgmt_mask]" , 7EMXFEEHEN * [var_clustermgmt_gateway] . ... EFRIHEOFEH

AUEEERE LUERE T = A BY eOM

C TRANTREREIPBIEF. A= BRI <<var_nodeA_mgmt_ip>>
d. 7£ DNS & FEEH4a N * <<var_domain_name>>", 7t DNS Server IP Address FEEFHIN °
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<<var_dns_server_ip>>" o
el LU Z 1 DNS BRS528 1P #hdik,
e. 7% NTP BRS8EFEHPIHIN * <<var_ntp_server_ip>>"
A LI NE R NTP BRSS 25,
8. BEEXIFER.

a. MREIIMERERIEERIAIR AutoSupport , IEERIE URL HF3A URL o
b. I NE @K SMTP BB ENH] BB F Pk,

BRNE GBS A, AT EREUENE. ERILUEREASE.
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NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. HIEREEIEC MY, B Manage Your Cluster LAFCE .

135



BFHEERIE
EEFMET RMEBMERE, B URSEEFERE.

RrE&RHMEES
ERERTHMEEREEETS, BETUTH<:

disk zerospares

RERE UTA2 s O MEKIE

1. 11T ucadmin show W%, WiklsOAYLEIMRIFAI L FISEE,

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target = = online
AFF A220 A 0d fc target = = online
AFF A220 A Oe fc target - - online
AFF A220 A 0f fc target = = online
AFF A220 B Oc fc target = = online
AFF A220 B 0d fc target - - online
AFF A220 B Oe fc target = = online
AFF A220 B 0f fc target = = online

8 entries were displayed.

2. WINEAEERNRONYFIRNESE N cna , HRRBEETIREN Bif. NMRTRE, BEAUTHTENR
A MEKIRE:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

BETE—1a<, WHOLILTFHRIRES. E2EmORN, BEETUTae<:

‘network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down’

() wREHTHORYE, WAREREHSN G, LERAEY.
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EmREEZEEZEO (LIF)
EERRBELF, BRBUTSE:

1. BTRYRIEEE LIF %K,

network interface show -vserver <<clustername>>

2. EHREHEELIF,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3 EMZTABEBIELIF,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

EEHBEEIE NMSEBMIERR
EERBEERE LISE auto-revert &3,

network interface modify -vserver <<clustername>> -1if cluster mgmt —auto-

revert true

KBRS IR IEO
BRI TR EMNRSAIERDECFS IPv4 sk, EB1TUTEa<

system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 -enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D) Bsa=s P iy 5T REIE P ML FR—F MR,

£ ONTAP /5 FER =TS
BIAERRAEMEKRIERS, BEREREXNREBTU TSRS
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1. IR HEEERE TS BIRTS,

storage failover show

" [var_nodeA]" M * [var_nodeB] EBAABEBHITERE. WRTRAIURITEE, BRESE 3,

2. EFRIM I RZ— LERSEES,

storage failover modify -node <<var nodeA>> -enabled true

AR ELEBREERERE, XM REA LU THIERS,.
3. FUIENR TS REEEFAY HA KT

P BERERTRAER UL RS,

cluster ha show

4 MREETSURM, FRESE 6. IREETSTAM, NEAHGSHEERUATHER:

High Availability Configured: true

O RN T REEFE A HA R

(D) BoHAERILULSANERETIHS, RATRSHHRERTE LT,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. WIFREEIEWECERHHE), HIREFEENECK IP ik,

storage failover hwassist show

HE RERE: #81R: RRFIENTRAHN hwassist REER RKREEBGNEL. TITUTHS
IARCE BE (4B

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>
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7£ ONTAP ol ERIMI MTU /"~ #51
EAUE MTU 77 9000 BYESHES #8318, RBITUA T <!
broadcast-domain create -broadcast-domain Infra NFS -mtu 9000

broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

MERAT B AR BR 2R R i

10GbE ##Eim BT iSCSI/NFS i, XLEimON MERIAE MR, REBmO eOe 1 e0f , BN MERIAIHF
B

BN BERRERRD, EETUTeS:
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

£ A UTA2 in O ERYRERH!

NetApp SfESRELE, TEEEFIIMNRLENFIE UTA2 s LRARERS, BERARERS, BETUTH<S
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

7 ONTAP HfZE IFGRP LACP
LR QAT ER N HE Z LUIKMIZEO R —1 5245 LACP B, FRIIENECE IE#.
EEBFRTFYL, THRUTTE,
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

7Z NetApp ONTAP D& B AU

2% ONTAP WimECENERERN (MTURBEN 9, 000 F1) , HEMEEE Shell iZ1TUATa<:

AFF A220::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

7 ONTAP H16# VLAN
E7E ONTAP HF41E VLAN , BZMUTHE:

1. 83 NFS VLAN i OFH G E AR SR #1E,

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Bl|# iSCSI VLAN Im OF & EARE SR #5153,
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. 83 MGMT-VLAN %0,

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

7T ONTAP H18EER &

£ ONTAP BTz d, FEIE— I EARENRS, BRHMRS, FHERSEN, BEIRRESHNTRK
HEZHMEY

ZRIEREG, BIETUTH<:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

ERETEVMMRE—NHE (EBRREANHE) FA&BEHE, REMER, SMELRBENNNELE—E
=7
MENERTTG,; EUESENIMZENERERINEE,

EHEREETMZAI, TECNEERES, 11T aggr show M UEBREABIEBIRS. F aggrl _"nodeA’ BX#lZ
B, 1B7NARERIE(E,
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7 ONTAP HER &R X
BB EEP HIREER FMNNKX, BETUTHS:

timezone <<var timezone>>

(D BN, EXERER, BIXA America/New York ., FRBARXREITGE, & Tab BEF R ALE
o

7 ONTAP HfCE SNMP
EfigE SNMP , B TS E:
1. B2E SNMP EAEE, G EMEER A, I8, HESE SNMP FRE/RA sysLocation Fl

sysContact TE,

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. FE& SNMP FERLREEZIZ EM

snmp traphost add <<var snmp server fqgdn>>

7 ONTAP HfE SNMPv1

EECE SNMPv1 , BIRERZNHEXHNHEN B ASEL,

snmp community add ro <<var snmp community>>

(D 151Z/EER snmp community delete all a8%, MIRHXFERBHAFEMSEm, Mitd
LR EMIFR.

7£ ONTAP HfigE SNMPv3

SNMPV3 EREEXHERERFPH#HITHHIIE. BEE SNMPV3 , BTRMU TSR

1. iB1T security snmpusers B UBESIZEID,

2. BiELZ N snmpv3user AR,
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security login create -username snmpv3user -authmethod usm -application

snmp

3. BINELSEARISIZE ID , AR nDs (ERSHIIEDIN,
4. HIMRTES, WASHEIENYHNSRNMER/ \DNFRFNERD.
O. EHE des fENRRAAMNINL,

6. HIRRET, WARMDNRNMNEN/ N\ DFRFNEE.

7 ONTAP it & AutoSupport HTTPS

NetApp AutoSupport TE@iE HTTPS [d NetApp KX IFHHEEEFEE. ERCE AutoSupport , iBIETTILT

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

g% Storage Virtual Machine

E0||EEAZeH Storage Virtual Machine (SVM) , &R TESE:

S— /= A/\\
1. I81T vserver create #85%

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate

aggrl nodeA -rootvolume-security-style unix

2. BEIERARIE NetApp VSC B infra-sVM B & FIRA,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. M SVM B ERREFHENIN, AR NFS #iSCSI

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 1 infra-sVM SVM HE B HiE1T NFS ¥

‘nfs create -vserver Infra-SVM -udp disabled®

5. TFF NetApp NFS VAAI fiifEHY sSVM vStorage 28, Afa, KWIIREEEE NFS,
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‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®
"vserver nfs show °

(D B ITHMGSRIET A vserver , A Storage Virtual Machine LB AARSS 250

7 ONTAP HfidE NFSv3
TR T ERILECERFFEHE R,

BFAER BFAESE
ESXi 41 ANFS IP #hitit <<var_esxi_HostA_NFS_|P>>
ESXi F#1 B NFS IP it <<var_esxi_HostB_NFS_|P>>

7 SVM LFEE NFS , BiETIUATa<:

1. ERIASHERBE R RS ESXi ENSIR— AN,

2. NECENED ESXi ENHDE— M. SMENEHEBSHIMUES. F—1 ESXi EHBIFUZERS]7 1
» BT ESXi ENHIMMNERSI7 2, MKILSEHE

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. KBS HERER D ACLA EAZRM SVM 1R

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D INREEFEIRE vSphere [FRFETFHREE, N NetApp VSC = HpMMER L ERES, MRFR
LRIARSS RS, MATERIMEM Cisco UCS C RFIARSS 288 2 S i SRBEFLN

7£ ONTAP 182 iSCSI iR
EHFE iSCSI fRS, BRMUTEE:

1. 7 SVM _EBIE iSCSI RS, ISR BE iISCSI fRSH I SVM &= iSCSI IQN , BiFTRBZ RS
iSCSI »
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iscsi create -vserver Infra-SVM

iscsi show

£ ONTAP g2 SVM RENAHHZHEK
1. EE TR LEE—INEFREMEN SVM RENHHEZHEK.

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate

aggrl nodeB -size 1GB —-type DP

2. IEBELITR, UEE 15 PHEHR—IIREREXR.

job schedule interval create -name 15min -minutes 15

3. BIEREX R

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. MR RGEXEAHRIIERSELIE.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

7£ ONTAP HEZE HTTPS i5i0]
B EXNFEEFISENE 25, BRI TEE:

1. RS WEEH LHIRRES

set -privilege diag
Do you want to continue? {yln}: vy

2. @E, BEESRIIR. BITUTHLUIEES:
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security certificate show

3. WFFARMIED SYM , SEBARZNS SVM B DNS FQDN ITE2, PMERIAIEBR RIS, HEirAEE
BIEBEIEBIME AR BN,

BRIFELEIE B 2 aifBRETEBAYIER, 1817 security certificate delete < MIBRETHERAYIE
B, EUTEHSH, E Tab completion EFEHMIFRE N ERINIER,

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 55242976

4 BERALZEBSRIED, BE—XRMETUT®S, A infra-sVM F1&EEf SVM A ARS 2EH. B, 13
fF8 Tab completion ZEBHTER X LR,

security certificate create [TAR]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BIREWATH BHFIESEIIE, 1517 security certificate show i,

6. /A * — server-enabled true” 1 * — client-enabled false” &£/EANINISIZMNESNER. B, EEH Tab
HE,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. BRBHEE SSL 1 HTTPS iAa) &2 A HTTP hial.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {y|n}: vy
system services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>
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() abRessEEREE—£#2EE, SHLEETEE.

8. BIREIEERANIREFHEIRIZE URIF Web A SVM .

set -privilege admin

vserver services web modify —-name spi|ontapi|compat -vserver * -enabled

true

7 ONTAP 163 NetApp FlexVol &

E6U# NetApp FlexVol &, BHIAERI, KNREMENRS. IR VMware SiEEFEESH — 1 RS

RREE,

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate

aggrl nodeA -size 500GB -state online -policy default -junction-path

/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB -state online -policy default -junction-path /infra swap

-space-guarantee none -percent-snapshot-space 0

-snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online -policy default -space-guarantee none -percent

-snapshot-space 0

£ ONTAP FRiSHEE HUEMIFR
EHENNE LEREEHRERRR, BBTUTHR<:

volume efficiency on -vserver Infra-SVM -volume

volume efficiency on -vserver Infra-SVM -volume

7£ ONTAP A6IJZ LUN

EGIEBBANEE) LUN , BET U Tes:

lun create -vserver Infra-SVM -volume esxi boot
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot

15GB -ostype vmware -space-reserve disabled

infra datastore 1
esxi boot

-lun VM-Host-Infra-A -size

-lun VM-Host-Infra-B -size

() s Cisco UCS C RFIBRS M, AROIREISMIRE LUN o
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7£ ONTAP H4132 iSCSI LIF

TRINHT et ECEFRFRES.

FHHER

EfETI R AiSCSI LIFO1A

77fET = AiSCSI LIFO1A P& 181D
7Z7fETi = AiSCSI LIFO1B

7FfiET = AiSCSI LIFO1B 4883
77T = B iSCSI LIFO1A
776ET = B iSCSI LIFO1A M£E S
T /= B iSCSI LIFO1B
77fET = B iSCSI LIFO1B M£E

2
<<var_nodeA iscsi_lif01a_ip>>
<<var_nodeA iscsi_lif01a_mask>>
<<var_nodeA iscsi_lif01b_ip>>
<<var_nodeA_iscsi_lif01b_mask>>
<<var_nodeB_iscsi_lif01a_ip>>
<<var_nodeB iscsi_lif01a_mask>>
<<var_nodeB_iscsi_lif01b_ip>>

<<var_nodeB_iscsi_lif01b_mask>>

1. BIEM iSCSILIF , 8N TEED.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A 1d>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1if0Olb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

7 ONTAP H16l## NFS LIF
TRINH T ERILEE B RNE R
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FER

ZET = ANFS LIF 01 1P
1FHET = ANFS LIF 01 4865
EET R BNFSLIF02IP
77fET = B NFS LIF 02 P£E#8H

1. B3 NFS LIF

FAERE

<<var_nodeA_ nfs_lif 01_ip>>
<<var_nodeA_nfs_lif 01 _mask>>
<<var_nodeB_nfs_lif 02_ip>>

<<var_nodeB_nfs_lif 02_mask>>

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data

-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan 1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-

domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data

-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan i1d>> -address <<var nodeB nfs 1lif 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up -failover-policy broadcast-

domain-wide —-firewall-policy data —auto-revert true

network interface show

AINERLSRA SVM EIE 5
TRIIE T et EFRRRIER.

HAHER
Vsmgmt IP

Vsmgmt W&
Vsmgmt ZRIARA X

HAEEE
<<var_svm_mgmt_ip>>
<<var_svm_mgmt_mask>>

<<var_svm_mgmt_gateway>>

ER A SVM EIESIHM SVM BIEFEZOANE EENE, BRAU T R:

network interface create -vserver Infra-SVM -1if vsmgmt -role data

—data-protocol none -home-node <<var nodeB>> -home-port eOM -address

<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up

—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

() ey SVM BIR 1P STRISEREE P (i FE—F M,
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2. QEE—EUARREH, LUE SVM BIREORER RN R,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. 4 SVM vsadmin AP & BEZBHAERBIELLEF

security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var_ password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"HE T3 Cisco UCS C RFINRAARS SFEBIEFL B
Cisco UCS C RYNZEAMRSREBEIR T T

T—T1F4E T AT ECE Cisco UCS C RFIIRITHNZRARSS 88 LATE FlexPod RIRECE F
ERRESE,

%t Cisco SR EIEARSS 211 THIYA Cisco UCS C RIS ARSZ2RIGE
TR TS B UAIIEIEE Cisco UCS C &%5Jh 7RSS 2889 CIMC 10,

TRINHE T AT Cisco UCS C RFIMIIAREZ2SECE CIMC FREHEE.

FHHER HAERE

CIMC IP it <<CMC_IP>>

CIMC FM#Eh3 <<CIMC Mg >>
CIMC ERIAWIX <<CIMC [ >>

() WEeEREM CIMC #REH CIMC 313 (g) o

PRS2

1. ¥ Cisco &, MSAMER (KVM) ¥iftas (FEARSSER{EM) EREIARSSBIERA KVM 0. ¥ VGA R
Testll USB SEREENENAY KVM Hiftasin [,

2. fTARSHEIR, ERFARTERA CIMC BLENIZ F8 .
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. 7£ CIMC ERE SRR, &E L TEm:

° M£&1EO+k ( Network Interface Card , NIC) &= :
" EH"X"

°IP (BE)
" IPv4 . [X]
* BEBE DHCP : []
*CIMCIP: [CIMCIP]
* B/ FM: [CIMC netmask]
* Wx: [CIMC W% ]

° VLAN (&%) : REPEFRIRESUZEA VLAN fRic.
* NIC TR
"I X
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co TMC Conf i tion Utilit

4. 12 F1 AIEEHMGE.

c BRI
* FHRA: [ESXi_host name]
" hA DNS @ []
" HITROANRE . RIEFERIRS.

° BINAFR ()
* BHAZES: [admin_password]
* EFWMAZEE: [admin_password]
- mOEMY: ERMIAME
* ImOREXH: FREFERIRS.
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FactorybDefaults

Detault User(B

Port Properties

Admin Mode Operatlon Mode
AL T i
Full
Fart Profiles

SRR R AR o)

5. ¥ F10 7% CIMC #Z0OE &,
6. 1%@@3%)%: E Esc if‘_lllillo

Bt & Cisco UCS C &%IARSS2S iSCSI B5h

7EUtt FlexPod HRIRECEH, VIC1387 BBF iSCSI BHhs.

TRYIE TEE iSCSI BRFIREIER.

()  #ERTED ESX TNR—HEE,

HAHER FARERE

ESXi EHBohiERF A BT <<var_UCS_initiator_name_A>>
ESXi E£#1iSCSI-A IP <<var_esxi_host_iscsiA_|IP>>

ESXi F# iSCSI-A L& Hshg <<var_esxi_host_iscsiA_mask>>
ESXi F#/ iSCSI R IAM K <<var_esxi_host_iscsiA_gateway>>
ESXi FHEohiEF B 2R <<var_UCS_initiator_name_B>>
ESXi E£#1iSCSI-B IP <<var_esxi_host_iscsiB_ip>>

ESXi F# iSCSI-B W4&iEhg <<var_esxi_host_iscsiB_mask>>
ESXi E£4#1iSCSI-B Mx <<var_esxi_host_iscsiB_gateway>>
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FHER

IP i3tk iscsi_lif01a
IP ik iscsi_lif02a
IP 331k iscsi_lif01b
IP 33tk iscsi_lif02b
infra_sVM IQN

BElRFEE

BRBERHINFRE,

BRAU TSR

FREEE

1. 7£ CIMC AENEREOH, BE Server K Hi%#Z BIOS .
2. B Configure Boot Order , ZAIG&E T OK .

B=
Chassis

Summary

Inventory

Sensors

Power Management

Faults and Lags
Compute
Networking
Storage

[torage]
Admin

CISCD

/& / Compute [ BIOS

Configure BICS Profile

C220M5.3.1.3d.0.0613181103
-

Llefi

BlOS

Save Changes

3 BIOS Remate Management Troubleshoaoting Power Policies
Erter BIOS Setup | Clear BIOS GMOS- | Restore Manufacturing Custom Settings
Caonfigure BIOS Configure Boot Cirder
BIOS Properties
Running VYersion
UEFI Secure Boot
Actual Boot Mode
Configured Boot Mode
> Last Configured Boot Order Source
Configured One time boot device
[
3

¥ Configured Boot Devices
Basic

Advanced

3. BERHRINEEE THREHEISRATRREE U TIRE.

° AT TR

* Z¥F: KVM-CD-DVD
= FHA KVM BETRY DVD
CRES: BEE

G 1

° N0 iSCSI BEf.
= ZFR: iscsi-A

PID Catalog

Restore Defallts

Actual Boot Devices

LIEFI: Built-in EFI Shell (MonPolicyTarget)

LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)
LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)

LIEFL: Cisco viMM-Mapped vDvD1 .24 (NonPolicyTarget)
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" K& BEBA

" iE: 2
* 5K MLOM
1 )

o BAFAIN iISCSI BEf.
= Z¥R: iSCSI-B
KA BEBA

* R 3
* {51 MLOM
1

4. BEHEAMIZE,
o BEREREFEN, ARBEHXH,

Configure Boot Crder

Configured Boot Level:  Advanced
Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FRE Boot
Add SAN Boot Name Type Order State
: Ku'h-MAPPED-DWD WIEDIA, 1 Enabled
Add LB (] iscska ISCSI 2 Enabled
Add Virtual Media .
|| isCElB ISCSI 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 5D Card
Add MNyVME
Add Local CDD
Reset Values Close

6. EFTEEARS R UERINBRINE B,

/A RAID 1THI28 (WNR7FTE)

MR C R7IRSZ2EE S RAID 1THI28, 1B THE, M SAN BBt EFREFE RAID T488, & e LIMAR
Z2ITYIEMIBR RAID =628,

1. & CIMC EMSME SR BIOS .

2. 3%#% Configure BIOS

3. @M TREhE PCle #HfE: HBA X ROM .
4. MNRHAZALE, EHEIZER disabled .
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BlIOS Femaote Management Troubleshaoting

[lie} Server Management Security

Processor

Mote: Defaultvalues are shown in bold

Reboot Host Immediately:

Intel VT for directed 10:
Intel WVTD ATS support:
LOM Port 1 OptionRom:
Pcie Slot 1 OptionRom:
MLOM OptionRom:

Front NVME 1 OptionRom:
MRAID Link Speed:

PCle Slot 1 Link Speed:
Front HVME 1 Link Speed:
VGA Priority:

P-SATA OptionROM:

USB Port Rear:

USB Port Internal:

IPV6 PXE Support:

79 iSCSI [FhECE Cisco VIC1387

BB S EEATFHETF iSCSI B5hH Cisco VIC 1387

Bl iSCSl vNIC

1. BEHFHMLUEIZEE vNIC o

Enabled
Enabled
Enabled
Dizabled
Enabled
Enabled
Auto
Auto
Auto
COnboard
LSI 5vy RAID
Enabled
Enabled

Dizabled

2. £ Add VNIC Z9 R, BALUTIRE:

° Z¥R: iscsi-vNIC-A
° MTU : 9000

> BRiA VLAN : " <<var_iscsi_vlan_A>>"

° VLAN #&23,: gk

° Enable PXE boot : check

» vNIC Properties

¥ General

Hame:

CDN: | WIC-MLOM-SCEMIC-A

MTU: | 2000

Uplink Port: | O

MAC Address: O

Class of Service:
Trust Host CoS:
PCI Order:

Default VLAN:

Auto

TO:E9.5ACO98ED

Mone

3439

Memory

Power Palicies

{1500 - 9000)

(0-8)

FPoweriPerformance

Legacy USB Support: | Enabled
Intel VTD coherency support: | Disabled
All Onboard LOM Ports: | Enabled
LOM Port 2 OptionRom: | Enabled
Pcie Slot 2 OptionRom: | Disabled
MRAID OptionRom: | Enabled
Front N¥ME 2 OptionRom: | Enabled
MLOM Link Speed: | Auto
PCle Slot 2 Link Speed: | Auto
Front MVME 2 Link Speed: | Auto
M.2 SATA OptionROM: | AHCI
USB Port Front: | Enabled
USB Port K¥M: | Enabled

USB Port:M.2 Storage: | Enabled

VLAN Mode: | Trunk v

Rate Limit:

o @

Channel Number: (1 - 1000}

o-1

PCl Link:

L] e

Enahle NVGRE:
Enable VXLAN:
Advanced Filter:

Port Profile:

]

Enable PXE Boot:
Enable VMO:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout: (0- BO0)
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3. BHFNM WNIC , ARBEEHHT.

4. ESIERRLIRMSE— vNIC .
a. ¥ VNIC #5B/9 iscsi-vNIC-Bo
b. %\ * <<var _iscsi_vlan_b>>" {EA7 VLAN o
C. ¥ LITHERIRIIZE N 1 -

5. EFRAMBI VNIC iscsi-vNIC-A,

|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIS vHEAS
v wHICs » vNIC Properties
ethid
ath r iSCSIBootProperties
ISCE-MIC-A
> General
ISC5-VMNIC-B
* Initiator

» Primary Target

+ Secondary Target

F usNIC

6. 72 "iSCSI BaiEt " T, MABHEFFMAES:
° Z¥R: [var_UCSA initiator_name_A]
° IPhik: [var_esxi_HostA_iscsiA_IP]
o FHES: [var_esxi_HostA iscsiA_mask]
° f>x: [var_esxi_HostA iscsiA_gateway]
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7 EmAEBIRFEAER.
° Z¥R: infra-svm B9 IQN RS
o IPH#idk: IP ik iscsi 1if01a
° @ LUN: O

8. MAZRERFAER,
° Z#R: infra-svm BY IQN RS
o IPH#ifk: IP MYk iscsi 1if£02a
° BEILUN : 0

R LUBTT vserver iscsi show RS 3FIRENIZ(E IQN RS,

() #E2ERE WIC K 10N BT, CRBEESSEREREN.,
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h/ .. fAdapter Card Refresh | Host Power | Launch Ky | Ping | CIMC Reboot

MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
eth0 i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars
i80Sy IP Address: | 172.21.246.16

TCP Port 320

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. B Configure iSCSI o

Boot LUN:

CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

10. %R VNIC iscsi-vNIC- B, FAEETEENLUKMIZEOERS TN iISCSI Bohigil.

1. ESIIFZLURRE iscsi-vNIC-Bo
12. M NBEhEFIFAE R,
° Z#R: * <<var_UCSA initiator_name_b>>'
° |P#udik: " [var_esxi_HostB_iscsib_ip]’
o FHEY: " [var_esxi_HostB iscsib_mask]
° f>x: " [var_esxi_HostB iscsib_gateway]
13. A BEMFEHER.
° ZR: infra-svm B9 IQN RS
o IP#hiE: IP#BHE iscsi 1if01b
° BEILUN: 0
14. MAZRBERFAEE.

o Z#R: infra-svm BY IQN RS
o IP#hib: IP#BAE iscsi 1i£02b
°BEILUN: 0

BRI LUMER vserver iscsi show Sp<IREXTESE IQN HS.
() EEXTRED WNIC K ION B, LEEARESBREREN,

15. g Configure iSCSI o
16. EE thidF24 Cisco UCS ARZ328 B B & iSCSI B5h
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79 ESXi B2E vNIC

1. £ CIMC AENEREOF, BEHER, ARRTHHEEM LM Cisco VIC iEFies.
2. 1£ Adapter Cards T, i%# Cisco UCS VIC 1387 , AREFR TEHR vNIC

fh/ / Adapter Card
MLOM [ vNICs

General

¥ WNICS
gtho
eth
505y
1505y

Host Ethernet Interfaces

External Ethernet Interfaces

Add vNIC

Hame

ethl

ethl

ISCSky..
ISCSy..

3. 3%E$F eth0 FEEHREM
4. 3% MTU i&& 9 9000 ., B Save Changes o

CDN

WIC-MLOL .
WIC-WLO...
WIC-MLOL .
WIC-MLOL .

YICs

vHEAS

MAC Address

70:69:54:C0:95.49
70:69:54A:CO:95:44
F0:BE:5ACO:55:40
70:69:54:C0:95:.4E

Refresh | Host Power | Launch k3N | Fing | CIMC Reboot

MTU

1500

1500

000
9000

usHIC

Uplink Port
]
1
]

CoS

VLAN
MNOME
MOME
3435
3440

Locat

Selected 0,

VLAN Mode

TRUMK
TRUNK
TRUMK
TRUMK
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N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM [ wNICs
General External Ethernet Interfaces wiNICs vHEAS
Name:
¥ WMICS
CDHN: | “IC-WLOM-gthd
etho
. MTU: | 9000 | {1500 - 9000
IS0 Sy Uplink Port: | O ¥
505y MAC Address: O Auto
(®) | 70:69:54:C0:98:49
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O i0-a)
Default VLAN: ® Nane
O 7]
S. Wtetht EELE 34, Wik eth1 W ETHERIEOSTIZREN 1.
Il'l [ [ Adapter Card MLOM [ vNICs
General External Ethernet Interfaces wMIC s wHELAS
¥ vNICs Host Ethernet Interfaces
etho Add vNIC
ethi
SOy ICA Name CDH MAC Address MTU usNIC  Uplink Port
ISCSlvMIC-B []  ethd WIC-WLO. J0:BFAA CO9E:49 5000 0 0
| eth WIC-RMLOD. FO:ESEACO95: 44 5000 ] 1
I:I ISCSy WIC-RLOD, . FOR9:54 C0:98:40 S000 ] ]
I:I ISCSy WIC-RLOD. . F0:R9:54 CO:98:4E S000 ] 1
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"F—%. NetApp AFF ZEERBRES R (5 2 85) "

NetApp AFF ZEEIZB1R(FS R (5 2 897)
ONTAP SAN BEh#Fi#igE
82 iSCSI igroup
EOI3E igroup , BTEHRUTESE:
TP ED, CEEFEARSRECEPR ISCSI BEIFER IQN .
1. &%ﬁ"’é‘ﬁ’ﬁﬁ SSH E#EH, BEITUTH<. EEFEUTBEDEIEMN= igroup , 1BIETT igroup show

AR o

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

() /Mt Cisco UCS C RIS, BARAUSE,

$8/E5h LUN BRE3ZE] igroup

R AT LUN BRESE] igroup , IEMEEFEIE SSH EREBITU T <!

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

() /mEft Cisco UCS C RFIIREEET, BAZRUSE,
"Z K. VMware vSphere 6.7 S EIZELE, "

VMware vSphere 6.7 ZfE121F 5 1E

ETIFMNLE T 1 FlexPod PRIREIE LI VMware ESXi 6.7 U312, TEMZIZZIEE
HITEENX, UEEsE/ I PmRRNIfET =,

FEULRIFFRLE VMware ESXi NG EESM, IRESBERIERT Cisco UCS C R7IARS32:H7 CIMC 57
EAEM KYM 2RI SFEIMTBThEE, RiZiRRENTRF &R 28
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() @5 Cisco UCS BRZ5%8 ATl Cisco UCS B%558 B RALIIRIES TR
X F RSB PR E AT R, UATARIIBIESE.

EFE Cisco UCS C A5IHIIfRSZ25HY CIMC FRim

UTHBFMNE T ERE Cisco UCS C RYVMRITARSS2RAY CIMC REMNTG %, BHIEREI CIMC REA 8E

BITEM KVM , EERAILUETIZENT IR R EIR RS,

FrE M

1. Sn3) Web R85, sAGHIN Cisco UCS C &5 CIMC 0/ IP Hitik, S BEIEBEN CIMC GUI N A
2R

2. FHBEERARPZMEEERE CIMC Ul,
3. TI*$¢5 FHE&EELEIH-EO
4. B Launch KVM Console o

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. MEEIA KVM £HI &=, 1%E#F Virtual Media iEF,
6. ST CD/DVD o

() remEmeEwEEmNes. MREIURT, BEE Accept this session .

7. B E) VMware ESXi 6.7 ZEER I1ISO UGN H, AEPETHITH. BHMEHEE,
8. EFBRENE, ARERRAKEND (2B . BEHE.
%% VMware ESXi

UTEZBNET IfRAEESEEN ERE VMware ESXio

T&i ESXi 6.7 Cisco BE X M&
1. &) "VMware vSphere FEIIE" BFEENX IS0,
2. BHERATF ESXi 6.7 GA M Cisco BENXMYE LR CD ZiHEE T H,
3. T#ERATF ESXi 6.7 GA R Cisco BEXMBGERECD (1SO) ,
FRBEEM

1. REBRE, HBENSKNREEEE VMware ESXi ZEN R,
2. METRHEEBEFERE VMware ESXi ZE12%,

REREFRMH. XFE/L2HEEL
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3. REEFIMESTERS, & Enter SR,
4. FERABAPIFRIINGE, B2 F11 RERE,
S, EARALHNGE N ESXi ZEMEER NetApp LUN , SAJS3% Enter BERE,

HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. ERESYUMNRERE, ARIE Enter
7. M NHAMINMBEEREY, JA/53% Enter .
8. ZEEFRZLEEEMIRE LNIMBESX, % F11 BRERE, REESX G,

%8 VMware ESXi THEIERMLK

UTHSEBNET MEANED VMware ESXi ENHMEIENS.

FREEM

1. RBBRTEREMBGE, & F2 BNETUBENX RS

2. fEF root EABRBER, HEALIERESEPHRADN root ZRBER.
3. ERALE EIEMLSIET,

4. FEEWLKEACEE, AEIE Enter #,

5. 79 vSwitch0 EZEPREEMIEE . ¥ Enter #,

(D 7 CIMC SiE#25 eth0 Al etht HEZHIH

AR5 B EF BB,
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Network Adopters

Device Hame Harduare Label (HAC .!I_:I:I:‘.ESS)' Status
[X¥1 vanich SlotID:HLON. .. ...d8:da:2c) Connected (.. .0
[X]1 vmnicl SlotID:HLONM. .. (.. . d0:da:2d}

‘SlotID:MLON. .. (...d8:da:30)
[ 1 wmnic3 SlotlD:nLom. ., €., .di:da:31) Connected

D> View Detalls <Space> Toggle Selected sEnter? 0K <Esc? Cancel

PR VLAN  (RIE) 4% Enter

i VLAN ID * <<mgmt_vlan_id>>" . % Enter &,

MEEBEEMEREF, %EF IPv4 LB BB SIREOM IP ik, 1% Enter o
FEAFTAIEETIRERS IPv4 ik, ASERTREERILET,

10. ANFBFEE VMware ESXi 4 * B9 IP #ifik <<ESXi_host_mgmt_ip>>",

1. 38\ VMware ESXi EHBIFMHEES * <<ESXi_host_mgmt_netmask>> . °

12. N\ VMware ESXi EHBIZAIAMX * <<ESXi_host_mgmt_gateway>>" ,

13. #% Enter £33 IP FeBFRIAYE L,

14. N IPv6 FRE R &,

15, FERATSHRBICEAERA IPve (FEEWRE) ETLUZA IPv6 . 3% Enter #,
16. HNKEFCE DNS 185,

17. BF 1P bR Foh P ECRY, FELLESRFohimAN DNS 58,

18. #I\FE DNS BRSS2889 IP Hblik [nameserver iplo

19. (FIi%) %A% DNS ARS5280Y IP Hutit,

20. 3N\ VMware ESXi EM &K FQDN : [esxi host fagdn] e

21. #% Enter {53t DNS ECEFRHBIESL,

22. 1 Esc R EBIEMEFHE,

23. 2 Y MiAEHEMB RS 28,

24. 1% Esc B VMware 15418,

© © N ©

FCE ESXi EH
BRETRPHESKEES T ESXi W

FAER &
ESXi E#3A
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FER VNI
ESXi EHEIE IP

ESXi XA BRI
ESXi ENEEM X
ESXi 41 NFS IP

ESXi 41 NFS ##3
ESXi E#1 NFS R%
ESXi EA#/1 vMotion IP
ESXi EA/| vMotion ¥#H3
ESXi E4/| vMotion 3
ESXi E4/1iSCSI-A IP
ESXi A4 iSCSI-A #&53
ESXi E#/1 iSCSI-A F%
ESXi E#/1iSCSI-B IP
ESXi F#/ iSCSI-B %
ESXi E#1iSCSI-B %

TFRE ESXi EA

1. 7£ Web JS 28T H I EIE IP ttodik,

2. &3 root kA M EEREIIZFIEEN T RE ESXi o

3. FRAE X VMware Z A AIESUHITTRIBAER, EFIERIMNIS, BERE.
ACE iSCSI /BEh

1. WEFRAEMAY Networking o
2. f£8MI, i%E#F Virtual Switches £+,
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vmware ESXi

| 5 Navigator | € ucsesxia.cie.netapp.com - Networking

* [g Host Portgroups | Virtual switches | i
Manage

Maonitor 23 Add standard virtual switch

(=1 Virtual Machines Name

EH storage

& Networking
v Switch0

|| & iScsiBootySwitch

Enra nodarmrk o

vEwitcho

s

B iScsiBootvSwitch

. B47F iScsiBootvSwitch o
EERREISE,
. & MTU B2 9000 , RERHRE
. BHRAENSMERTH Networking LUR[EZ] Virtual Switches I,
- BEHERNNAREEPAI IR
. JE$RMH vSwitch B#F 1ScsiBootvSwitch Bo
° F MTU i&E /3 9000
° MEATHERR 1 JEHZERE vmnic3 o
° BEHEAM,

0o N o o M~ W

FEEEES, vmnic2 1 vmnic3 BAF iSCSI Bxh. 1R ESXi ENPEEM NIC , WE
() &EEFREN vmnic %5, EHILAT ISCSI B NIC , A3 CIMC H ISCSI WNIC
F# MAC Hilit5 ESXi #BY vmnic #{TICAD,
9. IEHhiE]E M, £ VMKernel NIC 3EIE,
10. 3%&£FF00 VMkernel NIC

° FETEHIH BT 1ScsiBootPG-Bo

° FEIAIZIEAESFE iScsiBootvSwitch B o

° BN\ * <<iscsib_vlan_id>>" £ VLAN ID ,

° ¥ MTU E249 9000 o

° BFF IPv4 iR E,

o EIEESEE.

° JoihikEE N © <<var_hosta_iscsib_ip>>" o

o JF MBS © <<var_hosta_iscsib_mask>>"
° BEHBIE,

168



8 Add VMkernel NIC

Port group

MNew port group

Virtual switch

VLAN |D

MTU

IP wersion

= |Pvd settings

Configuration

Address

Subnet mask

TCPIP stack

Senvices

Mew port group

iScsiBootPG-B

iScsilBootvSwitch-B

IPvd anly

2 DHCP ™ Siatic

| 172.21.184 63 |

|255.255.255.n |

| Default TCRIIP stack

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

®

fCE iSCSI Zi’F
SE:

E7E ESXi EH EI&E iSCSI Z&R,
1. HFEMSMERDEFREFE, 2SS,

Create || Cancel

1f iScsiBootPg- A ¥ MTU I&E /9 9000

BT THE:

2. &$F iSCS| #ifiEfices, ARBEEHECE iSCSI,

169



3.

170

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

EMSBER T, BERNESBT.



B3 Configure iSCSI- vmnhbat4

G eRdie © Disabled '® Enabled

» Mame & alias ign.1992-08 com cisco ucsaiscsia

v CHAP authentication

Do not use CHAP v
» Mutual CHAP authentication Do nat use CHAP =
v Advanced setlings Click to expand

Network port hindings @ Add port binding

ViMkernel NIC ~  Portgroup ~  [Pv4 address -
Mo port bindings
el R &8 Add statictarget 5] Fe - (@ sea
Target | Address ~ | Port ~
iqn.1992-08.com.netapp:sn.09591199033811e78eb... 1722118334 3260
Dynamic targets B8 Add dynamictarget & Rerioue E (Q Searc!
Address ~ | Port

No dynamic targets

Save configuration || Cancel

4. BN IP I3k iscsi 1if0las,

o FIPHiE iscsi 1i£01b, iscsi 1if02a #l iscsi 1if02b EE ERFE,
© BHRFEE,

Dynamic targets B3 Add dynamictarget ] RFemove

Address ~ | Port ~
1722118333 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184.34 3260

(D 1EA] LUE@IS7E NetApp £8% Ei51T "network interface show ‘#$8{Z&%& OnCommand R4 EHE
2RHPRIRILR I ARk &, ISCSI LIF IP ik,

FCE ESXi FA

1. EEMSMERS, EENE,
2. 3%$% vSwitch0
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3.
4,
5.

vmware ESXi
T Navigator

rool@17221.18164 ~ | Help ~ |

+ [ Host

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Manage
Manitor IJ . vSwitch0
i Type: Standard v Switch
%1 Virtual Machines | o o
Port groups: 2
~ [ Storage m Upiinks 2

~ [ datastore1
Monitor
More storage...

~ &3 Networking

iScsiBootv Switch
More networks...

- vSwitch Details
MTU

Forts

Link dizscovery

Aftached VMs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

| ~ vSwitch topology

£3 VM Network
WVLANID: O
€3 Management Network

VLAN ID: 3437
~ VMkernel ports (1)
Bl vmk0: 172211,

 NIC teaming policy N |
ERREIRE.

& MTU B9 9000 .

EF NIC 48 FHIQUE vmnicO 1 vmnic1 @EEPIKE A active o

BoE w4840 VMkernel NIC

1.
2.

HEEMSMERTR, EERMLE,
AP EIROHRT .

vmware ESXi

~ [g Host

Manage

| Port groups Virtual switches

|
\

Maonitor Eﬁkddpurtgmup /' Edit settir

1 Virtual Machines Narbe o2 |
H storage €3 VM Network [
:\_‘-‘ Networking g Management Network 1

= iScsiBootv Switch €9 iScsiBootPG 1

v Switchi
More networks...

S —

(]

3. AT VM Network , FAIE1%E$F Edit . 48 VLAN ID 28 ~ <<var_vm_traffic _vlan>>
4. BEHFMiKEOHE,

172

° BIHOHm RN MGMT-Network o

° BN~ <<mgmt_vlan>>" {9 VLAN ID ,,
° HfafRE%ERE vSwitchO .

° BEHEAM.

i Physical adapters
® vmnic1, 10000 Mb. .
™ vmnicO, 10000 Mb._




5. B VMkernel NIC £,

Port groups Uirtuals#vitbhes Physical NICs | VMEkernel NICs

Monitor 8 Add ViMkernel NIC E¢ | @ Refresh | 4% Actons
(=1 Virtual Machines Mame ~ | Porigroup ~ | TERNP stack o
H storage Bl vmkD €9 Management Network == Default TCPIP stack
© Networking IS B vmki € iScsiBootPG == Default TCPAP stack

iScsiBooty Switch

6. FEIFAIN VMkernel NIC .
° 3%$% New Port Group
° ¥imO4A#E N NFS-Network o
° B " <<NFS_VLAN_ id>>" E4 VLAN ID ,
° ¥ MTU &4 9000 -
° BIF IPv4 iR E,
° EEFFHSEE.
° JoHbAEEAIN © <<var_hosta_nfs_ip>>
o JJFMHEETIEN © <<var_hosta_nfs_mask>>"

° BielE,
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7.
8.

174

™ Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

* |Pyd setlings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 only

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

-]
prirtEs

(o o))

Lt F2 LLBIEE vMotion VMkernel o

2

)

700 VMkernel NIC o

. 1%3% New Port Group o
. g3 vMotion

C. %\ * <<vmotion_vlan_id>>" #£3 VLAN ID ,

o

- ¥ MTU 2479 9000 o

e. BFF IPv4 i&E,
f EEEHSEE.,
g. JylthitEg N © <<var_hosta_vmotion_ip>>" .

h. i\ ~ <<var_hosta_vmotion_mask>>" {EF/&H,
.. HARTE IPv4 IR B GiEH vMotion EiE1E,

Create || Cancel

'é.



¥4 Add VMkernel NIC

Virtual switch vSwitcho ¥

VLAN ID ’m
MTU 9000

IF version IPv4 only v
= |Py4 setlings
Configuration iC) DHCP ® Siatic
Address 1722118563 |
Subnet mask | 255.255.255.0 |
TCHE sk Default TCP/P stack v
Sernvices

| viMotion || Provisioning ! Fault tolerance logging

) Management U Replication ! NFC replication

| Create || Cancel |

e

@ AJLUBE M7 AR E ESXi WL, SETEFIAFNER TER VMware vSphere 37T
R, WMREBFAEMWERERFHEISFEK, FlexPod Express ZHFXLERE,

B HURETEE

%?%ﬁﬂ@%-?%&?Eﬁﬁ%ﬁ%ﬁfﬂ%ﬂﬂ’\] infra_datastore 1 #(BTEEEM BRI HRY infra_swap #IETF(E
o

1. BEEMSMERDNERE, ARREREMIEFEE.
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L
| T3 Navigaor || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EFEH NFS $IREEE,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. BTR, TR NFS HEHIFMERENEPRAUTER:
° Zff: infra datastore 1
° NFS fR$328: ~ <<var_noda_nfs_lif>>’
o HZ=: [infra_datastore 1
° HREIZZE NFS 3,
4. BEHRTEM. EAILTE "IEHES " B EIES EETK.
5. EE IR HEE infra_swap FUEFEE:
° ZfF: infra swap
° NFS BRs328: ~ <<var_noda_nfs_lif>>’

e HZ: °Jinfra_swap
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° BIREEE NFS 3,

fCE NTP
EH ESXi FAECE NTP , BRI THE:
1. BEEMSMERTHNERE, TABEKPIERE System , AFET Time & Date »

vmware ESXi rool@1722118163 « | Hep ~ | (U

| Navigator * || [ uesesxia.cienetapp.com - Manage
| - [ Host | system Hardware Licensing Packages Services Security & users
I‘ Monitor Advanced settings & Editseftings | (3 Refresh | 4} Actions
1 Virtual Machines o At Current date and fime Thursday, March 09, 2017. 05:53:04 UTE
— Swap
|+ H storage | 3] NTP client status Enabled
g Time & date
~€3 Networking ﬁg
= vswitchd NTP service status Stopped
iScsiBootv Switch NTP servers MNone
More networks...

2. ERERMEENY (BA NTP EF)

3. %&#% Start # Stop with Host YE9 NTP BRSZ B EhEE&

4. BN\ <<var_ntf>>" E3 NTP R385, ERILUGE L NTP fR%E2:8.
5. BHERE,

& Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time on this host
=

® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host b

NTP servers 10.61/184.251

e
Separate servers with commas, e.g. 10.31.21.2 fe00:2800

Save || Cancel

BRI IR S RI L E
TS BRRME T B XSEMW XU ENFRER.
1. BHAMNSMERPNER, TEERPILE system , ARHEE Swap o
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"% Navigator | [0 ucsesxia.cie.netapp.com - Manage
i - Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
i = Autostart
{1 Virtual Machines 0 Efapicd L
e 5“
B Storage 3 - Datastore Mo
> 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. BEREISE, MNEUBEEMEIZIAIZRE infra_swap o

[B Edit swap configuration
Enabled ® vas () No
Datastore infra_swap v
Local swap enabled ® yes &' No
Host cache enabled ® vos () No
Save || Cancel
4
3. BEHERF.

s,

ZEIEAT VMware VAAI B9 NetApp NFS ifF 1.0.20
BLEFERT VMware VAAI 9 NetApp NFS #5 1.0.20 , IERHRIUTEE,

1 AT a<LUIIEREERA VAA

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcefg -g /DataMover/HardwareAcceleratedInit

NRBAT VAAL, MK ERML Tt
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

2. MNERKBHA VAAI, IBRAUTESUBEA VAA

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

XEear SR ER A T :

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

3. F&EHEATF VMware VAAI B NetApp NFS #f:
a. BE "R NHIE"
b. MTRBHBETERT VMware VAAI B NetApp NFS it
C. ¥R ESXi FA,
d. THEMEGFNBRNRGE (zip) HENZREGE (vib) .
4. {EF ESX L 1TRMETE ESXi EH L REItIEH
5. EFEah ESXi e

install

v, but the = = to be effective.

asPlugin 1.1.2-3

“ETE: L3 VMware vCenter Server 6.7"

24 VMware vCenter Server 6.7

ATIFEMS 4R T 7E FlexPod RIRECE L% VMware vCenter Server 6.7 BYZ 42,

@ FlexPod Express £/ VMware vCenter Server i&%& (VCSA) o
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

T# VMware vCenter Server 8%

1. F# VCSA, & ESXi E#8F, SHIKEN vCenter Server EIFRLAISE) T & 5E#E,

| T Navigator || [0 ucsesxia.cie.netapp.con
Manage () GetvCenter Server
I —_—
Monitor y ucses)
’u 4 Version:
(51 Virtual Machines | 0 i State:
B storage m Uptime:
~E£3 Networking E

2. M VMware U552 F& VCSA,

@ BIRL IR EE Microsoft Windows vCenter Server , 1B VMware ZiX{EHZBZEh{EA VCSA

- ¥E3 1S0 IR,

. SMnZ vesa-ui-installer>win32 B, XiE installer.exe o
T,

HENTTE LN T—%,

R AR TR

. %% Embedded Platform Services Controller {EAEE A,

1

® N @ o &
i &
EH
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform

Appliance

PIatforn}Se”rvices

sServices Controller Controller
vCenter
Server

External Platform Services Controller PeElEEe

() Platform Services Controller Platform Services

() wCenter Server (Requires External Platform Controller

sServices Controller)

Appliance

vCenter
Server

CANCEL BACK NEXT

()  WREE, FHIE FlexPod Express BATRFHBINIT ARSI,

9. FISHWERITFH, WMADTIFEM ESXi THH IP ikt AR root FHFEZH] root B,
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. BN vesa fEAERTF VCSA B VM ZFFFIEZR, LUSEIEE VM,
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Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size

Select datastore

& Configure network settings

9 Ready to complete stage 1

E
X
Il

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

e S EHRNERENE, BE T,

1iger\.rcsa|

CANCEL BACK NEXT

1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co

100

4C00

jlololele}

35000

CANCEL BACK NEXT
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12. i%4% infra_datastore_1 $iEZfEE. B2HT—F.

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening
% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported
re_1

£ Select deployment size

infra_=wap MFS 100 GB 09950 GB 10.85 MB Supported
7 Select datastore 2 ikems
& Configure network settings @
9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. £ Configure network settings WEIFHIAUTER, AEEE Nexto
a. 3% MGMT-Network for Network o
b. I NERTF VCSAH FQDN % IP .
C. MNEEAR IP thit,
d. B AEFERANF WL,
e. FARRIAM K,
f. %\ DNS fR5528,
14. TEEBTRME 1 UE L, WIEERANNEERSIER. BHETM.
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¢! vCenter Server Appliance Installer =] E3

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

LR % 3 VCSA . It IZR/E L #hEdiE),

15. BiEg 1 efE, BET—FER, BHERM. B Continue LIFFIAE 2 MERELE,
16. 725 2 @ TIE L, BE T,
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Install - Stade 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

17. 3\ <<var_ntp_id>>" {9 NTP ARS5 28tk ERILURMAZ N NTP IP #hhit,
NREITRIEER vCenter Server SRIAM (HA) , BHEREB A SSH iAiE,
18. BgE SSO H &, BRMEmEM, BET—F,
HIC TXEEUESE, 1355 YES vsphere.local i & BT RZER,

19. NRFE, BEMA VMware EFFEITR, BET—F,
20. EERERE, REHETMEHERREZERIERE,
21 KRR ET—FHER, BHERERRE, BT EEEHFILERETH. RHEHESS,

RERERHRS, XFE/LDHBTEL

LR REETR—FKER, IBREEEH.

LRRERFIRMHM AT HIE vCenter Server FIFHERT T,
"“E ¥ BEZE VMware vCenter Server 6.7 #1 vSphere &8, "

fid® VMware vCenter Server 6.7 #ll vSphere 58

EFEIE VMware vCenter Server 6.7 1 vSphere 58, iERIU TS E:
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1. S47% https:/A\<<FQDN &% vCenter B IP >/vsphere-client/
2. 8 Launch vSphere Client o

3. FEAHEMBF R mailto : administrator@vspehre.local[ administrator@vsphere.local* | F1{&1E VCSA i Bid 712
A SSO IR E R,

4. ARBE vCenter FFFFHIRZFIEEIER .
O BINBUER OB, ARBEHRE,

Bll# vSphere ££&f
E B3 vSphere &8, ERRMIUTHE:

1. GRPEMOIZMEBIBFL, FASIERE New Cluster o
2. BN RTR,

3. EHREIRIELEARMEMEF vSphere HA »

4. BEHE,
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mailto:administrator@vspehre.local
mailto:administrator@vsphere.local

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

& ESXi EHURMEILER
1. AR B HERFEERINEN.
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vmware* vSphere Web Client #=

| Navigator i”ﬁyaﬂm.ﬂ

“.4 Back |L| Getting Start...
v |8 a o |
v5_‘_3]UCSA—B.press.cie.netapp.cnm [| . .
] Lredt L
T -
'q‘j_j ] Actions - FlexPod Expres
% Add Host..
[&, Move Hosts into Cluster..

T

2. B3 ESXi ENURINEISEEE, BRI TSR
a. ANEHNA IP 5 FQDN , BEHET—%,
b. 38N root HF&MEE, BHET—F,
C. BE2EENAIIBEIRNE VMware IEBIRSHBEZHIER,
d BHFVWENE LN T—F,
e. HHiFE + EiRME vSphere EAARINFAIIE,

() =B, TUBERRLSE.

f BET—FUEBERNRFZEARS.
g BE VM UBETTHE ENT—F,
h. EEARTEMIE. A "RE " IRAHITERERSERE " 5Tl " o
3. %t Cisco UCS E#1 B EEHEE 1 M 2% FAINE FlexPod HRIERACEPRIERIEMEN, BT TE,

£ ESXi A LA B0 1E
1. fEF8 SSH EiZZIEE IP ESXi A, AN root fERNBF R, AR root i3,

2. BT Ta<:
esxcli system coredump network set -i ip address of core dump collector
-v vmkQO -o 6500

esxcli system coredump network set --enable=true
esxcli system coredump network check

3 WMARE—IHLE, BETRHE verified the configured netdump server is runningo

3+ FAN0EI FlexPod Express RREMEMEN, HAMTERLLTIE,
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ghit
FlexPod Express i@ iRH&Z23 I0IERYITT, ERTWAARAY, RBRET I EE2ME
MEBRRA R, BERINEMAEHITY B, FlexPod Express ] LIIRHEFE W 2 E K3
177, FlexPod Express EI&ITATZE EE| T /MBI B, ROBO UNEMEEZEELRHER
HENE,
M EIEMER
EBYMEXAXHEPMRAEENELZER, 1B / 3k :

* NetApp F=maX1

"http://docs.netapp.com"”

* {HF VMware vSphere 6.7 #J FlexPod Express #1 NetApp AFF A220 i&it#5/)

"https://www.netapp.com/us/media/nva-1125-design.pdf"

XA VMware vSphere 6.7U1 A FlexPod Express UMK BE
T IP FEIETZ(ERY NetApp AFF A220

NVA-1131-Deploy : XA VMware vSphere 6.7U1 Y FlexPod Express UNFKAET
IP FYEIETZ%RY NetApp AFF A220

NetApp A &] Sree Lakshmi Lan

T #aEREA, $IEPOETAEZEMEMN=ITERE, L, BlEIKAIZEZD
REMDZHIREERBERERAE, HABMIMIESEROFRHENRAR,

FlexPod Express ;@— it igit I eR{ESREREM, BT Cisco fi—itHE A4 (Cisco UCS) , Cisco Nexus
RYIZIENHN NetApp FER AR, FlexPod IRIRAZKFAMS FlexPod FIBHOBIF R LAGE—HE, ATLUTE
BU)VIIERIEEN IT B ZeMIF B R SE MBI NME, FlexPod $3EHR /00 FlexPod Express 2 REHIAME A 1812
ERGME L TERBNRETF S,

FlexPod #E- /0 FlexPod Express RS EARCE, HAIX LI #HTIMRGEENMK, LUHR SRR
BERBAAER. B FlexPod #IEHOLEF Al LUERMITSIRERANTAREEREH FlexPod RERS,
B FlexPod Express % ] AFEEIFRAVIE KEZIIEN FlexPod IOV EIR,

FlexPod Express @ITIEMAZEM A ZAME (ROBO) MUNAH/NEMBIMRERMEMEM, W FHFERAER
TEREIREEMENNEF X, ERERERRAEE,

FlexPod Express It 7 — ST EENEMEZN, J[IFESEMIIERE,
R =LA
It FlexPod Express fi#/R 7522 FlexPod f & ERZEH1TRIBI—EB 5
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http://docs.netapp.com
https://docs.netapp.com/us-en/flexpod/express/express-c-series-aff220-design_executive_summary.html

FlexPod Bl & &EAHZ2H11 %1

FlexPod 2221 Cisco IiFi&it (CVD) 5§ NetApp IiEZeH) (NVA) BFEiR. WNRLAE CVD 5
NVARKFERSZRHNIE, NWAFREEFERHFITER

W TFEFRR, FlexPod itRIBIE=1ERAZEE: FlexPod Express , FlexPod Datacenter #1 FlexPod Select :

* * FlexPod Express* AZE et 7 XA Cisco 1 NetApp B ARBINITRBERA R,
* FlexPod #3EH 0 * AEMTEABFMNBREFRHET RENZEEEM,
* * FlexPod Select* &7 FlexPod #iBFOMREINEE, HIRELTENAEFES EHIEMEEM,

TEIERTBRTRARARA M,

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote,  Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
o =
o a
mEm
2 S
) — ] jui]
et o o
= =.
P - o @
o] Q
== = 2
3 g ===
Entry-level: Cisco UCS, Nexus,
e e;::d N;smc;p FAS £ Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

£250FRY NetApp 224511 %1

NVA 31515 PR I0IEE NetApp BRRTZEH, NVA EIREAEE LT NetApp SRR 549
* B LEE

- BENEN

© RAREMEREB NG

- A0tk TR

ﬁ?ﬁfﬁﬁéﬂﬂéﬁ?%ﬁﬁﬁﬁ NetApp i) FlexPod Express Bigit, LITF&TFIE T AFIRITIAER G A

AR

* NetApp AFF A220
» Cisco UCS Mini
» Cisco UCS B200 M5
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* Cisco UCS VIC 1440/1480 »
* Cisco Nexus 3000 Z&FIAZ#e#

A

* NetApp ONTAP 9.5.
* VMware vSphere 6.7U1

* Cisco UCS Manager 4.0 (1b)

* Cisco NXOS Eff 7.0 (3) 16 (1)
R AR
LEfRRFZEFAT NetApp , Cisco 1 VMware ISR, ERFAIEIT ONTAP 9.5 £ HT NetApp AFF
A220 , X Cisco Nexus 31108PCV 3 LA KiE1T VMware vSphere 6.7U1 B Cisco UCS B200 M5 AR5588.
RS IOIERIARR S REAET 10GbE HARMEIE IP 17,

TEIRRT *HB VMware vSphere 6.7U1 &7 IP B9 Direct Connect 22989 FlexPod Express o
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.___.:' --:..'_-_,4 - VPC::--
vPC
1 |
- | | | -
| is dalTs T - = L al T = b 3
AL D 1 (A s ., e, e, S e e [IIIITTIT)
| 1ssesd eel sesesses il S || ivvesionn (X XXX L XL .
— | N eseet --‘-".“G'ﬁi'--'-ln Teesssses e eseee: -
Legend
mgmt
— data
IP (ISCSI/NFS)
Cluster Interconnect
vPC Peer
T 5
ERBETRE

FlexPod Express R A RN BF ZMERIEH, SEUTER:

* BENEST
* FRUNELGE
- BEAFERIE RS RIS

FlexPod Express sRi& & EIMEAR S TIERE,
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RAREK

FlexPod IRERASZFEEBEMNEAGIE S, FlexPod Express iB7 T8 T LI EL[E

RGN NEIM SRR T R PR RRVEE R o

BEFEEK

T EFAMENNEERIZR, FiE FlexPod REECEEERMERAVEMS. Fit, BMEWSEREKEZN, £

BN EIRERFEB R LITEE— FlexPod Express F# 4 Fiz1To

TRFIE TP FlexPod RIFFECE PR AVEEHFA M

B HwE
AFF A220 HA 3¢ 1.
Cisco UCS B200 M5 fR5358 2
Cisco Nexus 31108PCV 3%4£i] 2.
iEFATF Cisco UCS B200 M5 fk5528HY Cisco UCS [ 2

wEEO+R (VIC) 1440

BB NER UCS-FI-M-6324 B EX[EFIHY Cisco UCS 1.
Mini

MFER
TRFIH T 5258 FlexPod RIERRR TS SZERMIFR TRV Ao

Qs version

Cisco UCS Manager 40 (1b)

Cisco 71/ AR S5 28304 40 (1b)

Cisco nenic JXEHiZRF 1.0.25.0

Cisco NX-OS 7.0 (3) 16 (1)
NetApp ONTAP 9.5

TER5IH T 7E FlexPod Express _E3XHEFTE VMware vSphere FREEBYER 5,

W version
VMware vCenter Server &% 6.7U1
VMware vSphere ESXi i EIRIZRE 6.7U1

FlexPod RIFEHLEZ(E R
TRNABTESEZRWIERE,
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HAER

JEBTF Cisco UCS HEL[EF FI-
6324UP

JEATF Cisco UCS B200 M5 AR 28
IEATF Cisco VIC 1440 ##O+&

i&FTF Cisco Nexus 31108PCV 32
A

IEAF AFF A220 154128



TFRFIHE T Cisco Nexus 324 31108PCV A It LL(E 2

IS
Cisco Nexus 324/l
31108PCV A

i O I Ebta=y

Eth1/1 NetApp AFF A220 7Zfi&iE
H28 A

eth1/2 Cisco UCS-Mini FI-A

Eth1/3 Cisco UCS-Mini FI-A

ETH 1/4 Cisco UCS-#{R FI-B

ETH 1/13 Cisco NX 31108PCV B

ETH 1/14 Cisco NX 31108PCV B

TERFIET Cisco Nexus 31/l 31108PCV B &L IEE

I E

Cisco Nexus 34
31108PCV B

sz ARG

Eth1/1 NetApp AFF A220 7#f&#%
2% B

eth1/2 Cisco UCS-#{/R FI-B

Eth1/3 Cisco UCS-Mini FI-A

ETH 1/4 Cisco UCS-#{F FI-B

ETH 1/13 Cisco NX 31108PCV A

ETH 1/14 Cisco NX 31108PCV A

TERFIE T NetApp AFF A220 17EH]28 A NREIER

IS H
NetApp AFF A220 7Zfi&iE
HEE A

7St O RIS

ela NetApp AFF A220 £z
H23 B

eOb NetApp AFF A220 7Zf&#%
H23 B

ele Cisco UCS-Mini FI-A

eOf Cisco UCS-#{T FI-B

eOM Cisco NX 31108PCV A

TERFIE T NetApp AFF A220 77fiEi=H]28 B NEIER

by e |
eOM

mgmt0
Eth1/1
Eth1/1
ETH 1/13
ETH 1/14

pasy =i ||
eOM

mgmt0
eth1/2
eth1/2
ETH 1/13
ETH 1/14

A2

ela

elb

Eth1/3
Eth1/3
Eth1/1
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AHIZE
NetApp AFF A220 7ZfiEis
Hl2% B

TERFIE T Cisco UCS EEX[E5I A IRLER

G E
Cisco UCS EExPE%I A

TRFIET Cisco UCS BEX[%%! B HLLIER

G
Cisco UCS BEEX[%%I B

HEIIE

Z#bigg
ela

eOb

ele
eOf
eOM

st O
Eth1/1
eth1/2

Eth1/3

Eth1/4

mgmt0

st O
Eth1/1
eth1/2

Eth1/3

Eth1/4

mgmt0

AR
NetApp AFF A220 7ZfiEis
Hl2% B

NetApp AFF A220 7Zfigis
Hl2% B

Cisco UCS-Mini FI-A
Cisco UCS-#{T FI-B
Cisco NX 31108PCV B

IR T
Cisco NX 31108PCV A
Cisco NX 31108PCV B

NetApp AFF A220 7Zfi&iE
HI28 A

NetApp AFF A220 7ZfiEiz
#l2% B

Cisco NX 31108PCV A

IR E
Cisco NX 31108PCV A
Cisco NX 31108PCV B

NetApp AFF A220 7ZfiEis
HEs A

NetApp AFF A220 7Zfiis
2% B

Cisco NX 31108PCV B

AR

ela

elb

Eth1/4
Eth1/4
Eth1/1

AR
Eth1/3
Eth1/3

ele

ele

eth1/2

gt 3o M|
Eth1/4
Eth1/4
eOf

eOf

eth1/2

AXHEFMAN BT NAEEETRER, =A% FlexPod Express &4, /97 kX
ER, EENTBPEENAGFROAML A EH BAIGN, 1THI2S A FIiTHI2E B AJiR54s
XHPEEERIF NetApp fFiEITHIZS. M A FIZZHEAL B ATIRFI—3F Cisco Nexus 32
N, BEEEFESI A FIEBEFES B 2/ N5 Nexus EBEFEFI,

tesh, IHEENBEEZ T Cisco UCS ENMF R, XEFHURIRFIRIRNRSEA, kS4B Fo

ZETENESBHEE5ENFEEXNGER, BESSENRET ~ <<text>>" o IBHEEILUTF vlian

create 3% R{l:
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Controller0Ol>vlan create vif(0 <<mgmt vlan id>>

, IPHIAFIEEER (VLAN ) 755, TRNETEREFRFRR VLAN , WNA4SEMA, IHRAIRIBR B R

BEAXY, ErRILSELEE FlexPod [REIFR, EltidiEH, EFBBEISMIBIEANSTATANGRINE
TEES, HRTERXHEEES R,

@ NREARIMFARANHINEIE VLAN , MATIEENZECIRE 3 RRE. fEIIEIET, £A
T—TMBEABIE VLAN .

VLAN name VLAN FBi& BFIIEAR A ID
EIE VLAN AFEEEOM VLAN 18
R4 VLAN BRI CHIM 5 EREI8Y VLAN 2.
NFS VLAN FBF NFS 28 VLAN 104
VMware vMotion VLAN BB (VM) M—&E4Ex  103.
MBmEB—aYEENIMEEMN
VLAN
VM & VLAN BF VM M AREF =R VLAN 102.
iSCSI-A-VLAN ML&LEH) A _EFTF iSCSI RER 124.
VLAN
iSCSI-B-VLAN W85 B T iSCSI RER 125.
VLAN

7EE FlexPod Express FCEIFZHHEFEE VLAN /S, XL VLAN 7 ° <<var_xxxx_vlan>>" , HA xxxx
& VLAN BR& (5140 iSCSI-A) o

TRYIE T JEA VMware VM o

VM [l @iiER FHE
VMware vCenter Server Seahawks-vcsa.cie.netapp.com

Cisco Nexus 31108PCV ZREE{EL 1%

BTN T £ FlexPod Express FiEARERRY Cisco Nexus 31308PCV M AL E.

Cisco Nexus 31108PCV A HIFII418 &

RN BIAECE Cisco Nexus IR LATEEA FlexPod Express IFE R,

@ IR ED BRESEFERNEIEIT NX-OS BFhr4< 7.0 (3) 16 (1) B9 Cisco Nexus
31108PCV ,

1. BRBohHEER NS E 88 O/G, Cisco NX-OS 8B BohiEtl. WA E AR RIGE,
FIENZIEAN R TR, mgmt0 3IZFOECEM LS Shell (SSH) 18E.
2. FlexPod tRIEREIEWMLE A LUEE Zih A H1TECE. 31108PCV A LA mgmt0 O LUEZZIMEE

197



BMLR, WAILIRAENSEEER 31108PCV HRHIAY mgmt0 0. B, IHERTEERTINFERE
3i8), 40 SSH A&,

EAEREIERE P, FlexPod Express Cisco Nexus 31108PCV 3HEAEIZZIME BIEMLE,

3. ERE Cisco Nexus 31108PCV R, BRI FHIZERE LR THITIEE, AR, X
DN ZIAHITHIRIZE , HEENAEBRAZIEIEERER.

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the
system.

*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip
the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y

Do you want to enforce secure password standard (yes/no) [y]l: y

Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[yl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [y]l: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa

Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>

4. W ETRERE, AASHRNEREEMEBIEE, WREEER, BHAn.
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Would you like to edit the configuration? (yes/no) [n]: no
S. RfE, RARANEREEFHLEEHREFE. IRE, BRI v
Use this configuration and save it? (yes/no) [y]: Enter

6. Xt Cisco Nexus 32t BEELE 1 2 5
BFRERIIRE
BIREHMELE LN, HATE Cisco NX-0S FHEAFELESRINEE
1. BB7E Cisco Nexus 3Z#i#] A M1ZZ#H B LB BMENINEE, BFEA®S " (configt) "~ HANERERK, ARE

BT TS

feature interface-vlan
feature lacp
feature vpc

Ailis @ E AT EREERIR 1P it B AR 1P kK E s [EE R MEO ZE/

@ AHTEE LR, FRTIR IP MU BAR IP M2 5h, EEILIAMREEEREESMAN, MM
ElREERNE R Z BISEMEFIIDH. HFREFRER, NetApp sRZIEICRK IR Bin
TCP s [ARMEIRR B EEH,

2. NECE#ET " (configt) " 1, iBfTLATAES, £ Cisco Nexus A A FI3Z#A] B LiRE 2B ikO@EE
AR i

port-channel load-balance src-dst ip-l4port

RITEREMMNEE

Cisco Nexus FaEA—MFBIRIPINEE, MAMRRIE MRKEFBBITERMNEZE, WNHFRIEEBTH
LI PR S E I R R S R IR R E. RIBFANARE, AILEROETEMREZ—, SENKEIA
SR

NetApp BIGKEMHMRIE, UERINER TRAAEHOSBAAMEZRO, HiKERFINEEEREES MNEO
MEcE, Itih, EXZER&EERNERERR, FIIRITRABASEOSRERMIFRIENEESE. i, £
BIRFRIHE R ZMARK VSRR S, XEFRLA LUERRR AR RS RIG IR LS AV RIATZE o

ANARSS 2R, FAEM 1THERR SIS, IFEYIKEEMNEVRTS, TEHREENFAIFMFRIENER .
XERT, ErRIaeREERIRARE A getin QA TEEIRTS.

AINMERT, FAS—ERFRP, mUSiEO LERMGNINEIESTT (BPDU) RiF. A TBALEMSKZHRHIIF
B, WMRAFLEOEREIRES— 1AL BPDU , NIEIhEER XA LtbmO.
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TEREREN (config t) T, BITLATE<LAECE Cisco Nexus 32##]l A FIZTHEIAL B L AIRRIALE FA 2e 0
, BUEERRINIRCIZEELA0 BPDU fRIF:

spanning-tree port type network default
spanning-tree port type edge bpduguard default

EX VLAN

FECERBAE VLAN IR MmO Z AT, DAERILEENXSE 2 & VLAN o b5, &EF3T VLAN #1783,
DA SR 1 TE PR HERRo

EEEERIL (config t) F, BITUUATHSRENXMIER Cisco Nexus A A FI3ZHAL B LHE 2 B
VLAN :

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

& IHRFERROREA
57% 2 |& VLAN DERM—#F, AFAEEROIRERFAE B TFREMNSRIEHR.
ATV EERT (config t) H, A FlexPod REAREERI LT iHMHA:

Cisco Nexus 334l A
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Cisco Nexus 3224/, B

int ethl/1
description AFF A220-B e(OM
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

B RRSSRMFEE RO

RSB EFENEBZOBEXER— VLAN . Eit, BFEEEOROEENARKRL. A PIRIE
XEE VLAN , HFERiRORE B DS,

ERERI (config t) T, BITUTHLARESNEENEEZEORBEIROIRE:
Cisco Nexus 34 A

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit
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Cisco Nexus 3Z##/] B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

RN NTP 53 23200

Cisco Nexus 334l A

T2REERNT, RITUTH<L,

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus 334/l B

H2REERNT, HITUTH<L,

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

RITEMED@ESREE

B EIEOEE (vPC) , YIEEIEEIFNARE Cisco Nexus 3 }ﬁ*ﬂﬂﬁhﬁ%Tlea'jjl_E IsE= |i &1
BiR@E, FZMREAUBREN, REZF[BATAEMMEILE. vPC _JLHET £ 2 BEZKRRAINEE, @i
s, ?‘n,.‘\ZIH_JFﬁ PMHITRFBUNGEEEEARENOETERE, & TLX@'JLJL,\O

vPC BB LIS
* RIFEMREERD LIRS ZEIERROEE
* HERE RN IN R LEBY IR
* IRETIFERIATH
* EAFE A AR EITHERR T EE
* EERISE R ERERRHIRERS
* IRMHBERERI R R ERES
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© HENRMESTAM
B(F vPC IREIEEIET1T, FEEEM Cisco Nexus M2 B #IT—LEVIRIRE. WMRFEREMNE mgmto A2
B, BEREO LEEXMMNE, FH4EA ping  [switch A/B_mgmt0_IP_addr]vrf management (5 IIEEN]RE
B LUBE,
HREERER (config t) T, BITUTHSARMERIGYIEE vPC £2BEE:

Cisco Nexus 3Z##] A
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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Cisco Nexus 3Zi##/] B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer—-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int Pol0
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<i8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

MRS RIS, EANEAEHET (MTU) %9000 . B2, RENBEFER, &7
() LEmEEL MTU . %A FlexPod A RPIREAERIG MTU B EE, At iaH
MTU REREH S SEMEORER.

B _ETHERRIEIE T I LS B EEAE

TRAER] FIRYRILS BN ZR 4, BT LAERR 25 /A IHRER L1T9%E8I%ERE FlexPod IM1R, SNREFZEMBER Cisco
Nexus ¥1%, NetApp EBINfEA vPC @3 _E1THERRE FlexPod IFEHAY Cisco Nexus 31108PVC 33t/ iEiEE!
Bz, 3F 10GbE ERZRIAMRRAER, LITHEAILIZ 10GbE L1THEEE, WRFE, LITHEALUE
1GbE EZRIRR A, AIUER LR SEIERIEIFR L1TH#E vPC . EEETEME, 1BSHIETT copy
run start TES NN L REFRLE,

NetApp ZESFEIRIELE (5 1 29)
T TT4B NetApp AFF 1ZIESFEI2ES I,
NetApp 7Zfi&iTH2s AFFxx R5I%%E

NetApp Hardware Universe

o "NetApp Hardware Universe" (HWU ) NBRERFAAEEIFER ONTAP WRZAS1R 32 S 1RO A2
. TIRMHT ONTAP M4 HFEIZIFHIFIE NetApp FEIGEWEEE S, tbh, FRET —MAGREMR,

HIAE L ER) ONTAP hRASSTHHEEE AR A E A :

1. 3508 "HWU" R UEBR AR ERSRE. EREREFERFET-RUEERFERZHE ONTAP RHE57F
BFEAMER NetApp FiER&EZEINFERS 1%,

2. 3E, BEREFMELELRANS, BRELRFERA.

=428 AFFXX RYIBFIREH

ENNEEAZNYIEMNE, BSILUTET: BERERIIFNHERERF RO
EFiETHI23

FRERFRITH 2SR RIS TR HITIRIE "AFF A220 3214

NetApp ONTAP 9.5

FCETER

EETREMAZ g, BFESmFMPHEE TER, PIRETEEIER " ( ONTAP 9.5 ML ETER) "
(RATTERR{ER "ONTAP 9 SXHARIN") o TRERT ONTAP 9.5 NLEMEEEE,

()  HAGERSAEIHERRERIE,
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https://hwu.netapp.com/Home/Index
http://hwu.netapp.com/Home/Index
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp
http://docs.netapp.com/ontap-9/index.jsp

SEEHEAER
EET R AIP HiE
BT A LE D
BT AMX
EBHTHABT
SEBTIA B IP it
BT S B WD
EHTHAB WX
EHTHB B
ONTAP 9.5 URL
BRI BAT
ST IP it
£8E B WX

8% B WD
1%#

DNS fR552% 1P (ERILIBIAZ )
NTP fRZ528 A IP
NTP Azs52%8 B IP

RETRA

BEETRA, BRBEUTHE:

1. EEIEFERARIEG S mO. &
EILINE R Cirl- C IR BahBehEIf:

EEFAEEE

<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>
<<var_dns_server_ip>>

<< switch-A-NTP-IP >>

<< switch-b-ntp-ip >>

WEE Loader-A 12R%F. BR, MREFFERFELTEHRBoHBIFF, 1B

Starting AUTOBOOT press Ctrl-C to abort...

2. RITFRRRBH,

autoboot

3. 1% Ctrl- C SNBEhEE,

YNRE ONTAP 9, 5 RE2BERTHRVIRFARA, BREHMITUT T BIUALENRNM. WRE ONTAP 9, 52
ERMMMRAS, BEFRD 8 M y UEMBHIT R, AE, #EHITTE 14,

4. BREMWM, BEFRER 7 .
o FN y BITH R
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10.
1.
12.

13.
14.
15.
16.

17.

NERT THIIMSEEOEE e0M o
MW y LBEIEHB .
TEAENAIE N eOM RY IP dthhit, POLZIBIEDFIBIARI Ko

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

- FNRITEE AREEIE R URL 6

() 1tk Web FRSSATRAHIT Ping 121,

& Enter N R, XRnTLHFR.
BN v BRENREIRE N EEENBIFERNE AR,
WA vy UEHBIT R,

REFNERS, RAFIRER N BIOS MIBECRBERINITEIF AR, MMSEEMEL, HAIBETE Loader-A
TSR, WIRREXEARE, RAAIESSIIRETBEFRE.

1 Ctrl- C HNBEIFE,

79 Clean Configuration 1 Initialize All Disks JE#EI 4 o

WAy BHERES, EEMEHTENINXHRS.

BN vy DURBREER ERIPRE 3R,

RESNBIACIZERTRERE 90 DN EKMNEIA GETTR, BEEBUATIMEREERNHNEMNALE, 18

ke, FRAFKENRRR. HEE, SSD RAAFENREIENMES, BRUETR ANEEES
BP4REH1TTI R B BECE.

AT R AYELEE, FIREEET = B

fET=B

ZEETR B, BRMUTIE:

1.

2.

3.
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EERIFERASES G RO, BNEE Loader-AfRT ., BE, MREFMASATEMBNEIRF, BE
EILUTEERZ Cirl-C IR BahBahEIR:

Starting AUTOBOOT press Ctrl-C to abort...

1 Ctrl-C #NBEhHEE,.

autoboot

HIERREY, &% Ctrl-Co



10.
1.
12.

13.
14.
15.
16.

© N o g

YNRZE ONTAP 9, 5 REREETIRVIRFARZAS, BHREMITIUA T T BRURERN M. MRESHHZ ONTAP

9.4 hRx, HERFET 8 Ml y UEFHBHMTIR. AfE, BERTTE 14,
BRFEWRMG, BEFBEIT o

BNy ITHS.

NERTF THIINRIHOERE e0Mo

BN y LBEIEH B,

TEAENAIE N eOM Y IP Hthhit, PILZIBISFIRRIARI R,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

HINFITEE IR AFRY URL 6

(D) it Web FRSSBUTAAHIT Ping 121,
<<var url boot software>>

¥ Enter MIANBER R, ®RATLHFA
BN v BRENREISE NG BB E RN,
BNy UEFHBHT S

RN, RAFIEERN BIOS MiBECa FATTEIFA LR, MMSFEEMED, FAIBEE Loader-A $E
TIMELE, IIRREXERIE, RARRISIRETBERRE.

1 Ctrl-C HNBBIHE,

PRI 4 LUBFRECE H VNI LA B R,

WAy BHEEE, EEREHLEMINIXHRY
N y DUBRREGE AR A EURE.

RESHIIRLMEIRTEFE 90 DS E K EIA gesem, RAEBURTFEZHENHEMEE, 18
e, FRASRKENRR. BEE, SSD YAAENEIEDFZ,

TR AGBENERIE

MEZEITFMEIERIZE A (TRA) EReRONERSKRORFT, BITHTRIREMA. BRETRLEE
ONTAP 9.5 BY, R ERUEREIZA,

£ ONTAP 9.5 1, TAMEERHSERESBREER, YT, EHRERASHATREERPNE— TS, M
System Manager BB FECE £ 2%,

1.

RERTIRETRA
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210

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

- SMETREEEON IP Hill,

@ W IEARSITRERITERHNZE. A XXENBUEIER NetApp System Manager 5|53
WERITEFHIKE,

BH5ISNIREULESEE.

I ° <<var_clustername>>" {fEAEB BRI, HABERENENTRMN * <<var_nodeA>>" "
<<var_nodeB>>' , BINEATEMBARANTRE, ST ERENERLE, WAEBERFAILE,

SRR LUNEERE, NFS # iSCSI B9ThEEF Rl

LR ER—ZREHEE, BHEFEERH, MRTEHERBHRETRS MRS, WEEFE/57 5 E,
FCE ML,

a. BUHI%ERR P b ELE

b. {EEBEIE IP HUtF RN * [var clustermgmt ip]" , TEMRIBIIFERRIGN
[var_clustermgmt mask]" , TERIFXFEEHIN  [var clustermgmt_gateway] . fEREOFEEFH ...



EEEEET R AR eOM
C THRANTRERIPBEF. ATSR BN <<var_nodeA_mgmt_ip>>"

d. 7£ DNS & FE&H46 N * <<var_domain_name>>" , £ DNS Server IP Address FFEEH4aN °

<<var_dns_server_ip>>" o
&R LUIBINZ ™ DNS fRS528 IP ik,
€. 7 Primary NTP Server FEEHHIN * <<switch-A-NTP-IP>>"

TR LIS NS NTP BRS328 * <<switch- b-ntp-ip>>" o

8. REEZRHER.
a. NRERIMERERIERIAIR AutoSupport , IFTERIE URL AR%IA URL .

b. I NEMEHAY SMTP HR4 EAF0 8 Fhp 4tk
B RE D IREEHRNGE, AR EMRSIRE. ERILUEREMASGE.

9. YigREEEEE M, #& Manage Your Cluster LR E17E %

PTFEERICE
EFMET RMEBMERE, B USSEEFERE.

RFrEERHEES
ERERTHMEEREEES, BETUTH<:

disk zerospares

REMRE UTA2 s MEHISE

1. 1&1T ucadmin show %, WiklwOMNEEINAI L FISEE,
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AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. IIFIFEERAMNIHEOMNYTIEREE N cNa , HFiREIRTREN Bif . RAE, BEITUTHSRE
MmO B

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

BIETE—1a<, BOSTRTRIVAS. BB, JiaTUTae<:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

() wRFHTHORE, WAAEHEHSNBE, LERALEER.

B8 Cisco ZIHiX

1 NetApp FiEITHI2E LB Cisco XY (CDP) , BT T&H<:

node run -node * options cdpd.enable on
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TERRAE LUK MR O - B AR R & T Y
BT TS, MUEEFEIRNAME IR 2 B pE B LI Y ( Link -Layer Discovery Protocol ,
LLDP) HEER. e REEEFPARETRIFATRO SR LLDP .

node run * options lldp.enable on

EmaEEBEEO
BEpREEZERED (LF) , BERUTIE:

1. B TRYFIEIE LIF 85,

network interface show —-vserver <<clustername>>

2. EmRENHEELIF,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. EMEBTRBEELIF,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

FEEBHEE FgEPMIRR
EERTERE HISE auto-revert B,

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

RERS A IEEMKEEO
BB IR ERRSMIERDECES IPv4 ilit, HIETTUA T2
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

() RSRIBES 1P b 5 A ER 1P b FE—F R,

£ ONTAP S BFfEEIERT
EIAERBREFMERIERS, BESERBXNPREBTU TSRS

1. IR EEE TS BIRTS,

storage failover show

*[var_nodeA] 1 [var_nodeB] ERRATMBEBHRITIRE. ETHTRAURITIEE, BEESRE 3,
2. TR TN RZ— LB BBERE,

storage failover modify -node <<var nodeA>> -enabled true

3. IEIEXNTI mEEERY HA KRS

() HSBRERTFAERIULTANER
cluster ha show

4 MREETSIRAM, FRESE 6. IREETSTAM, NEAHGSHEERUATHER:

High Availability Configured: true

O AT mEERF R A HA R,
BIRMEER T ULT RREEETIGS, ANESSBHERE LR,

cluster ha modify -configured true
Do you want to continue? {yln}: vy
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6. WIERREEWACEEFHE), HiREFTEEIE P i,

storage failover hwassist show

HE RERE: #81R: KRBT RAHN hwassist REER RKREEEGNEL, BITUTHS
IARCE RE 14BN o

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node

<<var_ nodeB>>

7£ ONTAP H18ZE At MTU | #Eig
EEI3E MTU 9 9000 B9E3Er #818, BiETU a2

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

MERAT 1 AR BR 2R R i

10GbE ##Eix AT iSCSINFS JRE, XLRONMBIAEFRER FERIKO eOe A e0f , B MBEIAF
AERo

BN BERMERRD, BIETU TSRS
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var_ nodeA>>:ele, <<var nodeA>>:e0f

£ A UTA2 ix O _ERYRERH]

NetApp fEREE, TEEREISMNRNLEIFTE UTA2 im0 LREARERS, BERARERS, BETUTH<
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ 5 ONTAP B9 Cisco UCS Mini E3EEEFR%#F LACP,

7 NetApp ONTAP FER & E &M

E¥E ONTAP MR AEEENFEREEM (MTUBEN 9, 000 FT) , 1EMEEE Shell BT &<
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of service
on this network port.

Do you want to continue? {yln}: vy

7 ONTAP H16# VLAN
E7E ONTAP F4lE VLAN , BZMUTHE:

1. 83 NFS VLAN i O FHIE ERRN SR #1E,

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,
<<var nodeB>>:e0f-<<var nfs vlan id>>

2. B3 iSCSI VLAN imOF IS E R RIEdEr#5E,
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. 83 MGMT-VLAN %0,

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt vlan id>>

7T ONTAP H18EER &

£ ONTAP BTz d, FEIE— I EARENRS, BRHMRS, FHERSEN, BEIRRESHNTRK
HEZHMEY

ZRIEREG, BIETUTH<:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

ERETEVMMRE—NHE (EBRREANHE) FA&BEHE, REMER, SMELRBENNNELE—E
=7
MENERTTG,; EUESENIMZENERERINEE,

FHERESTTHMZE, TERIBRS. B1T aggr show iiRUEBRESEIENRS. 1 aggrl noder BEXHlz
B, TB7NARERIE(E,
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7 ONTAP HER &R X
BB EEP HIREER FMNNKX, BETUTHS:

timezone <<var timezone>>

(D BN, EXERE, BIXA America/New York . FMRBARXREINGE, & Tab BEFRALE
o

7 ONTAP HfCE SNMP
EfigE SNMP , B TS E:
1. B2E SNMP EAEE, G EMEER A, I8, HESE SNMP FRE/RA sysLocation Fl

sysContact TE,

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. FE& SNMP FERLREEZIZ EM

snmp traphost add <<var snmp server fqgdn>>

7 ONTAP HfE SNMPv1

EECE SNMPv1 , BIRERZNHEXHNHEN B ASEL,

snmp community add ro <<var snmp community>>

(D 151Z/EER snmp community delete all a8%, MIRHXFERBHAFEMSEm, Mitd
LR EMIFR.

7£ ONTAP HfigE SNMPv3

SNMPV3 EREEXHERERFPH#HITHHIIE. BEE SNMPV3 , BTRMU TSR

1. iB1T security snmpusers B UBESIZEID,

2. BiELZ N snmpv3user AR,
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security login create -username snmpv3user -authmethod usm -application

snmp

3. BINELSEARISIZE ID , AR nDs (ERSHIIEDIN,
4. HIMRTES, WASHEIENYHNSRNMER/ \DNFRFNERD.
O. EHE des fENRRAAMNINL,

6. HIRRET, WARMDNRNMNEN/ N\ DFRFNEE.

7 ONTAP it & AutoSupport HTTPS

NetApp AutoSupport TE@iE HTTPS [d NetApp KX IFHHEEEFEE. ERCE AutoSupport , iBIETTILT

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

g% Storage Virtual Machine

E0||EEAZeH Storage Virtual Machine (SVM) , &R TESE:

S— /= A/\\
1. I81T vserver create #85%

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate

aggrl nodeA -rootvolume- security-style unix

2. BEIERARIE NetApp VSC B infra-sVM B & FIRA,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. M SVM B ERREFHENIN, AR NFS #iSCSI

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 1 infra-sVM SVM HE B HiE1T NFS ¥

nfs create -vserver Infra-SVM -udp disabled

5. TFF NetApp NFS VAAI fiifEHY sSVM vStorage 28, Afa, KWIIREEEE NFS,
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vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

@ EHSTH, B veerver HFTE, FHH SVM LEFFRRS S

7 ONTAP HfidE NFSv3
TRINE T ERIECERFFEHE R,

BFAER BFAESE
ESXi 41 ANFS IP #hitit <<var_esxi_HostA_NFS_|P>>
ESXi F#1 B NFS IP it <<var_esxi_HostB_NFS_|P>>

7 SVM LFEE NFS , BiETIUATa<:

1. ERIASHERBE R RS ESXi ENSIR— AN,

2. NECENED ESXi ENHDE— M. SMENEHEBSHIMUES. F—1 ESXi EHBIFUZERS]7 1
» BT ESXi ENHIMMNERSI7 2, MKILSEHE

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
—-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
sys —-superuser sys —allow-suid false

vserver export-policy rule show

3. KBS HERER D ACLA EAZRM SVM 1R

volume modify -vserver Infra-SVM -volume rootvol -policy default

@ INREEFEIRE vSphere [FRFETFHREE, N NetApp VSC = HpMMER KRS, MRFR
LRIARSS RS, MABTEARIMEM Cisco UCS B R FIARSS 26T 6132 T tH SRBRFEN

7£ ONTAP H18iZ iSCSI fRSZ
EHIFE iSCSI fRS, BRHRUTEE:

1. £ SVM EAI# iSCSI RS, Ltter<$iA2 B iSCSI iRSZH A SVM & E iSCSI FRERZF (1QN) o WiFE
L ER/E iISCSI,
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iscsi create -vserver Infra-SVM

iscsi show

£ ONTAP g2 SVM RENAHHZHEK
E7E ONTAP F1Jy SVM REQIZAHHZIRG, BMUTIE:
1. E8 MR LBIBR— M EEREMEEN SVM REMNAHHEZ5H K,

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DPvolume create -vserver Infra Vserver
—-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB -type DP

2. IR ITR, LUES 15 DHEH—RIREHREXR.

job schedule interval create -name 15min -minutes 15

3. BIEREX R

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. MR RGEXZAHRIIERSEELIE.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror
show

7£ ONTAP HEZE HTTPS i5in]
B EXNFMEEISENE AR, BT E:
1. B2 E PRSI PREK S

set -privilege diag
Do you want to continue? {yln}: vy

2. @%, BEASRIES, BTUTHSURIBES:
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security certificate show

3. WFFARMED SVM , IEBAREZNS SVYM B DNS 2 fREEEZ (FQDN) [TEd, FINZRIAIEPRE
iR, HEHRNBEZIERIEPIMANTIREANER,

BRIFELEIE B 2 aifBRETERAYIER, 1817 security certificate delete m<MIBREITHERAYIE
B, EUTEHSH, E Tab completion EFEHMIFRE N ERINIER,

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4 BERALZEBSRIED, BE—XRMETUT®S, A infra-sVM F1&EEf SVM A ARS 2EH. B, 13
fF8 Tab completion ZEBHTER X LR,

security certificate create [TAR]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BIREWATH BHFIESEIIE, 1517 security certificate show i,

6. /A * — server-enabled true” 1 * — client-enabled false” &£/EANINISIZMNESNER. B, EEH Tab
HE,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. BRBHEE SSL 1 HTTPS iAa) &2 A HTTP hial.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y

System services firewall policy delete -policy mgmt -service http

-vserver <<var clustername>>
(D) ErsessEREE—5#TEE, BUIEETEE.
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8. BIREIEEANIREFIHEIRIZE USRIF Web £ SVM .

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

7 ONTAP 183 NetApp FlexVol &

E 832 NetApp FlexVol ® &, IBRINERZR, KNREMENRS. SIEM VMware #UEFEEEEM— AR
ZexBnhE.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space O
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_Z -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

£ ONTAP =R ES HIEMIFF

BEXENENE LRRA—XEEHIERER, BETUT®HL:
volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@0
volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—-schedule sun-sat@O

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2
—schedule sun-sat@0

7£ ONTAP A6l LUN

ZoIEM N EohZERTTS (LUN) , BEITUTH<S:
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lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-sSvM -volume esxi boot -lun VM-Host-Infra-A -size

- space-reserve disabled

Infra-SvM -volume esxi boot -lun VM-Host-Infra-B

- space-reserve disabled

() s Cisco UCS C RIS, AAOIREISMIREE LUN o

7£ ONTAP H 6l iSCSI LIF

TRIMT et ECEFRES.

HHER

#7552 AiSCSI LIFO1A

7Z7fiETi = AiSCSI LIFO1A PI£E 1S
77675 = AiSCSI LIFO1B

ZfET5 = AiSCSI LIFO1B 45
7Zfi&T = B iSCSI LIFO1A
77675 = B iSCSI LIFO1A R4 4
fZf#T5 52 BiSCSI LIFO1B
7Z7fETi = B iSCSI LIFO1B M£EH#H

1. I3 iSCSILIF , M a1,

FAESE

<<var_nodeA _iscsi_lif01a_ip>>
<<var_nodeA iscsi_lif01a_mask>>
<<var_nodeA iscsi_lif01b_ip>>
<<var_nodeA_iscsi_lif01b_mask>>
<<var_nodeB_iscsi_lif01a_ip>>
<<var_nodeB iscsi_lif01a_mask>>
<<var_nodeB_iscsi_lif01b_ip>>

<<var_nodeB_.iscsi_lif01b_mask>>

-size
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

7£ ONTAP H61l7# NFS LIF

TRIIE T et EFRRRIER.

HHER HAERE

FET = ANFSLIFO1AIP <<var_nodeA _nfs_lif_01_A_IP>>
FHET 52 ANFS LIF 01 M4EH#8S <<var_nodeA _nfs_lif 01_A_mask>>
FET = ANFSLIFO1bIP <<var_nodeA nfs_lif 01 _b_ip>>
FET = ANFS LIF 01 b M£&#86S <<var_nodeA nfs_lif 01 _b_mask>>
77T = BNFSLIF02AIP <<var_nodeB_nfs_lif 02_A_IP>>
F0ET 5 B NFS LIF 02 A fR£& 1815 <<var_nodeB_nfs_lif 02_A mask>>
FET = BNFSLIFO2b IP <<var_nodeB_nfs_lif_02_b_ip>>
ZfET 52 B NFS LIF 02 b W4 #85S <<var_nodeB_nfs_lif 02_b_mask>>

1. A NFS LIF o
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network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

INERHZRY) SVM BIE R

TR T et EFRRRIER.

HAER FARERE

Vsmgmt IP <<var_svm_mgmt_ip>>
Vsmgmt P& 18 <<var_svm_mgmt_mask>>
Vsmgmt BRIARI K <<var_svm_mgmt_gateway>>

EIGEMZeM SVM BIERF SVM B2 LIF FNBIBEMNLS, FelU TS E:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
-data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-

revert true

() itshe SVM EIR 1P MSTFREERER 1P IFFE—F A,

227



2. QEE—EUARREH, LUE SVM BIREORER RN R,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>> network route show

3. 79 SVM vsadmin AAFIRBEZBHBEFRIELLAF.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Cisco UCS [RZ23ECE

FlexPod Cisco UCS £t
%t FlexPod ¥F3EHH Cisco UCS 6324 HEXPEFIHITHIIAIGE

ETHFHNLE T £ FlexPod UCS Manger EE& Cisco UCS LATE Cisco ROBO G ERRNETE,

Cisco UCS EExF%%! 6324 A

Cisco UCS R IRIEMEMARSS 2. Xm It T —RIRSHBRFENEIEF ORM T EELIEABREMSEM
CIE/E3E

Cisco UCS Manager 4.0 (1b) z#F 6324 BEXFEY!, ZBEEXPESInlIE BEX[EFISM S Cisco UCS MlFEH,
ABNEEIFRIREEMA RS Z, Cisco UCS Mini AIBILAKEIE, HARNMIERETE ML,

FEFRIAR 4B 432 55 Cisco BIR—EREEH, MR AlEE — MR S LRG3 E 1T S MR RVEIEFR OR

=
IRRTIRE
BR8] Cisco UCS IHRRYEEXFEFIRY, IRBERSSRTERHEERAMBHIUTER:

Z#EHE (GUIZ CLI)
RERY (MEERARZHRRISELRR)
* RAREXRE (MISEREE)
* REBI
* BEREG
* BEIEO IPv4 #E 7 MRS EY IPve HInEFN TS
* BHAMX IPv4 % IPv6 it
* DNS ARs528 IPv4 g IPv6 ik
* BiAgE
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TRINHTEEEKMESI A _E5ERL Cisco UCS #IMGECEFRFRRIES

FHHER BAER B

RARBM <<var_UCS_clustername>>
EBIEREE <<var_password>>

B2 P hit: HEXRESIA <<var_UCSA_mgmt_IP>>
BIEWLLID: BEFESI A <<var_UCSA_mgmt_mask>>
ZRIAMK : BEELRESI A <<var_UCSA_mgmt_gateway>>
EEEBY |P oyt <<var_UCS_cluster_IP>>

DNS A58 IP it <<var_nameserver_ip>>

boE <<var_domain_name>>

BECEZETT FlexPod EHRERRY Cisco UCS , BT THE:

1. E#F%E— Cisco UCS 6324 HEX[%% A ERITHIBIHA

229



Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. BRI LERIIRE, MRIEW, BEARNERE yes NAHREFLE.
3 FRERETH, WINEEERE.

TRYIHTEEEKFES B £5EAk Cisco UCS ¥IRECEFRRIVIER

BFHAER BFHAEE /I E

RAERBIR <<var_UCS_clustername>>
EIEREG <<var_password>>

EI1F P #uik FIB <<var_UCSB_mgmt_ip>>
EIEMLLEIE— FI B <<var_UCSB_mgmt_mask>>
ZRIARIX FI B <<var_UCSB_mgmt_gateway>>
B P it <<var_UCS_cluster_IP>>

DNS ARrs52% IP ik <<var_nameserver_ip>>

4 <<var_domain_name>>

1. E#£3E = Cisco UCS 6324 HELPESI| B LRSI &i%0

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>
Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric

Interconnect Mgmt0O IPv4 Address

Physical Switch MgmtO IP address : <<var ucsb mgmt ip>>

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. FRHERRTHINEEERF.

EFE| Cisco UCS Manager
EE R Z Cisco Unified Computing System (UCS) 15, BEBUTHE:
1. $TFF Web 55287 SAnE| Cisco UCS B EXFEFISEEE ML,
EREF - NEEKMYE, BogERERVER 5 94 8ERB5H Cisco UCS Manager
2. B Launch UCS Manager 1% LUE50 Cisco UCS Manager o
3. IBEZFEMNL I,
4. HIRTRBY, WA admin ERBF R, AERRAEERZED,
5. B Login BUERE Cisco UCS Manager
Cisco UCS Manager % {$ir7< 4.0 (1b)

A HERIZEFARZ Cisco UCS Manager 3 4.0 (1b) hR. EF4R Cisco UCS Manager FX4#1 Cisco
UCS 6324 BEXFEFIZRM, 152 " ( Cisco UCS Manager REFMFALLIEFE) - "

BlE Cisco UCS BrniEiR

Cisco FUERINETE Cisco UCS Manager HFECE BrniBiR. ALEBsh@IRAINMNRBRZFRFINRE, BiCE
BHohiEik, B TEE:

1. 7£ Cisco UCS Manager #, 2 AMAY Admin o

2. 3% All > Communication Management > Call Home o

3. ¥ "State" B "On" o

4. RIFENEEERITBESFIEFE, AIG8 T Save Changes #l OK 52 Boh@IRECE

ARMAFIHRER, WA RATH IP bR
&£ Cisco UCS IR ATRNARS S #E, W, Bin (KVM) ILREIE—" IP bR, BmUTEER:

1. ¥£ Cisco UCS Manager &, S HAMIAY LAN o

2. BFF Pools > root > IP Pools

3. BHEEE IP Pool ext-mgmt Fi%&#E Create Block of IPv4 addresses o
4. I NIRAVECHS P sk, FREEAY IP Ak R FMIERB A X 15 B
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Create Block of IPv4 Addresses X

From [192.168.156.101 | Size 2 x
Subnet Mask - [255.255.255.0 | Default Gateway : [192.168.156.7 :
Primary DNS - (MHERSKE Secondary DNS TU.L:.I_I.U

o. BEHE LR,
6. BEHEHINHEPBIHAE.

% Cisco UCS [FI$ % NTP
4% Cisco UCS FRES Nexus IHIBH NTP IRSRRAS, Bxmbl FHE:

1. 7£ Cisco UCS Manager &, BHAMAI Admin o

B2 > NXEE,

PERRAT X,

ERMERNRXRESR, EEFEENAREX,

g Save Changes , A8 OK o

BN NTP RS 25,

B ° <switch-A-NTP-IP> 3 <Nexus a-mgmt-IP>" , FAIGEE OK ., BBEHHE,

N o o kw0 N
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Add NTP Server ? X

MNTP Server: | 10.71.156.4

8. BN NTP fR$328,
9. B <switch-b-ntp-ip> 5{ <Nexus B-mgmt-ip>, AR OK., BEFHINGHHE,

Al S/
| General Events

Actions Properties

Add NTP Server Time Zone : | Amenca/Mew_York (Eastern

NTP Servers
Y- Advanced Fiker 4 Export 4 Pring
MNamie
EVET 2
YRAENFE A T SRR

RE A IERBEAT BN Cisco UCS B RAFINFEFMEMESY E2880diE, LUF#F— LI Cisco UCS C R5iE
. B EAIIRE, BRUTSE:

1. 7£ Cisco UCS Manager #, BEHFEMMILE, AREE-IIIRBPIEFILE,

2. TEMEKRP, EFEEEIRN R,

3. E2FHREET, IREMNE FEX RIMKMELALEHAESIET YRR (FEX) SEEKMESZEERMSR/NETT
HERR IR ¥R,

4 BEBHAEATIENROBE. NRBIENTFROAARSERE, W SEBENE QRIS
N ERA".

5. B Save Changes o
6. BEHE.
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BRRSEE, EITHERMEMERO
EE ARSI E1THERIE, B TER:

—_

- =
= O

12.
13.
14.
15.
16.
17.
18.
19.

© © N o o > W D

. 1 Cisco UCS Manager ISIEKH, EFKEEM £,
- BFI&E > BELFESI > BEERES A > BEIEIRR,
- BFF KRR .

PR IERER Cisco Nexus 31108 32N 1 71 2 , AREE, AREFEEN E1THERIRO.
BEEWALTHERED, ARREHE,

EEFIEEE NetApp FiEIEHIZEMNEGO 3 M 4, AREE, AREEFEENGERK.
BHERIANLER,

FEENSEROBTOS, REHE,

BEHWEHITHIA

TEAEERT, EFREEET A THEERR

- FEAK W m CEB-RAY If role 519, Bl OECELEH. WRETAY BMROLEE TEMRD C RYIARSS

28, IFREZIR O LAISIE R i AV R O EE,

Equipment | Fabric Interconnects | Fabric Interconnect & (subordinate) | Fixed Module

a1y @f & F 2l Everis
T Advenced Fiter  # Exgor & Print o Al Unconhaurzd v Neswcrk .\( sandar ‘{;I'Co:'.l_:{i-‘lk 5‘{ rined Lplink [,/ Apaliance Storage \g'l':n: o :vr.Jr:reT Slorege v it {'.‘
Slat Aogr Pon D Part|D MAC f Ralz i Type Oweral Stesus Sirrin Stare Peer

1 Hetwerk Paysica tup |

1 b Metwerd Peysica LT t Erables

1 Applisnce Srorage Prysiza tup t Erables

1 J Applincs Storage Paysica tu t Eeablen

1 5 I DCDEFSA0AEEC  Uneerfinured Prysins A ¥ Disziled

GC-DEFS 30:36:52 Ungonfgared Faysiza v S s Present f Diisasdad
1 B 3 CCDEF3E056ES Uncenfigured Paysica v Sip N Dresem | Diszziad
i 5 OUDEFRA086ET  Unoomfgured Prysice Vs mser ¥ Disabed

RFFigE > BEFEY > BEXF%S! B > BEERR,

FRFF LA o

WeFREREE Cisco Nexus 31108 SZHANAYLAKMIRO 1 7 2 , AREE, AREREREN EITHRRO,
BERWIALTERED, ARREHE,

PEERIERER] NetApp FHEITHIZEAIRO 38 4 , AREE, AREREENEERK.
BERERIANRERC,

FEENREROTOFR, REHHE.

BEHREHITHIA

235



20. FEBERP, EEEEKET B THEERIR

21. fELLR MR OIEITER If role 59, MilmOEEEH. MNREAY BMmOLRE TEAKO C RYIRS
25, 1BEE T URIIEZIR O IKEOERE,

Equipment | Fabric Interconne cts | Fabrc interconnect B (primar... | Fixed Module | Ethernet Ports

Ethemet Ports

Vo Mchoase il & Cxpee [ Rl oAl N‘;::.1||-:|.i|g.;.|n--l o Mt [ Bare :\f Pl Ui | el Unabed Ui | e [ Spimnce Siainge [ TOOF Slomyge ;v--'.ln il Sl :¢ ST
t Aggr. Port 1D Part 1D MAC if Ralz IF Type Overall Status AcTin State Peer
] i Fhiysica t t Eoabies
i o Fryzics t s b Erablec
i Piyai t F Erabiec
1 0 [ Fhyzics tu T Erabiec
1 ] 1 Fiwsics v Sip Mot Bregens L
1 Fhssics v Stp Not Presen: ¥ Disabied
1 Uncorfigared Fysics W St Mot Prezens b Disabied
1 5 4 OODEFB3NEACE Uneanfigured Fhysica W Stp ot Presen b Disabled

BlIZ2 | Cisco Nexus 31108 A HY_E1THER IR 1@5E

E7E Cisco UCS MHREHECEFFENIREE, B TTE:

1. 7£ Cisco UCS Manager &, &R SAMERFTAY LAN EITE,

FI2ES B, BRIERNEOEE: —MIES A RIS Cisco Nexus 31108 31,
@ F—1MBEF B BJFE Cisco Nexus 31108 it/ WNRERAIEITAEIHRA, EHENE
IR EDS B, MNREEBES| LER 1 Gb LIAM ( 1GbE ) R#EALF GLC-T SFP, MIE
BXPEDI SR LAAMIRE 1/1 #0 1/2 BOIEOERE SN IUIEE A 1 Gbps o
7£ "LAN">"LAN Cloud " &, BFf "FabricA# ",
ARBHIEOEE,
EFR IR OEE,
B 13 {EAROBENE— D
i\ vPC-13-Nexus ERim[@ER 2 FRo
BEHETFT—,

.\‘.@.C"'PPJ!\J
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10.
1.

12.
13.
14.
15.
16.
17.

18.
19.
20.

Create Port Channel

1 St Barl Channe! Name o 2117

Marme ¢ wPG-13-Mexus |

Next >

?

Cancel

ERE RN ER@ERN L im0

a. #HfE 1D 1 FMHEO 1

b. {Hf& ID 1 M0 2

g >> iR ORI ERO@EE,
BETERUSIEROEE, 2HHE,
FEHOEE T, EEMEENROEE,

IHFEENBERSNA " BR5h " .

ESIERPR "LAN">"LAN Cloud" T, FBFF Fabric B .
AR FIROEE,
prigEellFen IMpEp =S
BN 14 fERROBENHE— D,
I vPC-14-Nexus {ERIRBENE . REHET—F,
ERERINER @B iR :

a. 15 1D 1 MO 1

b. #H#& ID 1 ik 2
B >> KRR EROEE,
BEERUSIREOEE, PHHE,
FEROEET, EEHeIENIRO@E,
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21, HORBENBERSN S " BEBE " .

BIEZAR (Fik)
HRBTHRFFHIREX IT ARARZNAHRYIAR, MK ERFENSEA,

() REsSXBTIBEEREAR, ERRESBRHET X RARMRE,

1£ Cisco UCS MMRHECEARL, BT TIRE:

1. 7£ Cisco UCS Manager 7, MEOTNEP T A=A " FiEE " RPAIEF " QAL ",
2. MNALRBZT,

3. |k WANARWEMER, BHHE,

4. BEHEHRIAEEPIHE.

Ao B 718 & IR OFEE VLAN
BREFHEIERmOFMEE VLAN , BT E:

1. 7£ Cisco UCS Manager &, % LAN &I,
T RigE T,

AREEHIGET FAY VLAN

17%E#E Create VLAN

WA nfs-vlan YEZEREZEH NFS VLAN BY& R,
REpERIBA / 2R

I <<var_nfs_vlan_id>>" 9 VLAN ID
3% "Sharing Type" I8 & 7 "None" .

© N o o k~ w0 N
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10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

Create VLANS

Create VLANs

WVLAN Name/Prefix ;| NFS-VLAN

(¢)Common/Global (CFabric A (OFabric B (OBath Fabrics Configured Differently

Yol are creating global VLANS that map to the same VLAN IDs in 3l avalable fabrics.
Enter the range of VLAN IDs.(e.q. "2009-2019°, “29,35,40-457, "23°, "23,34-45")

UUNIDS:!: 3170 |

Sharing Type : (8 None () Primary (O Isolated () Community

Check Cverlap

| Ok

I.:‘,.]

Cancel

BEMWE, RAEERBEWHELEIE VLAN
ARPTFIRET FAY VLAN .

7E#% Create VLAN o

HI iSCSI-A-VLAN fERERLZEH iISCSI fF51 A VLAN B9 #F,
REpERIER / 2F.

B <<var_iscsi-A_VLAN_id>>" ¥ VLAN ID

BEHRE, AEBRETHELULIE VLAN
BRPFIRET T VLAN .

i%#% Create VLAN o

I iscsi-B-VLAN fEANEMZH iSCSI [45! B VLAN BYZ 75,
REpETIBA / 2R

B\ * <<var_iscsi-b_vlan_id>>" 9 VLAN ID ,

BEHRE, AEBRETHELULIE VLAN
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22.
23.
24,
25.
26.
27.

28.
29.
30.
31.

240

ARPEFILET N VLAN,
1%E$% Create VLAN o

i\ Native-VLAN fEAJR4E VLAN B9 #1,

REEREA | £/

B\ ° <<var_native_vlan_id>>" ¥EJ§ VLAN ID
BEBE, RAEEXEEHRTELUCIE VLAN

LAN | LAN Cloud | VLANs

VLANS
Yebowaooen Fiter 4 Froart o Dot e
Marng 18] -  Tvpe [ Nt VAN Shatng imary VLN Mame  Mulbeast Peeoy Mema
WUAN delact 1) 1 Las Ethes = Nore
WLAN D002-Mative [Z) 2 Lan Ert o o
W AN pasie {18 18 L& (=i e
WLAN 707-1B-MERT (107 101 L Ethe o dors
WLAN.DT2 WM (T02] ro2 La L Mo ore
WLAN 0703-vMatior | 163 103 L& Etre Mo
VAR 01 J4=NFS | 104 104 L Bl P lo=
WLAM D7 20-E051A 1 20 120 Lart Ethe Mo oree
WLAN 9121-5C51-8 {121} 121 La Etk Mo lore

ESMERTH "LAN">"Policies" T, EBFF "Applies" , AEAHEETE "Network Control Policies" o

prizaellfeRIEL St s

Rt HB&an & A Enable CDP_LLDP , FA/Gi%+E CDP 3514#Y Enabled .

SR LLDP ByfZaliZUIhgE,

Properties for: Enable_CDP

General Evorts

Aotions Properties

Detata Name

Show Palicy Usage Description
Chwner
COP

MAC Register Mode

Actionan Uplnk Fail |

MAG Security

Fange :

LLDP

Transmit -

Receive

s Mlow

Enable CDP

: Local

o |1l Dizabled | Enabled |

& Only Matve Vian Al Host Vians :

- Link Dewsirs. -\'\'arning. T

Dany |

| Disabled (®) Enabied

[ | Disabled (w) Enabied

OK

Cancel

Help




32.
33.

- BFFEO,
35.

36.

37.
38.

39.

40.
41.

42.
43.

BEHEAE, ARBERBETHECIERE,
ESMMERTH "LAN">"Appliances Cloud" T, EBFLEM A i,

RIS EERO /3,

FEAPITEFESR, WAEREEEHSIHEOMNESR, HIU° <storage_controller_01_name> : ele’ , &
i Save Changes and OK o

1%&3% Enable_CDP Network Control Policy , #Af5i%#% Save Changes and OK o

£ VLAN T, i iSCSI-A-VLAN , NFS VLAN FIRZE VLAN o 357254l VLAN iIRERNRE VLAN o BERER
IA VLAN i&#%,

8 Save Changes and OK ,

LAN | Apchunces | Fabric & | etedeoess | Appiencs inteciucs 1303

ATl Speadigopel | | Sbes ®)10 Gogss 40 Ghias (025 Gbps T 100 -Gops 1 Ao
Friarky e i

Fin Giciin

Mezwars Comtral Azsy 1 sl £

By ek

P LA | AR Bl WLAN 2]

£ Fabric A TiEFI&&EEO 1/4

FEAPITEFESR, BAEREEETSIHEONESR, HIU° <storage_controller_02_name> : ele’ , &
i Save Changes and OK o

1%&#% Enable_CDP Network Control Policy , #Af5i%#% Save Changes and OK o
£ VLAN T, 3%&# iSCSI-A-VLAN , NFS VLAN #I/R4% VLAN ,

- A VLAN iI2E HESE VLAN
45,

46.
47.
48.
49.
50.

EPRIRIA VLAN &R,

g Save Changes and OK o

ESMBE MR "LAN">"Appliances Cloud" &, EFF Fabric B 1,
BF#EO.

IR EEO 1/3,

TERAPIEFETR, BANETFEEHSHONER, B <storage_controller_01_name> : e0f , 8
Save Changes and OK ,
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51. 3% Enable_CDP Network Control Policy , #A/5i%# Save Changes and OK ,

52. £ VLAN F, 3%# iSCSI-B-VLAN , NFS VLAN FE4 VLAN o 357#] VLAN i§BHEE VLAN , BUHE
RN VLAN o

LAN | Applisnces | Fabric B | Interfaces | Appliance Interface 143

Actinns Propertins

o 3
Slot 1D 1

Fabic 1D B

Aygregast Pun 1D 1]

Lser Liabed AFFAZOD_Clus_D7 et

Trarsgort Typs Ethes

Pon syE/Enich-Bigia- | sailsh-emenpor-3

Ardmin Spaadigones) 1G0ne w10 Ghee | AL Gops, ) 2hGops: 100 Ghps ) Autg
Pricacy Sest Effor v

Fin Grosip <nnf sk v
Matwork Controe Policy & |Enable CRP

Flrww Canrarsd Pobicy [ctefinalt v

VLANS

TFIVLAN NPS VLAN P 02)

Meativs VLAN WLAR Matwe=" AR (2 v

53. B Save Changes and OK ,
94. 7% Fabric B Tie#Fig &0 1/4

S5. AP IREFES, WANEREMEEHZImOMNEE, §U0 - <storage_controller_02_name> : e0f , B
Save Changes and OK ,

96. i%&#E Enable_CDP Network Control Policy , $Af5i%#¥ Save Changes and OK ,

S7. 7 VLAN T, 1%3#R iSCSI-B-VLAN , NFS VLAN R4 VLAN , EZ#] VLAN B AERYE VLAN , BUHIE
FEA VLAN

58. B Save Changes and OK o
7E Cisco UCS ML+ I E B A
E7£ Cisco UCS MWLM EERMHBRARSHE, BRI THE:

1. 7£ Cisco UCS Manager FISMEMR T, BE LAN EITF,
2. 33 LAN > LAN Cloud > QoS &4,

3. EEMIEESH, BEHEBEIEMF,

4. ERARSBITH MTU 5 FHIEFIN 9216 6
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LAN | LAN Cluud |

Al -
Lan Goanesl | Fure
AR Tiog

Qo System Class

5

Fibra

5. B Save Changes -
6. BEHHE,

#i\ Cisco UCS #158

Enablod CoS

EHIAFRAE Cisco UCS #178, BT TE R

. 1 Cisco UCS Manager 1, FIGEF R £, ARERAEMIEEEDR,

1

2. BHILE > 38

3. TENE 1 BUIRMER, ERHIANIAE,

4. BHWAE, ARREHETTHAXTEEIA
o. BEHXHAMXHARBMEEL,

fN% CiscoUCS 4.0 (1b) BB

Walght
(e

Na

Njh

A

50

T Multicast
Optimizad

HiA

E ¥ Cisco UCS Manager #{4#0 Cisco UCS BEX[EFIZHAFHLLEI 4.0 (1b) Rk, ISR " ( Cisco UCS

Manager Z&EFMALKIERE) "o

SIEENE MR

I EMEERE, EERAIUNAERSFREEXFENNNGE, XERKBE®EERSE, BIOS, RH
1=H)28, FCi&EcEs, FHELERCEE (HBA) &I ROM LUK TRt B IRV Eo

1% Cisco UCS MR N ERSRECE QI ZEHF EIERE, BmUTIE:

1. 1£ Cisco UCS Manager &, #HAMIMIARS 28

FEFFRBE > root o
BAENEHE,
ER BRI

o o M 0 DN

TERFERS, EREIR GBS,
AR TIF RS SRR BLEFERRA 4.0 (1b) ©
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Modify Package Versions >

Blade Package : |4.0(1b}B v
Rack Package : | <not set= L
Service Pack | v |

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CciMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

MVME Mswitch Firmware
PSU

SAS Ewnondor

1 0 O

oK Cancel Help

7. BRBEWE, ARREWHELMEENEFE.

B3 MAC kit
29 Cisco UCS HMRECEFRFER MAC Htilibth, 1B5EmA TS ER:

1. 7£ Cisco UCS Manager &1, BEHAEMIAY LAN .

2. 3%3$% Pools > root .
FURELZBH, BAIERD MAC tilibit, SR MELEE—,

LRBEERLALE TH MAC Pools o

EEBIE MAC HMLLBIZE MAC ittt

i\ MAC-Pool-A {E9 MAC B9 #1,
A% A MAC ithRY R @R,
ERIRFERA D ERIRFER, 2EHT—F,
B ERN.

FETEFLIA MAC it

© © N o 0o &> »w
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FHF FlexPod IRAZ, EiE 0A MEBETEHCIA MAC IEAYEIEE — N\ IFHd, UEE

@ FiE MAC HIAtARIRAMES A sk, 7EFAITARGIH, FITERA T —1nfI, BIERN Cisco
UCS IHZEE, HISHIZMH00: 25: B5: 32: 0a: 00 EARIIHNE— MAC ith
ks

10. 79 MAC it tisE — R M e BT A EARSS B RBI AR/ BB EHHATE,

Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size :

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B500xx:xx

1. BHER.

12. EMRINEE S, BEHE,

13. AP EIRAL T MAC Pools o

14. ERBIE MAC HLLBIEE MAC ikt

15. %\ MAC-Pool-B £ MAC FZ R,

16. AT%E: 3N MAC SthA9im) R,

17, ERIRFER D BEIRFRER. BHET—F,
18. B HRN.

19. $EEF2IA MAC Hblik,
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T FlexPod SRS S, EIVF 0B METEIE MAC It RE—1/ \IF T3]
@ AR EIFRE MAC HILEARIR A MRLEHS B ik, FITHBRIELREIP#HIT T EEIR1E, H

#RAT Cisco UCS IR EE, FHITNE— MAC#iltH00: 25: B5:
00,

20. 73 MAC #iiIEIsE — NI AT A BARB B[R B/, BEHERE.
21. BEHEMo

22. EWINEER, BEMTE,

BlZE iSCSI IQN it

E 4 Cisco UCS IMEECEFTER IQN 1, BEMUTHE:

—_

. 1 Cisco UCS Manager &1, EFHAMIAY SAN
#%E$% Pools > root o

AHREE IQN Pools o

B IQN B4t LLEIEE 1QN .

5\ IQN-Pool /9 IQN tBYE T,

A% I IQN SRR,

I iqn.1992-08.com.cisco fENRIZ,
AR BEIREEEIRF. 2ET—F,

BEHERM,

I vCcs-host fEAES.

© © N o g k~ W D

N
©

()  WREEEMSA Cisco UCS B, NATERBERBAKE QN B4,

N ERHEANFERBEN 1,
12. 8 R IUSZH eT AR S5 2R R IRAY QN 3RA/N. BEHHTE,
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Create a Block of IQN Suffixes

Suffix : | ucs-host

From :

Size

13. BEHTEM.

B2 iSCSI BEpiz IP ikt
79 Cisco UCS IMEECEFRFEM IP A iISCSI BEf, BFMUTHE:

-_—

. 1 Cisco UCS Manager 1, BEHAMIBY LAN
%3 Pools > root o

GREE IP Pools o

IR 1P o

5N iscsi-ip-pool-A £/ IP R Z R,

A& HI IP AV REER,

AR BEIRFEEIRFE. 2ET—F,
BEHERMLAAN 1P HItEER,

TERHANFES, WMAESEH iSCSI IP #HitAISEEIF k.
BAR/NEE R BB B MRS 2. BERTE,
- BET—D,

© ©® N o o & W N

_ =
= O
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12. BHTRH.

13. HELT IP Pools o

14. SEFF I 1P b,

15. 38 N iscsi-ip-pool-B EJ3 IP A9 FR,

16. BIi%: N IP tAIREER,

17. AR ERIFFEFIRF. BHET—5,

18. S FHARINLUARIN IP ik,

19. ERHAFER, WAESER iSCSI IP il SEERF k.
20. B{ARINEE N BB UBMIRS 2. BEHE.
21. BET—H,

22. BEHESEMo

Bl UUID [F4&55th

£ Cisco UCS MMRRCEFMERBAM—IRRAF (UUID) B&Mt, BRI TIE:

—_

. T£ Cisco UCS Manager 1, BEHEEMBIARS 2.
7E#E Pools > root o

BREE UUID B4,

PR BIE UUID B4k,

i\ UUID-Pool fEJ3 UUID E45HAI & #Ro
Al A\ UUID B4t pYia iR,

B HIRRETE derived T,
yabatiwll s Bvized s

BET—H,

B AL UUID 3R,

- BEHEANFBREFRINGE.

- 79 UUID B4EE — MU R BT R RS B[RS [ HRIFHIKR/ N REHTE
- BEHETMK.

14. BEHEHE,

© ® N o g k~ w D

N U §

eliZARSS M

B Cisco UCS AR BAMBNES S, BRALTHE:
() szmome—wEssn, USIRERBINE,
1. £ Cisco UCS Manager &, B AMIMARSS 2S5,

2. %% Pools > root o
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AEEE Server Pools o

R OIEARSS 28,

B "Infra-Pool “{E/IARSS 28t B & #Ro

A& ARSI REER, BET—F,

%EE}EH:_F VMware EEEEBNMT (HEZ) RSS2, ARES >> FEAFME Infra-Pool "sArS525:H

BEHTEM.
0. BEHE,

N o g > w

o

73 Cisco ZIMMXANTERR R LI ININ B MLZ I 5RB%
2 Cisco KIMY (CDP) MERELIMIMIN (LLDP) BIZEMLITHIERES, BMU TS RE:

1. £ Cisco UCS Manager #, BEEHEAMAI LAN o
R > root o

BT WEITHIEEE,

R OB KR T I SR B

5\ Enable-CDP-LLDP REEZ R,

3F CDP , i%&#% Enabled 1%,

XF LLDP , M NRohHAERAZEBEEZEE R,
BT UCIEMEIEHI R, REHHE.

©® N o g k~ w0 DN
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Create Network Control Policy ?

cop - [ Disabled (e) Enabled |

MAC Register Mode : :_l_r Only Native Vian () All Host Vians

Action on Uplink Fail : !': o) Link Down () Warning

MAC Security

Forge - |(e) Allow () Deny

LLDP
Transmut : |D15..3h!eﬂt Enabled |
Receive : |_:'_- Disabled -' Enabled |
D -
B 2 FE R I SR B

29 Cisco UCS R RZ FEIRITHIZRER, BT THE:

1. 7£ Cisco UCS Manager &, B AMIBIIRS 23 ETF,
EAEERE > root o

LR R & RIRITHIZERE,

%&$% Create Power Control Policy o

i\ No-Power-Cap {F 0 BBIEITHIZREL A R,

- RreR LRI EELAT LR,

- BT UCIEEIRIEHIRIR, REHEHE,

N o oA woN
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Create Power Control Policy 2 X

Name . | No-Power-Cap
Descrniption
Fan Speed Policy - .,ﬂ.ny v |

Power Capping

If you choose cap. the server 15 allocated a certain amount of power based on its priornty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

-Pl_r Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their prionty.

BURARSS B MIRE SRR (RTiE)
£ Cisco UCS R 82 IRk S5 28 R E SRBS, BT TS RE:

@ R K A Intel E2660 v4 Xeon Broadwell 20 3228H) Cisco UCS B RFIARS 2R 61— MK
1. 7£ Cisco UCS Manager #, #HAMAIARS 25,
EAEERB > root o
EHEARSS 23t SR B PRI R 4o
WEHE B AR S5 28t ERBE PR SR A4 5 AR Mo
REEBEER 2 7 Intel o
IR CPU/ #ZL RIS,
WE$E Xeon 1E/RLIEES / 544,

N o o~ w0 DN
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8. B\ * <UCS-CPU- PID>" {E#F2ID (PID)
9. BEMTE LRI CPU/ VAR IATE.
10. BT CIERE, RERGHRTEHITHIA

Crmite TP Tores Thuhcabend

i

Bl IRS5 28 BIOS HREE
EA Cisco UCS IR GIERRSS 28 BIOS K&, B U T E:

1. 7£ Cisco UCS Manager #, #HAMIAIARS 25,
EAEERB > root o

HEE T BIOS HEE,

%E#% Create BIOS Policy

B VM-Host fE/9 BIOS SRE&EZ R,

& Quiet Boot I EFE 2 disabled .
R—8ugEaaEhERA.

N o o M w0 DN
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Pt o m ot
8. EFAIRRETRHIGE U TS
° RLIEER C KRES: BEA
° 42 C1E : BZHA
° RhEEES C3 IRk BEREA
° RhiE2R CT S BEEHA
Croate BIOS Polcy =
==+

9. M TFAMEIEAKLEREMHIGEUTSEC
° BEVRI%RE: MRE
* METFIREE: EBH
° DRAM EY$#[R®: 148E
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L [=== |
e = 2]

10. B RAS RFFHIZE LTS
° LV DDR Mode : M4RERET
C == )

. BH5eR LI BIOS HRE&,
12. BEHHE,

EERIALE IR
BEEMINGEIFREE, BRAUA TSR

1. £ Cisco UCS Manager &1, BHAMBIARSS2E,
2. IR > root o

3. JESFLEIFERRE > Bhiko

4. REMBHERBEELLA User Ack o

5. EF N RBEohA AP EOLZ KA RS HREER,
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Servers | Policles | oot | Maintenence Poll.. | defeult

Actionm Frropasdies

e clafa

Hsheadet F oy bmrredebe @ Lser Ak T duoemate

Jl=#] O Kmut Boen |..x.-_||_1, iy charges o el Feboot |

6. # Save Changes o
7. BEREESENL.

Bl VNIC 151K

Efy Cisco UCS IMESIBZ M EIMNLZIZO+E ( Virtual Network Interface Card , vNIC ) 1R, i&E5emadsTs

AR,
(D setel@Tme WIC IR,

SIEEAZRY vNIC
BRI EMZEH WNIC , EERU TS E:

—_

. 1 Cisco UCS Manager 1, BEHAZMIEY LAN .
EAEEREE > root o

AT VNIC iR,

%% Create vNIC Template

HIN Site-Xx-vNIC A EA VNIC iR Z R,
7% Updating-template fEIEIRIEEL,

3FF Fabric ID , i&1%E$F Fabric A

FRAR I B AR IAT,

1%E#% "Primary Template" {79 "Redundancy Type" o
RN ETRERICEERN < KIEE > o

- BT, BRRGEFIEACZSED

- ¥ native-vlian IKEANFEYE VLAN,

- 79 CDN JRi%E$E vNIC #&#7Ro

- XF MTU , %8 9000 ,

- [ERVFR VLAN T, 3%#% Native-VLAN , Site-XX-IB-Mgmt ,
Traffic , #1 Site-XX-vMotion . & Ctrl Fi#1TZRIERE,

- BEER, XL VLAN MEN BREIEE VLAN o

© © N o g k~ W D

N QT U §

-
(o))

Site-XX-NFS ,

Site-XX-VM-

255



17. 72 MAC Pool 5JZ&RH, %4 MAC_Pool A,

18. IEMLEITHIHRIRTIRF, %EHF Pool-A

19. TEMLITHIHRRHIZRS, 1%3ZF Enable-CDP-LLDP .
20. B EHHE LIBIE VNIC 1R,

21. BEHHE,

LEH | Pz | it | ot T | WhIC Tawwplise oG Terurai n

Wl b, (0P T S T

BRIERSIER Infra-B , BRI TSE:

1. 7£ Cisco UCS Manager &, ZFH M LAN .
EAEEREE > root o

AT VNIC iR,

%% Create VNIC Template o

I\ "Site-XX-vNIC_B “fE9 vNIC #&iRBZ R,
% Updating-template {EiEIRZER,

3FF Fabric ID , &i%E$F Fabric B

AR S PRSI,

© N o o k~ w0 N
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10.
1.
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.

®

ERHERBE— T XEIE, ABIERR MBS R E R R 5T,
FLE EEIASHRAN AR A ZE AT AT RERT NIC BF=,

1%&4% "Primary Template" {79 "Redundancy Type" .
RN ERREIRIZE N VNIC Template Ao

EBWRT, BERMNOEFRIEAE:ED,
¥ native-vlan I8BNESE VLAN

79 CDN JRiESE vNIC #&F7Ro

FFF MTU , I 9000,
EREFR VLAN T, %8 Native-VLAN ,

Traffic,

7£ MAC Pool 5lIZRH, i%#E MAC_Pool Bo
TEMLRIEHIREETIR P, 1% Pool-B

Site-XX-IB-Mgmt ,

# Site-XX-vMotion , {#F Ctrl ###1TZ &R,
BEHRE, XL VLAN IEN EREIEE VLAN T

TEMEITHIERBE SRS, 1% Enable-CDP-LLDP .
B EHATE LI vNIC 1R,

BERAE.

LAN | Pabciuw | row

MAC oo BlEhEL Y

Site-XX-NFS

b

Site-XX-VM-
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8172 iscsSl vNIC

EHJE iSCSIVNIC , BT E:

—_

© © N o g k~ w D

[ . U e, . . W — O G —
N~ o o A W N D O
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- EERAEMAY LAN -

EAEEREE > root o

AT VNIC iR,

1%+ Create vNIC Template

BN site- 01-iscsi_a fE/9 VNIC #&EiRBE T,
%4 Fabric ATE 70713 15 A PR 42 153K T,

& "Redundancy Type" i & "No Redundancy" .
BT, WRMOEFEACEED,
BRI L R AR IR

7 VLAN T, {0i#%i% Site-01-iSCSI_A_VLAN ,

. Y% Site- 01-iISCSI_A_VLAN fEABR4E VLAN .

. {REE7 CDN JRI&ER VNIC & #F,

- FEMTUT, %A 9000,

- M MAC Pool 5IZRH, 1% MAC-Pool-A

- MRIZBIEHIZERESIZRF, 1%4F Enable-CDP-LLDP ,
- BRI SER vNIC HEIRAYBIE.

- BEHEMHE.



18.

19
20
21
22
23
24
25
26
27
28
29
30
31
32

LAM | Policies | root | wMIC Temnplates | ohNIC Template Site_00_ISCSI-A

\ctions

WEEFAMBY LAN 6
- FEETRER > root 6
- BEEEE vNIC &R,

. ¥%E#%E Create VNIC Template

Connection Policies

. BN Site- 0l-iscsi B fEA vNIC IRIRBE R,

- 1% Fabric BIR /01 E MR T51ET,

- ¥ "Redundancy Type" IE 7 "No Redundancy" o

- EER T, WR{NERSERED,
- ERBIIEIRERAVIRIR.

. fEVLAN T, {0%# site- 01-iSCSI_B_VLAN,

. ¥ Site- 01-iSCST B VIAN {ERE4E VLAN

. R CDN JRIZER vNIC &R,
. £ MTU T, % 9000,
- M MAC Pool 5IZ&H, % Mac-pool-Bo

- MRIEITHISEBESIZR P, %EHF Enable-CDP-LLDP o

Loz
& Frhe A Eahwic B
-
L # Lipdafing Temg
=k e Desfined
9000
sC_Pool_ .
" mals
cop w
iy -
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33. TSR VNIC EIRAIBIEE,

34. BEH
: o
LAN | Paolicies | root | wNIC Temglates ¢ wNIC Template Site_(1_ISCSH-8
WLAN WLAN Broups Faiy
Praps
ity WAN Mz Site_01_ISCEI-B
Descript
Chwnor Lacal
Shoiw Polcy Lsogn Fainric i [E- - tt) = el B Ennbie Failaver
i
i = e = Wy | Primeny Terglsie | Secondasy Tamplste
Targei
Terwlsis Type Iritial Templele (w) Updatis Template
CDN Source wIC Plame . User Defited
T oano
Palicies
MAL Fool S MAL Poar_HGuhd] ¥
305 Palcy < sEre W
Metwork Conthol POSey © | Enale COP *
Pin Gmap .
Sty Threshold Palicy dilsul| *

Connection Policias

77 iSCSI ZEhelEE LAN ZEiE5EES

IR EF BE A= — Cisco UCS 15, HHPF iSCSILIF I F&EH TR 1 L (iscsi 1i£01a
iscsi 1if01b) , B ISCSILIF i F&ERE TR 2 E (iscsi 11f02a M iscsi 1i£02b) o ILE4h, fRi&
ALIF E#5IfE5| A (Cisco UCS 6324 A) , BLIF E#ZZIfF5I B (Cisco UCS6324B) o

BEEFAFRAVEMZEM LAN EE5HRE, BERMUTSE:

1. 7£ Cisco UCS Manager #, EEHAMIAY LAN o

%R "LAN">"Policies">"root" ,

AEEBTE LAN EEHERK,

7%E#% Create LAN Connectivity Policy o

BN site-xx-Fabric-a {EAEKEEET,

B FERRYARANEILAZR vNIC o

7£ Create vNIC IIEHER, HIN Site-01-vNIC-A {ES VNIC BIE TR,

N o g k~ w0 N
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8. JER{ERA VNIC EIREDT,

9. 7 VNIC R, % vNIC Template A,
10. MISFCEsSRrE THIFIRA, #%EE VMware o

1. BEHEHESIL vNIC FNEI g,

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

Modify vNIC

MName  Site=07-vNIC-A

Use yNIC Termplate.; €

Create oG Tempistie

viNIC Ternplatn vMIC_Templata_A& ¥

Adaptar Porformance Profilo

Senter Policy VhWae W

ite: Metwnrk Dotrad Policy

Comnection Policies

g il ashiC Vi)

Cancel

B _EEBRYARINEILAARAN VNIC o

7£ Create VNIC IFIEIER, BN site-01-vNIC-B fEN VvNIC BIR TR,
PERRMER VNIC ERIED,

£ VNIC #&R7FRF, & vNIC Template Bo

MISHEC2ZERBE FRIFIRS, %8 VMware o

BHEMBEFI vNIC FINEI SR,

P& FERRARIIEBLUAIN vNIC o

f£ Create VNIC MEIES, N Site-01- iscsi-a B9 vNIC BB,
WERRME R VNIC HEIRETR,

£ VNIC &iR5IRA, 1% site-01-iscsi-ao
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22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

35.

36.
37.

262

MISECER RIS FhiFIRA, % VMware .

BHRBEFIL vNIC RINEISREEH,

B _FEPRYARANEDLAAI vNIC o

£ Create VNIC IFEHER, HIN Site-01-iscsi-B /I vNIC BIEFR,
FERRMER VNIC IERE,

£ VNIC 1&RiR5IRF, #4F site-01-iscsi-Bo
MIEER2Z KBS FHIFIRA, 17 VMware

B EMHERFIL vNIC FINEIHEH,

BFF 70 iSCSI vNIC 3£,

B Add iSCSI vNIC ==ja]F FERBY Add EILAARAN iISCSI VNIC 6

7£ Create iSCSI vNIC JHIEIER, N site-01-iscsi-a fEA vNIC BIEZFF,

1%&#% Overlay VNIC Site-0l-iscsi-ao

- %5 iSCSI 1EFCaR tRESIET R E N RILE

3% VLAN Site-0l1-iscsi-Site-a (R%) o
wEL (BRIAMER) ER MAC it e,
BFEMER iISCSI vNIC ANz FE&Hh,



38.
39.
40.
41.
42.
43.

45.

)

Modify ISCSI vNIC

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN | Site_01_ISCSI-A (native) v
iISCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

B Add iSCSI vNIC Z[a]F T EBEY Add IR LLARAN iISCSI vNIC o

7£ Create iSCSI vNIC FHIEIER, AN site-01-iscsi-B A vNIC BIEZFF,
%E#% Overlay VNIC {79 Site-01-iSCSI-B

¥ iSCS| EECR RIIETR BRI E

3 VLAN Site-0l-iscsi-Site-B (R%) o

EEL (BOAGER) 15R MAC HitikH g,

- BEHEMENR iSCSI vNIC FRNEIHREES,

B Save Changes
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Hame e -ISCEI oot

e Local

79 VMware ESXi 6.7U1 ZE 2516l vMedia KB

7 NetApp Data ONTAP iI&EH B H, FEMFH HTTP Web ARSZ25KILE NetApp Data ONTAP #1 VMware %X
o LA BIEERRY vMedia SREEIRET T VMware ESXi 6 . 7U1 ISO i%#%% Cisco UCS AR$388, UUERBEN ESXi &
%, ERIZLLHEE, BERMUTTE:

—_

. ¥E Cisco UCS Manager #1, #EFEMAY Servers o

2. JEFFEEEE > root o
3. 3%#F vMedia SEB&,
4. BERMULLIER vMedia 5RE&,
5. ¥ERBEA RN esxia-6.7U1-HTTP o
6. 7EiREERFEPRNIERT ESXi6.7U1 B9#E#H 1ISO .
7. WFHEHKRMBER, BEER.
8. B HRNM.
9. YA ESXI-6.7U1-HTTP 83 .
10. ERE P REAEIRERE,
1. %3 HTTP il
12. 3\ Web ARS323R9 IP ik,

@ FeRiAR DNS ARS528 IP JAEI KVM IP 1, [Htb, FEHA Web ARS528389 IP , TIARE
Mo

13. BN vmware-vmvis-Installer-6.7.0.Update01-10302608.x86 64 {EAITIEXHFRFFo

It VMware ESXi 6.7U1 ISO I T& "VMware F&"
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14, FHTRBETERHN IS0 XHEH Web RSB,
15. SEHHEOIE vMedia HH,
16. BRBEHE, AEHHMEUTA vMedia RO,
SHFFANE Cisco UCS FEFRMIMEMHTIRLSE, AIUER Media BRSEREXHHRIRESE ESXI THl. EHR

B, ENIEEEE ESXi ZREFT, EN SAN EHNEENT., REESXifF, REBHETAIR
) ﬁﬂ:’zé:\"aﬁﬁ vMedia o

Create vMedia Mount

e ESXI-6.7U1-HTTR
Dhesecripdiom

Devee Type

Protocol _NFS () CIFS (0 HTTP [ HTTRS |

Hosmame/ P Addrnss 1??.1&.?.3{.1‘

iy M Warlabls () Mane | Serviee Brofie Name

Remote Fie Vihiware-YMyvEsor-instaber-6. 7 Doapdated 1- 1030261 |
Remota Path nitg:/ /172, 18,7 30/seahawksivSphere/

L Imermarre

Fasswsrd

R=map on Ejsot

Bl isCSI Brh g

ATHRIRES BATERTSR—M Cisco UCS iR, HA@iSCSI @O (LIF) UF&EHH=1Lt
(iscsi 1if0la M iscsi 1if01b) , PN ISCSILIF I FEBT R 2 £ (iscsi 1if02a

iscsi 1if02b) o LS, EBRE ALIF E#ZEIFESI A (Cisco UCS BEXFEFIA) , B LIF E#ZEIFEYIB (

Cisco UCS HEEX[%5IB) o

() EwEEsBeRET— RHER. EHEMSBEEREER iscsi 1i£01a,

E 9 Cisco UCS MR IR B, BRMUTIE:

1. £ Cisco UCS Manager &1, B HAMBIARSS2E,
2. JFAFEBE > root o
3. GRPLEBohEE
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%% Create Boot Policy

BN Site-0l-Fabric-A fENBEIREEINZTR,

A% BRI AR,

REER " BoBnRFEERBL " X,

BRI A ERER,

BAAMIGE TRRE, AEEEFERINZETE CD/DVD .

10. BFF iSCSI VNIC THIE, SAFIEZFARM IiSCSI Bfo

1. 7E7R00 iISCSI Boh3HEER, BN site-01-iscsi-A. BEHEME,
12. 3%$Z700 iSCS| [B5h,

13. 7EN0 iSCS| BEIFIEER, BN site-01-iscsi-Bo REHEHE,
14. PEHEHATE IR,

© © N o a &

Proparties for: Boot Policy Site-01-Fabric-A s

&) CAMATE Bswi bt whdsafica

RIS wihICS

i e Heslie

BIEARSECE X HER
TEIIRIES TR, REAZE ESXi ENEIBR T — AT A BrhpIARSECE X HER.

EEIRARSEEX R, BTMUTIR:

1. 7£ Cisco UCS Manager &, BHAMAIARS 28,

2. EERIRSECE X HHER > 1R,

3. BREE root o

4. FEIEOIRARSSEC B A RIR LT FF IR AR S B B A RIR A Fo
5

- B\ VM-Host-Infra-iscsi-A fFARSEEXHRIRBIZT. WIRSEEXHRIREEE I MMELEH
A EREET R 1 BEh
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6. iR B HIERIED,
7. £ UUID F, #E#Z UID_Pool {E UUID M, BET—H,

Create Sernce Prohle |4'||||r::l-I|I

TR TR S L L R (RO T E AD  SUA Ta Tad L
Smraifie e e 8 e e

Py 1 4 LT A B R W R

i W L T B
LRt
veoiy i o ¢ B by e T ed e g e N
. PR ==
= T s grEs = = g—— -
e —
i LA el e s il
Tre bl Taad L8CH, [ e [
R Tl e TRt =i abr mre ) e war e ] b —
- D

FCEFfEECE
BEEFELRE, BRUTIE:

1. MNREHARS /L EYIEHE, BRHAMHBAE R H LR SAN BrIAfF(ERE. SN, HEFR

IABYZSHO 7 R
2. BET—,

A& RI48 LT
EFCEMLKIED, BTEHRIUATIER:
1. REBTHE NIC EZRBEAIEING B
2. ERMEREEREETUAERE LAN &,
3. M LAN JE#Z5RBE THISZ 8 HI%E iSCSI-Boot o
4. ERTHIEF B ECRIERE 10N Pool , BEHET—H,
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Create Service Profile Template

Ciptioeally spocy LAN confquration mformation
ldentify Servics Profils

Template
Prprummie: iz Eamoeclion Hebeys satecs o Policy 1o use {no Dyrammic whIC Dobcy by defauls) »

Storage Provisioning

Clresates D wIG Connection Py
Meztwecarkincy
Howe winuled you like to configure LAN conmactivity?
SAMN Connectivity ;
Simple Expet [ 1 MoubliCa (e Uke Conmectivity Palicy
Zening LAN Connactivity Policy | Sitat &CSiBact ¥ Create LAN Connectivity Pabey
Initinter Names
wNICHvHBA Placement .
Trtisaton Mims Aezagurnent; 1030 Pl (GyEd) v
vhiedia Polioy Initiatir Mame =
Ciratic M Sedf Pood
Server Boot Order Pl 1030wl e sassigniesed lesen s ssesfescded pannl
Thi evailabdetatz! N ane displayed aftar the pool nanse,
Maintenance Policy
Server Assignmant

Operational Policies

< Prev

ACE SAN iEiE
EFfgE SAN EiE, BTEMUATESE:
1. 3F vHBA , 79 How would you like to Configure SAN Connectivity ? 1717

2. %EE—F_ﬁo

fRENKX

ERESX, RESHFT—FEIA,

BdE vNIC/HBA &

EFfgE VNIC/HBA &, BT E:
1. MEFRBE THIRD, BHRERBRERENILAFRITHE,
2. BET—%,

EoE vMedia TRE

ERCE vMedia LB, 1BMUATTE:

1. B0%R vMedia K&,
2. BT,
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M= =pllllE2
BRCERSSFBHINT, BTRMUATIE:

1. 79 Boot Policy %% Boot-Fabric-2A .

Create Service Profile Template

Opticnally specify the boot policy for this scrvice profile lomplaic

ldentify Service Profile
Tamplate
Scloct a boot podoy.
Storage Provisioning Boot Poficy:] sl -Falnic-& » I o1 Pes
Mamc : Site-01-Fabrie-A
Hetworking
Cizscription H
Noboot on Boot Order Chanpe @ Ne

Sl Gonnmothty Frolimre W AHBANSES] Ninse - Yes

Hewal My e Legaoy
Zoning WARNINGS:

W e [pirmanygfasconcey | does o

Tha cffcctive ondar of b’.ul cowvice ul NSCSI) s dorormined by MCke bus scan arder
wMIGWHEA Placemant | Enforoe wMIC/wHBARSCS] Mame o ebecied cons s g o [ esseisil, an el Bree w |III.a||-‘|v Tl

i it ks mot solocted, the WNICsIWHBAS e sclocted iF thoy cxist. othorwis cth wiICHHBA with the Sowecst MCle bus scan ordor is wscd.

wMedia Polioy Bzt Ordlr

T e Achvarced Fill ®port s P Eed
Nairr SN P HBAISES] W Tyoe & LUN M WA Siat M., Bt Ma oot Patt Descripd
Maintenance Polioy
- £
L ney
Server Assignrment
& = Secrnd]
Operational Policies

= Prav Mext = m Cancal

2. £ Boor liFE®, %3 Site-01- iscsi-ao
3. PFHIGE iISCSI BEIEH,

4. 7EI% 8 iSCS| BHISHNEEF, BEMNWIEREXHFATREARIZE, RIEEEHEIIFERIMEIEE
Rz B9 BC B S 1o

3. {R¥F "Initiator Name Assignment” IIEERIZE AER _ LIRS BHE X ENIRSEEX G B ohiZF B o

6. 5 iscsI_IP Pool A IREHNBNIER IP HILEEEE,

7. 3EF iSCS| ##7S B g%

8. BEARNM.

9. H iSCSI Bix&F. EIREX Infra-SVM BY iSCSI BARE, BEEREFMEHSEREHIEIT iscsi

ALA
show BF< 6

10. 7£ "IPv4 Address" FERHHIN IP #ilik iscsi 1if 02a,
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Create iSCSI Static Target ¥ X
ISCS| Taget Name ign.1992-08.com.netapp::
Prigarity 1
Port : | 3260
Autterieation Profis - PR TRy Ty Creatin 05 Authenticaticn Profile
Pl Address 192,168 1062
LLMN 1D (1]
D -~
1. BEHHELURIN iSCS| & BT,
12, B,
13. #N iSCSI BR& o
14. 7% "IPv4 Address” FERFHIN IP Ik iscsi 1if Olao
Create iSCSI Static Target T X
ISCSI Target Mame ign_1992-08.com natapp::
Priceity 2
Port ;| 3260
Authenbication Profile: | cnot sat> » Creste ISCS! Authentication Profle
[Pt Addness T TBE 1067
LU D 0
D -

15. BEHHTE LRI iSCS| BB o
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16.
17.
18.

19.
20.
21.
22,
23.

Set 15051 Bootl Parameters T X

Hame - ISCH-A-vHIG

Matheeticatson Prvkie - | <pel gt w

Inflaios Rame

S e ASEGNET  nof gl W

WARNING: The sslocted pool doss o cortan avy avsilable sotites
Wit can Sboct £, Bud b = recommendhed thal you sdd ertiies B it

Indjatos Adcinis

et P Adkciess Policy. (G081 @ Pool AMTZAE »
Had Aairdina 0.0.0.0
vt bk ZE5 255 3550
Dt Datewny - 0.0.0,0

Pramary ONS OO
Secordaiy DNS | 00000

B 0SSk Targin! Intatates SES Ao Taipol intei fate

g 1092-08.2

by, V0GR -l 2 r J T2

D -

(D Bi5 IP B RERFMET R 02 1P £, XBAEREMET R 011P L, IWEEERERE) LUN LT
TR 01 Lo WMIRERTIIRELBPRINF, NWEVRERTR 01 NEREZEE.

ERRFES, % iSCSI-B-vNIC .
BFHISE iSCSI BEhE#,

EIRE iISCSI BHIZHMEEF, BENWIEREXHENRENRIKE, FRIECERIEIEESENIFE
HYECE X o

{®$5F "Initiator Name Assignment" XIEERIGE AR LR T EHEXHENRSEE X BEIiZF B F.
¥ iscsi_ip pool BIRBENBEHER IP HIEREE,

2E$E iISCSI #4725 B AT IR,

BEHERM,

BN iSCSI Bin&#. EIREX Infra-SVM B9 iSCSI B, BERIFMEEHEEREHHIEIT iscsi

AL A
show <o
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24. 7% "IPv4 Address" FERFRHIN IP #illk iscsi 1if 02Bo

Create iSCSI Static Target ? X
. n. 1992 -08 com netapp
1
1260
o

25. BBEHHATE LUK iSCSI #7 B1R.

26. BFERM,

27. N iISCSI BAR& R,

28. 7 "IPv4 Address" FEXFFHIN IP #illk iscsi 1if 01Bo
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Create iSCSI Static Target £ X

iSCS Tanget MNams Igpn. 1992 -08. com. netapp:
Priorty : 2
Por T 3360

Authentication Profile . .cnm il | Create ISCS| Authentication Profile

[Pvd Address REFEL BT

LUN D : 10

29. BEHHHE LR iSCS| F BT,

Set iISCSI Boot Parameters T X

Cruune 308 Soffis Pool

WARNING: e sehecoo pool cous nd] Contan any avalstls erie
Wina EAIT BHOCT it Dut o i recommonded thal you aid andies 1o i

liidlator Acfermia

mintar B A, Pobity (505 0 Pagl B120E) w

P Aaidreis =K Ea N

Suoran Mak 255.255.755.0
Dzt Getewary D0UD.0
Prungey DNS 0.0.0.0
Sacondary DS 00000

Comute @ Pool

TirsE il Arire
Thes 6 gt il Bait aky gl o the solected pool.

w) SC5 Statc Tagel Inbirface | 1 SCS) Acts Taige! irteriace

T Pr ety Port Aushentcaton Pro.  (B0S0 NS Addoess LU i
igm1992-08.c 1 0 TS 0T ]
gnlEeR-0le D AW 102162060 W

i Dolota i infe

Minimwum one inatence of ISC5! S1tic Tarpet interl aco and mmassmam wo one alivsed.
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30. %EE—F_ﬁo

BOE AR

BECEHIPRES, BAUATIR:
1. KPR BN R INMES

Cmate Soenveco Profle Tomplale LI

R By b v Varg b  cabmals re wt g by e g e o k] g s Vi ks’ e el el Pl
wriaca g e

WAL T D, L TNk st by e e 68 VLY R TN LA T s R S ey ) s e

TIRERREEIY S e

- i
et V)

B bt T il B
- Al ak

2. BET—%.
BB RSB
BRERSROE, BEERUTSE:

1. 1€ Pool Assignment 5%, 3%## Infra-Pool o
2. 4% down fERECE XS5 IRS 23X BXBTE N AR R IRRES.
3. BATUEEEBAY Firmware Management , JAEERBAIN SRR,
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Create Senice Profile Template

#

Catarssity apacdy i Sasbved Dol o thin gennce profds Tempkites

Identify Servico Profile
Tomplats
Vinr N 3e8act & Bervr DOo! you Wit S aEsocials with thes sorvisg prodfs template,
Storage Provisloning Pool dssghinent| infra-Poal » .
iy Smlel] the powess SLete 50 De sl wdern thes prafle o St
Hutwarking with the peever
Tl e Down |
SAaN Connectivity
Zoving The seraca rofis Wreplie sl be aisccuriod wilth oee of e sehers in 1 selactad pool
I degred, you con specdy in addfiamal senver pool pokcy qualifcason thal the seleciod server musl mest. To do &0, select B qualihcabon ficm
B I
vRICHHBA Placement = -
Serv Pood Qualfeation <fig B w
& M " =
wMedia Policy FbAI et
=i Firmwane Managamens (2105, Disk Controller, Adapter)
Server Boot Ordoer
11 v ket 0 Pl fermuare pobey for this soevicn profie 10 profibn will update the fmwane on th sersed 1R i 5 sssocated wih
Crhervnsy thie sysbam uses the firmaan: avmady nstaled on e sssooied sener
Mairtenances Podicy
ot Frmware Package defaull ¥
Capdde ol Frasde's Packags
Cporatigoal Policios

4 BEHET—D,
FCE IR IR
BECEIRIFRD, BRMUTIER:

1. M BIOS HRBETHIFIRS, ¥ VM-Host o
2. RARRITHIRIRECE, AR MBIRITHISREE Th5|&RHPiERE No-Power-Cap -

Create Sevnce Prohle Termplate T o=

LAy e Ty PR T e (e T el o e

— Y], Gl s

4 e T T eI o Al L g it T S T e o Bl e T e

- T T———

d Etetuam N Ubomge] St tee
+ Mimamrwrr F' Abiwas
W W Cordto et | Tir ol

= Pirpmps ity Py e s

Fromry s werns sy Py e a8 R S e (e— A

Pomers (il Raliy e S CH ¥ e P

Bl Py

1 RV Lbbagpiiast Py
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3. BETERIU GRS ECE XA ER.
4. BEHABINEEPIHAE.

BIEEAT vMedia HIARSEZE X HHER
BHERBAT vMedia HIER FRIZIRSEEXHRIR, BMUTSRE:
1. %# % UCS Manager , AR EEMAIARS2R.

2. EERIRSECE X HHER > 1R > AR5 EMR VM-Host-Infra-iSCSI-A
3. A& F VM-Host-Infra-iISCSI-A , FA/F%#% Create a Clone o
4. B fEd &N VM-Host-Infra-iSCSI-A-VM,
5. EEFFEIEM VM-Host-Infra-iSCSI-A-VM , REEFAMIEY vMedia Policy EW+.
6. BHIEN vMedia .
7. %% ESXI-6 o 7U1-HTTP vMedia Policy , SAIGEEHE,
8. AT HITHIA
BIRBRSEE X4

BEARSEEXHRIRCIZIRSZEEXH, BMUTIR:

1. 3% #%%| Cisco UCS Manager , AiGEBEAMBIRS 2R,
2. BFFERSS 28 > IRSBECENXHER > 1R > IRSHRER < BFF >,
3. EiRMER, RHEMERCERSEEXHHTRUATLSE:
a. %N Site- 0l1-Infra-0 fEABRBIZ,
b. 3N 2 {EABERIERILHIEL.
C. #E#%E root {ENLHL,
d. BHHE UCIERSERE X 4.

- Properties B x

Create Service Profiles From Template w

Hama Brofoc =Sﬂr.-ﬂ1-l':!'ra{l
Niembar |2 |_|

org el 1]

Org Instance:  org-roph

ok || cwse |

4. BEMHINHEPRIHE,
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5 BIFTEBEEIBIRSAE XY site-01-Infra-01 M Site-01-Infra-02 o

() REmEXSEHSHIRNIRS S HRIRS SR,

FHEECESE 2 8897 BE) LUN MBhizF4A

ONTAP Bz E

I EERA

ZeEBIEFA (igroup) , BT THE:

1. MEBFEIET &5 SSH &I ETU TS

igroup create
iscsi -ostype
igroup create
iscsi -ostype
igroup create

-vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
vmware —-initiator <vm-host-infra-0l1-ign>
-vserver Infra-SVM —-igroup VM-Host-Infra-02 -protocol
vmware —-initiator <vm-host-infra-02-ign>
-vserver Infra-SVM —-igroup MGMT-Hosts —-protocol iscsi

—ostype vmware —-initiator <vm-host-infra-01-igqn>, <vm-host-infra-02-ign>

() @M% 1 M% 2 hHILMERE ON &5

2. EEENNILIEAI= igroup , IBBIT igroup show B

¥ B8 LUN BRETZE] igroup

EIEE50 LUN BREYE igroup , BERATHE:

1. IETFEEEBFEIE SSH P, BITUTH !

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A

—igroup VM-Host-Infra-01 —-lun-id Olun map -vserver Infra-SVM -volume

esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 -lun-id O

VMware vSphere 6.7U1 S E12(EF B

ETIFANETIE FlexPod IRERECE LRI VMware ESXi 6.7U1 BO T2, SepiXiediEs, BERER BB

B9 ESXi E#lo

A LUEE 275 7ATE VMware IMEHR%REE ESXi » XEEIIREENBUAER Cisco UCS Manager FHINE
KVM =61 8 BT RINEER IR REN RS I Z MRS B HEZIIEBEI LUN .
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THEHERTF ESXi 6.7U1 #Y Cisco BE X &
WMNREERTE VMware ESXi BENXMYS, 155U THZ B LSER TE:

1. BEHLUITHEE: https:/my.vmware.com/group/vmware/details?downloadGroup=0OEM-ESXI67U1-CISCO&
productld=742[VMware vSphere Hypervisor (ESXi) 6.7U1, *

2. EE FHAP ID FZFES "vmware.com” FELE
3. T .150 X1,

Cisco UCS Manager

i83d Cisco UCS IP KVM , BIERFLUBTIEN R RTERERSR, BizfT IPKVM , A& FRE| Cisco
UCS Ifi&,

EERF Cisco UCS If1E, BT E:

—_

. ¥TFF Web %5288 Cisco UCS SEEFHIILAY IP Hudlk, b FBRE/Z5h Cisco UCS Manager M 2R
B # HTML T8 Launch UCS Manager $3#%LUE50 HTML 5 UCS Manager GUI
MRAGRTNEERLLIUD, BRIESEERR,

HIBERES, BN adnin (FARAF R, AERAEERE,

EEF 7 Cisco UCS Manager , 58 Login o

MEZER, RFEEMAARSSE.

EIERS 2R > RSBECEXH > 1R > vM-Host-Infra-01,

AREBTE VM-Host-Infra-01 FiEE KVM 568,

BRIEREET Java B KVM Z£H1&,

WEEARSS 28 > IRSECEX M > 1R > VM-Host-Infra-02,

. AT VM-Host-Infra-02 » FIEFE KVM FHI &,

12. R BoHET Java By KVM 12618,

© ® N o g k~ W DN

- ==
= O

IG'E VMware ESXi &3

ESXi ¥£& VM-Host-Infra-01 1 VM-Host- Infra-02
BALERERAERZIRS SR, BES ESXi EV LU T E:

1. £ KVM BEOF, 2HEEMNTR.

BHEBEENEE.

MRAFIRTIEZRNMEBN KVM 235, BRBEFTEES.
B Virtual Media #3%# Map CD/DVD .

NS B ESXi REFER 1SO Mg, AEBEITH.

B EHEMEZE,.

B KVM IEI-R S ITARSS 28 B 5ho

N o o k~ w0 N
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o I ESXi*
ESXi 4l VM-Host-Infra-01 #1 VM-Host-Infra-02

EE VMware ESXi LR FEARY iSCSI AIE6) LUN , IBEES N ENLETRIUTEE:

—_

. 3%$% Boot Server FH B OK LUBEIARS 8. AEHXEBTHE,

EHEEE, HENSIONREEE ESXi RENFR. METRIEHREARIERE ESXi REERF,
LEEFMESTERS, 1R Enter BT,

FIEHIESREBPFAIMY (EULA) o 38 F11 ESH4EE,

PERICRNRE N ESXi BRI LUN , SAISIZ Enter HERE,

EREYNRERG, ARG Enter &

BWAHFAINMRZS, SAEIR Enter .

RERFAAHES, BUETHERENIX, & F11 S48%%E,

A, W Virtual Media BTN~ 50 ESXi &N FZIA/ P trid. BERE.

© ® N o o A~ 0 N
o)

W

WINBHBREY ESXi RERME:, LUIARIRSSHREFBENE ESXi MARRERZET-

10. RETERE, 1R Enter EFTRRIARSS 28

1. 1£ Cisco UCS Manager #1, ¥ XHa1ARSZEE XA ERIIE vMedia IRSZECE XH&ENR, LA LE@EE HTTP
HEH ESXi &% 1S0,

79 ESXi ENIKEEIEMWLE

BEEE VMware 41, AAZENRINEENSE, BHN VMware EVHRINEIENL, 1B5ES ESXi £
M ETRUTEE:

ESXi 4l VM-Host-Infra-01 #1 VM-Host-Infra-02

ENE ESXi ENEENEEMKEHIHEIIR, BRMUTIE:

—_

- IRSBRTHERBEGE, & F2 BEXFRS,

2. Pl root BHER, WNENMNER, ARG Enter R
3. 3%#% Troubleshooting Options , #AfS#% Enter #,
4. j%&$#% "Enable ESXi Shell (JBF ESXi Shell) ", 7A/51% Enter $#,
5. i%&#F Enable SSH , $A/53% Enter §.
6. # Esc ;B Troubleshooting Options 328,
7. 3%&$% Configure Management Network &I, A/53% Enter
8. EEMKIEHIES, FASSIE Enter o
0. WIFREHIREFRPHNHFESSREENFERPHNHRF A,
10. 3% Enter $
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Netuork Adapters

Select the adapters for this host’s default management netuork

connection. Use tuwo or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status
[X]1 vnnicO Site-01-vNIC-A (... Connected (...)
[X] vmnicl Site-01-uNIC-B (... )
[ 1 vmnic2 Site-81-ISC... (...00:Ba:3e) Connected (...)
[ 1 vmnic3 Site-01-ISC... (...00:0b:3e) Connected (...)
{D> View Details <Space> Toggle Selected {Enter> 0K <Esc> Cancel

M. % VLAN  (FDE) %31, AFS3R Enter #,

12. 8\ <IB-mgmt-vlan-id>" 31% Enter %,

13. 3% IPv4 Configuration , fAJG3& Enter #£,

14. FEATHREBEFIZERSS IPv4 MR MK AL E DT,
15. WANBTEEE—B ESXi THHY IP sthdik,

16. INE—& ESXi B FMERD,

17. BNE—E ESXi FHHIBIARR,

18. 1% Enter #5237 IP BRB PRI E

19. 1%4% DNS Configuration 3%I31% Enter &,

() @F PusEFmamEn, FITAAFHEA DNS S8,

20. '\ FE DNS ARs528R7 IP ik,

21. A% MINTZR DNS BRS53H IP Mok,

22. I NE— ESXi EHAI FQDN .

23. ¥ Enter =3t DNS FRBEFHHAIE,

24. ¥Z Esc REACEBEMBHKE,

25. 1%#% Test Management Network WUISIFEIENE RIS BEIEM, SAF1R Enter #,
26. ¥ Enter E{ TN, MIXTEMR/GEXIZ Enter 2, MRHIKIE, BEBIFE,
27. BRiE#E Configure Management Network , #Af5#% Enter $£,

28. W% IPve BCEIET, A1 Enter

29. {FRATHFEIER Disable IPv6 ( restart required ) , FAfS3% Enter #,
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30. 3% Esc BHECEEEMEZFHE,
31. 12 Y HIAE R HEM B 5 ESXi Mo
=B VMware ESXi 41 VMkernel %[0 vmk0 MAC 3thiit (R]3E)

ESXi F4 VM-Host-Infra-01 1 VM-Host-Infra-02

ZIANBRT, BIE VMkernel im0 vmk0 BY MAC Hthit 5 EER1E LAKMEE OB MAC #iitiBEl. #N5RI% ESXi 41
BB LUN RS EI A B RE MAC it EMARSS S, MSZ4E MAC ilbdhsR, KA vmk0 SfREB S ECHY
MAC ik, BRIEEE ESXi RAER B, EIF vmk0 BI MAC HHtEE f5 VMware S EZBIFEH] MAC Hitlk, &5
UTTE:

1. 7T ESXi IBHIaEEERER, % Ctrl-Alt-F1 BJif(8) VMware T8 5<THRE. £ UCSM KVM #1, Ctrl-
Alt-F1 BEREFRSEIIRA,

2. 1) root AR B1E R,

3. BN esxcfg-vmknic - 1 BJ3RENIEO vmk0 BUIEARTIR, vmk0 /B FEEMLLIHOH, i2 T vmko BY
P sthb AN 8D

4. EiB& vmk0 , IBERIANU TS

esxcfg-vmknic -d “Management Network”

S. EFEFKEN MAC I EFHARIN vmk0 , IEWALU TS

esxcfg-vmknic -a —-i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

6. IWIER B E AN MAC HtEHT7RN vmko

esxcfg-vmknic -1

7. BN exit IBHASITRE,
. 3% Ctrl-Alt-F2 iR [E)Z] ESXi IEHI & F B R M.

(o]

£ VMware FHIEFin=ERE VMware ESXi F 41
ESXi F#1 VM-Host-Infra-01
E{EF VMware Host Client &%l VM-Host-Infra-01 ESXi E£#1, BB THE:

1. BB TR FITH Web X528, AFSME vM-Host-Infra-01 BIE IP Hidl,
2. ## Open the VMware Host Client o

3. BN root fENRAF &,

4. 8 root 2,
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5. B Login #H{TEE,
6. EE T REUTERIHAYI R EIETEHE AP ERE vM-Host-Infra-02 o

77 Cisco EEIMEOE (VIC) &% VMware IRohiZF
LT VMware VIC IREHTERFRIBRA RS & TR HEESED EIE T (Fik:

* Nenic IXzh#E~ 1.0.25.0 hix

ESXi =4 VM-Host-Infra-01 1 VM-Host-Infra-02
BT ESXi 41 VM-Host-Infra-01 1 VM-Host-Infra-02 %% VMware VIC IREhiERF, BRI THE:

1. NENENERP RS, EFEFERE,
2. H$EH T datastore1 FIEIFNI S,
3. EFUETEMEENS 28, B E,
4

- EMMEIETH VIC RpiEFHREMNE, REIEE VMW-ESX-6.7.0-nenic-1.0.25.0-offline_bundle-
11271332.zip o

EHUBTFMEEE N SR, BE %,
BEHEITHR X L1ZE datastore1

HRE SIS EE R ESXi £,
MREEKEENTENETFEIPER, BEHETEIPER.
BT ssh M Shell E#ETY putty KRimiEZER S ESXi .
10. {8 root RS LA root AR B E R,

. EENENLBEITUTHEL:

@ © N o O

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12. EFEshTE, ERIENEN LEMENE P imHREHEFER,
188 VMkernel i A0 R3S HEA],

ESXi E£4l VM-Host-Infra-01 #1 VM-Host-Infra-02

E7E ESXi M EIRE VMkernel i OF RN, BRI TS E:

1. 1£ Host Client 1, E4FAMIAY Networking o
2. EHREIENRF, EREEINSIRIAT R,

3. 3%&#F vSwitch0 .

4. FEREILE,
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10.
11.
12.
13,
14,
15.
16.
17.
18.
19.
20.

21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

© © N o O

& MTU E29 9000 -

BT NIC 487E,

EPEREBINFIRS R, %EF vmnict H R HARCATEDD.
I9IE vmnict MAERPRESZEE N "Active” o

BERTT

TR A MIAY Networking o

EREIEESR, EEEMIREDT R,

1%E#E iScsiBootvSwitch o

ERREIRE,

& MTU 479 9000

BHERE

1% VMkernel NIC &I &,

76 vmk1 iScsiBootPG o

EERREIS S,

& MTU Ek79 9000 .

BFF IPv4 B H I IP #ilb 289 UCS iscsi-ip-pool-A LLSM itk

@ RNT EBRITEFHER Cisco UCS iSCSI IP sthithhit Bt &2 4 1P #ihbdze, N3t iSCSI

VMkernel ixOE R —FMFPHIARE IP #it,

BH R

R AIRAIRIT R,
R INARE A SR Lo

7B vSwitch B2 iScciBootVSwitch-Bo
& MTU &7 9000

M ETTHERE 1 TRISEEAHEE vmnic3 .
BEHEAM.

EhEIERE, %R VMkernel NIC iEITE,
AR VMkernel NIC

B7E iScsiBootPG-B HYFim4H2 R

H BN IRALIEHE iScciBootvSwitch B o

& MTU 12E 9 9000 - B77%IN VLAN ID -

79 IPv4 & B4 Static , ARRFIETLATTELE PRI AU F R8T,

@ AT RS P HuhbsE, MRV EFSIES Cisco UCS iSCSI IP sthithiit, 23T iSCSI

VMkernel ix O {#E A R—FMNABIARRE IP ik,
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35.
36.
37.
38.
39.

40.
41.
42.
43.

45.
46.
47.
48.
49.
50.
51.
52.
53.

55.
56.
57.
58.
59.
60.
61.
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BHEIE.

EEMI, 3%E$F Networking , FAGIERE Port Groups &Ik,
EREEKRT, AEEEE VM Network , FAG1%EHE Remove o

BB MR ST AR I LH RO M FRo
EREERTR, EERNEOH,

FIROAEIRMKERR, HE VLAN ID FEFRIA ° <IB-mgmt-vlan-id>" , FHIREEZREIAZIE]

vSwitchO o

BHEARMLUSER AT IB-Mgmt MLEHY4R1E.
FETRER, % VMkernel NIC &I

B A0 VMkernel NIC
NFHimO4E, HA vMotion .

- T ARSI, 1% vSwitchO selected o

BN * <vmotion-vlan-id>" fE/3 VLAN ID ,
¥ MTU Ek79 9000 .

REERS IPv4 REHEF IPv4 %8,

BN ESXi A vMotion IP #iiibAI LS #6D,
%% vMotion itk TCP/IP %,

£ Services Ti%#E vMotion o

BEHEBE,

B &350 VMkernel NIC

FFFHmEALE, BN nfs_share .

- ST RIS, 1% vSwitchO selected o

I <infra-nfs-vlan-id>" £3 VLAN ID

B MTU E249 9000

ERFES IPv4 IEEHEFT IPv4 185,

BN ESXi EAEANZEM NFS IP iR ML &L,
BMEFREARS.

BHEOIE,

1%E$% Virtual Switches &£, FAE1%EF vSwitch0 » vSwitch0 VMkernel NIC B4Rz T LA TR :



= vawitchi

Bk Elsenirgs | @ Retust | ) Ao

re— ySwitchl
| | Ty Hendand vSeelth
P 4
Undiniz: &

| = ¥8witch Detads | wieh topology
| {35 L]
| VM Netwark

Fors £015 (8798 aupinki| ﬂ ;
| VLAN D 16
| Link giseavery Listen ' Cisoo discawery orofaool |COP) » \ruel Machines [2)
| ettscheg it Filecial Bl
| WA A eI ET A B _{|
| Bepoor imarvel 1 ) B Ll _.JJ
| = Mic teaming palicy [
| Motify swichas eg @ Moton F |
= S VLN D R
| Pl Frule hazed on oigingtrg part IC « UMisirel serfs (1] [ ]
| Reyersa policy Yes —ﬂ
| Falnack Yes E
’ MFE Share |
| = Becurity palicy 4 !
| LM 1

Al promitecious mode fi o Ubferel ot (1] |
1 1
| Al forged Iransels Yeg G R el e _¢:|
| | L

Blow MAC changss Yeg E
. £ Menagemert heticth i
= I li
i Enaping policy VAN D 18

Erabied e » VHeemel oarfs (1] |

W DT ]

62. %% VMkernel NIC 3T+ LAHIABECERIEPNEACES. 5 HANEECEEN L MFIATRAE:

(3 localhost localdomain - Networking

Port groups Virtual switches Physicatl NICs [ VYMkernel MICs I TCP/P stacks Firewsall rules

88 Add VMkernsl NIC ° Edit seitngs | Refresh | 4 Actions (@ search
Mame v Portgroup w  TCF/IP stack w~ | Services wv  IPvdad... v« [Py addresses o
B vmkD ﬂ Management Network 22 Default TCP/IP stack Management 172187 fedl:225b5f fella2eBd
B vkl Q_ ScsiBootPG =i Default TCP/IP stack 192.168.... fedl: 225 b5 fall ade/td
1 Rt Q {SceiBootPG-B == Default TCF/IP stack 1892.168.... felD;:250:56f febd. 1248
- R & MF&_Share =% Default TCP/IP stack 192 168.... fedD:: 25056 f=65:28a4 .
k4 ﬁ Viation == Default TCF/IF stack viVlotion 192.168.... fe80::250:56f feBc:2650. ..

5 items
&

G E iISCSI ZR:Z
ESXi 4l VM-Host-Infra-01 #1 VM-Host-Infra-02
E1F ESXi EAH1 VM-Host-Infra-01 1 VM-Host-Infra-02 & & iSCSI 2812, FRIUTTE:

1. MBPMENEF RS, EEREMTEE,
2. i ERT, BEEES.
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3. 1E$F ISCSI M4Ehces, AFREHEE iSCSI.

1 locathost.localdomaln - Storage

Datastores Adapters Devices Persistent Memaory

K= Configure iSCS1 B Software iSCS| ¥ Rescan | (3 Refresh | {F Actions

Marmne ~ | Model ~ Biatus
8 vmhbal Lewisburg SATA AHCI Controller Unkmown
B2 ymihbaf4 iSCE! Software Adapter Online

Model ISCS] Software Adapter

Driver iscsi_vmk

4. ENSBERT, RERNEISBET.

5. BN IP il iscsi 1if0lao

6. EEMALUTIPHE: iscsi 1if01b, iscsi 1if02a fiscsi 1if02bo
7. BEHEREFRE.
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L

Driver w
vrmw_ahci
iscsi_vmk

2 Irems
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&2 configure ISCS1 - ymhbak4
iSCS5! enabled Disabled '® Enabled
* Name & aliag 0. 1892-08 com. ciscoiucs-host 3
¢ CHAP authentication Do ot tse CHAP
b Mutual CHAP authentication Do not uss CHAR
b Advancad settings Click to expand
Metwork port bindings 8 Add port binding
Viikarne! NIC v - Pon group v  |Pyd addrass w
Mo port bindings
Static targets Add static targst ot Edit settings (Q Search )
Targat ~ | Address ~ | Pont -
Iqn.1992-08. com. netappsn.eff200ve 3 182.168.124.3 3280
ign.1992-08 com_netapp-sn aff300:wvs 3 192 168 124 1 3260
gn. 1882-08. com.netappsn effdl0os 3 182.168.125.3 3280
ign.1992-08 . com.netappsn aff300wvs 3 192.158.125.1 3260
Dynarmic targets Add dyramic target (@ Search 3
Addrass ~ | Port v
192:168.1241 3260
182 18B.125:1 3260
182.188.125.3 3280
| Save configuraiion | Cancs|

)

EIRENFRE iscsi 1if IP ik, EERE NetApp FEEHEEREHIZIT network interface

show 8%
()  THsesEmEmEEsns, FERRSRNESEER.

EHFTENSIEEEE
ESXi E£#1 VM-Host-Infra-01 #1 VM-Host-Infra-02
BEHFAENEUEEMERE, BESD ESXi TN ETRUTEE:

1. M Host Client &1, #EZRAMIEY Storage -

2. EHREIENRF, ERBUREMERE,

3. TEHREIEEH, EIEEEIIREMEE LURINFR SRR,

4. EFBEUIRTFAEEINEAER, EIFIEH NFS BUBEME, ARRET—F.
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1 Mew datastore

Select creation type

2 Provide NFS mount details
3 Ready to compleie

How would you like to create a datastore?

[ = B 1l
Create risw VMFS datastors Creata & new datastore by mounting a remaota NFS valumea

Add an extent 1o existing VMFS dalaslore

Expand an existing VMFE datasiors extent
Mount NFS datastore
|  Back Mext || Fiish | cancel

S. {EiRfit NFS HEEIFAEREIIE L, HUTHE:
a. i\ infra datastore 1 {FA¥UBEFEERT,
b. 38\ NFS fR$38889 nfs 1if01 a LIF B9 IP #hdik,
. 79 NFS H£ZH#I ° /infra_datastore_1",
- & NFS hRAIEE I NFS 3
e. BET—%,

(9]

o

3 new datastore - infra_datastore_1 - infra_datastors_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount detalls Frovide the details of the NFS share you wish 1o mount

+ 3 Ready to complete

Nama | Infra_datasiore_1 |
NFS sarver [ 192188 104.3 |
NFS share | infra_datastore_1 |
NES varsian S NFS 3 MRS 4

6. BESTA. B, BURFMEEN B RERIEFMEETIRF.

7. FERIEERT, SR ESUEEMEE ORI SUEE .

8. TETEREIETFEEXIEIER, WIREH NFS SIEFME, ARRE TP
9. 7R NFS HEFAMEETIE L, TRUTIE:
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W]

. BN infra datastore 2 {FA¥IBTEEESZT.
- BIN\ NFS IRZ5888 nfs_1i£02_a LIF B9 IP ik,
C. 4 NFS HEHN  /infra_datastore_2" o
d. 3§ NFS hRZASIZE /I NFS 3 6
e. BEHT—%,
10. BEHETER. MY, $UBFMEEN B REiIREEETIRT,

(on

.. u ln.l-ﬁ'l-xll.hqs.il:hﬁunm -!-‘I.nng- .

Datastores Adapieas Devices
D raw datasion 1 Register o VM (g Datastors Drowpes & Retrash a
Hame » | [Duhve Type v  Chpacy v Provigoned v  Fret v  Typa w | Thin provitien._»  Abtess
) vatasione] Hon-550 TaGH 195Ga 355 Ga WSS Supporied Single
E nin_dalasiesa_1 Linksian 500 GB ITARGE 45281 GE HFS Suppomed Tingla
| [ inta_datasiore_2 Unknown 500 GB 00,75 GB 435921 GB NFZ Supporied Single

. E/ & ESXi N LEHF M EUEFMEE,

7£ ESXi FH| LFEZE NTP

ESXi 4l VM-Host-Infra-01 #1 VM-Host-Infra-02

BEIE ESXi FH EAE NTP , BESNENLTERUTEE:

—_

. 1£ Host Client 1, & ZMIFY Manage o

- FEREERF, EEEE BT,

- BEREEISE,

- FRBEIEEZEAMKEENY (B NTP EFH) o

- {ER T HISZEER Start A1 Stop with Host o

. 7£ NTP BRSSEFH AT Nexus 3ZHEH NTP ik, HAES 2R,

o o0 A~ W DN
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I Edit time configuration

Specify how the date and time of this host should e set.

' Manually configure the date and fime on this host
Em|

@ Use Metwork Time Protocol (enable NTP client}

WTF service startup policy

Start and stop with host v
WIE SEreers 10.1.156.4,10.1.156.5|
P
Separate servers with commas, e.g. 10.31.21.2, fe00:2800
Save | | Cancel
[ 9 "‘i

7. BHREFUREFEEES.
8. ZEHEIR(E > NTP ARSS > fB5h,
9. BIE NTP IRSZIVERBETEETT, HERMWIEIRE N AKIERRIEYE

() NTP RSB S THAERE R

BOE ESXi A

ESXi 4l VM-Host-Infra-01 #1 VM-Host-Infra-02
B7E ESXi N LREEENIRE, BESITEVLEHITUTTE:
1. BEAMNSMERTNER, TAEKRFIERE System , AR T Swap

[ Navigator ' | [ ucsesxia.cie.netapp.com - Manage
| ~ [§ Host | System Hardware Licensing Packages Sarvices Securin
Manitar Advanced settings # Editsettings | (@ Refresh
= —= Autostart
%1 Virtual Machines 0 Enabled Yes
— Swap
E Storage 3 " Datastore Mo
= : Time & date
~£3 Networking | 5]
YSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...
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2. BERIEIRE, MEUEFMHEEENHERE infra_swap o

_E;Q_E:!'rt_smp configuration

Enabled ® Yes L No
Datastore infra_swap v
Local swap enabled = Yes'' No
Host cache enabled % Yes ) Mo
Save || Cancel
4
3. BEHEFRF.

LIEERTF VMware VAAI B NetApp NFS 515 1.1.2
N

L% NetApp NFS i 1.1.2 3F VMware VAAI , FTHRUTEE,
1. FEIERATF VMware VAAI Y NetApp NFS #814:
a. B FE "NetApp 3G T EHDIE"
b. @ T™RFBEITERT VMware VAAI Y NetApp NFS #E5,
C. 1%&$FE ESXi F &,
d. THEEFIEGNRNREE (.zip) FENZRGE (vib) .

2. i&EATF VMware VAAI B9 NetApp NFS {4 IEEEFEIT ONTAP 9.5 3818 IMT TAIE, B2EMIFAEEE
RIREZ#F) NetApp IMT &1,

3. {8 ESX <17 EE ESXi N LR E iHH.
4. BHREEN ESXi EHo

Z4E VMware vCenter Server 6.7

ATIFANEB T 1E FlexPod IRFREZE L3 VMware vCenter Server 6.7 BJIZ 32,

@ FlexPod Express f£/ VMware vCenter Server &% (VCSA) o

Z%E VMware vCenter Server &%
BREVCSA, FRHRUTTE:
1. F# VCSA . 1ZEIE ESXi EHNBY, BHIREY vCenter Server EWRLATAIR T EEEHE,
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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(] GetvCenter Server

Manage

Manitor = ucses?
. j Version:
51 Virtual Machines State:
E storage ‘ Upfime:

~ €3 Networking

2. M VMware i & VCSA .

@ BIAZIFRE Microsoft Windows vCenter Server , 1B VMware ZEINIEFHEEHER VCSA
H## 1S0 &,
S%l vesa-ui-installer > win32 BR. Wi installer.exeo
BETE,
BEHEENTE LN T—F,
= EULA,
76¥% Embedded Platform Services Controller {fEAERE K E,

©® N o o &~ W
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=

| instzlar

vim Install -

1 Inbroueson

2 Cnc bsel leanss agraamant

w

Select deployment tyoe

u

et uprapplencs WM

solect popraymerl sizo

T Select datastare

g8 Conflgure metwork settings

& Readdy Lo omrplels slaps

4 Appiare depieymen| Targe

Select deployment type

Sciect the deploymen: tyor yoawant b ceofiguio oo e spplianee

For mars irtormation on degloymeant tvoes, refer to the wSphare 6

Embnsdded Prattorm Services Controfier

@ voenter Server with an Embecdsd Patform Services Cantraller

External Platform Services Conbrodler

Flatlurin Searvices Contralle

Teonreros Ex lorowst MlacTarm Sorvi

7 documentation

Appliancs

Fratform Senvlees
Controller

wiierler
Server

Appllance

Platform Services
Contraller

Appliance

wilantar
Server

NRFE, EZFF7E FlexPod Express fi#R 75 = FHEREINBF & RS 1EHIZR.

0. FiHEMEEFNEL, WABEMEN ESXi THAY IP ik,

root AP & root 853, BHT—F,
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3

abadlin

et ener Applnce sl

Intred

Eath usor liconss sdgre

Appliance deployment targst

5 5ot up appienme W

B Selact papiayiment aiie

7 Select oatastare

B on o pebweork sottings
q

Ready To comnlets stage

Appliance deployment Target

Iy e gopliance dephoyment targst settings: Toe target s the ESXI RasT of wiant

RETZACE QN W 2 aopliance will be

e

CSX] hoat o et Serdal nams 172.18.7.208 @

Faszword

CANCEL BACK

10. @ N\ VCSA ER VM BFFUNMERTF VCSA IR, LUSEIRE VM., BHET—%,

-
i

Inssader

nter Servar Appliance 1 2n Embedded Pla

Intrecuction

3 Ssiectdeplovment tvps

4 Applian YTTENT Target

o

Setup appliance VM

m

Selet depluyraant slze

Solect dawstons

B ConHgure netwaork i-':tlll'll':.'»

9 Ready |
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Set up appliance WM

Spectyine 72 ror the apoliance to be depl

WA ARme senhavies-kefrash-vise
Set roctpasswichd @
i ol pass TG

g | it



N ERFESERRNHENR, BET—P,

il

| installar

Iriracdiielican
sorvices Cantrolieor
2 End user lcanss
3 Yerctdealo et sizes, reter i th
a Dreployvimeant ses Ty
staraga sre

5 Sat up appla £ @
B Select cdepleyment size Resaurces requlred for different deployment slzes
7 il whiTasbare Depioymert Size = Memary (SH) Storage (GH) Heats fup te) WM (up 1o}

Tiny 2 0 sy 1 A0
a

Sl a (i 240 (4141
Medium g 24 L A

Larps 16 32 g0 jLalalsl T

24 g 200300 22000

CAMUEL

12. 3% infra datastore 1 #¥EEME. BHT—%,
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=l Platform Service

Select datastore

L (RRERST VTR RTSE

felect the storaoe lotatinn fof this spallance
2 knd ger Cerse sorsEment

1 Ssiect deployment Type

Penrrie L4 Type Capity T Free ’ Frovisicred ] Thin Prowisioning
4 Appliance deploymenl large dalestore WMES B 17,560 12.50 GG 28160 Sunpurted
" = Infre_oatastore 2 NFST1 50,74 & 10.268 5B Supporte:
T &_gatamtore_3 MFS 50,74 GS .25 5B Suoported
Infre calasiure MF5£1 00 GE 444,26 =0 EEr4 Gl Sunpuiled

m

SElech dedltyment size

~i

ZSelec! dalestore

Freshle Thim Minle Mol

©

o

Confiniire nenwark settings

2 Ready to compste stage

RS | i l
|

13. HEREEMELENE LLHAUTER, RAEEET—%.
a. % MGMT-Network {EAERIMILR,
b. i NERTF VCSAHKI FQDN 5 IP
C. SMANEEAM IP ik,
d. IANEFERNFMIERL,
e. ABIAMX,
f. 48N\ DNS R385,
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mbedded Platform Servic

] e
End a1
Py F Motwor WMotion [Fn]
Ap B s el
P WM IP assignment slatic
1 pioymen; size FODl woahnwindosa cle ratapp com o
o 1P pogress T
B Configure network settings Subingt mask of pretid length J55.255.0,0 o)
® Reedy focomplote stage ] Cuitautt paleway 172a8.00
DS o 5

DG 1EA SN0 6B 252

o]

14. fEEETERME 1 TTEL, BIEEMANISERTER. BETH.
BTG %3 VCSA . IbidIZH/E L #hEdiE),

15. BiEg 1 e/, BET—FER, BHERM. B Continue LIFFIAE 2 MERELE,

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services
Controller

@ You have successfully deployed the vCenter Server with an Embedded Platform Services Contraller

16. £ 2 BN TIE L, BHET—D,
17. B\~ <<var_ntp_id>>" {EJ8 NTP BRS328#thit, ERILUEIANZ S NTP IP H#ihit,

WNRE1HXIER vCenter Server BRI A%, BEHREERBEA SSH iA1a,
18. Bt & SSO iH&, FBMit=EZ R, BEHET—F,
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HIE FTXEEUESE, [53IRHES vsphere. local B EFARERN,

19. NRFE, BEMA VMware EFFEITR. BEHET—F,

20. EHRREWE, PHETHRERREIZAREIRE,

21 W ET—FHER, BHERERE, ELFEFEHELRETN. BEREMRS.
REIRBERMES, XFELDHETE

R ER—FHER, ERREEMY.

() = RemmT 5 vCenter Server MSHER B,

fidZ VMware vCenter Server 6.7 1 vSphere 52f

EfgE VMware vCenter Server 6.7 1 vSphere 8%, 57U TS E:

1. SfnF https://\<<FQDN X vCenter B9 IP >/vsphere-client/ .
2. g5 Launch vSphere Client o
3. EAAF & administrator@vsphere.local F{&E7E VCSA B IIIZFH AR SSO HBER,
4. BT vCenter BFFFIAIZEIEIIESR O,
S. BINBUBHRORIZR, AEEEHE,
° BlJ& vSphere £8%, *

Eoli2 vSphere &£28%, BRI THE:

1. BRPEIOIENEIEPL, SAEERE New Cluster o
2. M NEEBFIV BT,

3. %1ZH /3 A DRS # vSphere HA iE&IT,

4. BEHEHE,
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Mearme Express

@) ODRs [ @
@ wvsphere HA @
VEAN »

These services will have default settings - these

Cluster Gulckstart workflow

NEW Ciuster Flexpod_SeaHawks e

Location [H Flexped_SeaHawks

can be changed later in the

° ¥ ESXi ENAMEEE:
B35 ESXi EANARINEISEEY, BTRUTHE:
1. TSR RVIR SR B PRI E Mo

vSphere Client

H @ 8 9 [] Express

ACTIONS »

H Actlons - Exprass

v g 172.18.7.1023 Summary Monitor Config

v [ Flexpod_SeaHawks
v [ Exprass =] =
2. Bf ESXi ENAINEIESE, BERBRUTTRE:
a. WAEWNE IP 3 FQDN , BET—F,
b. HN root BF&MEE, B2HET—F,

+1 add Hosts.
Total Processor

g P TN QY R S DS |

C. BEHEZEREINIEBERAE VMware IEBARS[BEZHIES,

d BEFNREEIER LN T—F,
e. H§iF M + EirE vSphere AN ATIE,

() nREHE, TUHEERULSE.

f BET D UEMERIRITFZEARS.
g B VM UBTHE ENT—F,

E.—'J New Virtual Machine. ..

1s Datasfc
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h. ZEEEERAE. £A "RE " IEHB I TEMEREER " 5Tl "o
3. 3t CiscoUCS F#H B EESE 1/ 2

XFARIE FlexPod RERECE FRVEMEMEN, AAMTTRIEIE,

£ ESXi EN LECEZOERE
79 iSCS| BhIEMNIKE ESXi $%fiElsEs

EERLEFEA VMware iSCS| BB EhiER @D iSCSI BEIAY ESXi 4, LUERX vCenter 1Ry ESXi 3 fiEURE
BRITZOEME. BIABRT, vCenter BB A BEBHMENESRS, HR(EPBRNIE vCenter ZRE IR LERAT
517, BIRE ESXi FZfiEUEERR, BRITUTEE:

1. LA mailto : administrator@vsphere.local[ administrator@vsphere.local* | B9 & {3% FF) vSphere Web
Client , AFIEEET

ERiEIERES, RERFEE,

TEEENER, EERS.

RS T, #i& VMware vSphere ESXi Ffifli &S,

FERiEIERES, RPEFEHNFIBERUSEIARS.

TR, RERERINEE,

EEER.

BEHE.

£ ssh 1E79 root RSB ESXi EHo

BITU TS

© ® N o g k~ w D

-
©

esxcli system coredump network set -v vmk0 -j <vcenter-ip>
esxcli system coredump network set -—-e true
esxcli system coredump network check

BEIRE—TwHE, BETEE verified the configured netdump server is runningo

JHFZINE] FlexPod Express FRRYERIEMIEN], ISR IE,

436

-

FlexPod Express @3 g3 I0IERYIETT, ERTIAERAY, BET—NEEME
MAVBRRA R, BERINEMAEHITT B, FlexPod Express B LIRIEFE W 3 E R ¥
1TEHI, FlexPod Express TEIITESEEE TH/NEB{, ROBO UMNMEMEEL BAfER
HEREI,
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ENER
BTVAXTIXETMAERNESER, BEBLUTEM / ZMus:

* NVA-1130-design : A VMware vSphere 6.7U1 B FlexPod Express IR AET |P WEIETZ(E NVA &1t
#Y NetApp AFF A220

"https://www.netapp.com/us/media/nva-1130-design.pdf"

* AFF #1 FAS R4S

"http://docs.netapp.com/platstor/index.jsp"

* ONTAP 9 XA

"http://docs.netapp.com/ontap-9/index.jsp"

* NetApp F=aa3ty

"https://docs.netapp.com”

iEFFXFCisco UCS MinifINetApp AFF/FASHYVMware
vSphere 7.0fJFlexPod Express—NVA—Z[E

NetApp &) Jyh-shing Chen

X Cisco UCS MinifiNetApp AFF/FASHRRT5 2 BYER FVMware vSphere 7.0
HIFlexPod Express# ] EBB200 M57] /T AR S5 28HCisco UCS Mini. Cisco UCS 6324
MR EEELFES. Cisco Nexus 31108PC-VAZIH o Hth3E A3 LA K NetApp AFF
A220. C1903KFAS2700&R51THIZZHATT. 1Z1TNetApp ONTAP 9.78UEEIEH.
ZNetAppLRIIERIZRAG(NVA)ERE X F N A T io EEMEZEMA. FEVMware
vSphere 7.0 A K AHx T ELIBIEE FFlexPod ExpressBy = al 1400l B 14 B I E At 2
MErENT B,

"&FF* A Cisco UCS MinifINetApp AFF/FASHIVMware vSphere 7.08JFlexPod Express—NVA—ZFE"
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