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https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://hwu.netapp.com/

/ \AI'AP Mem
. T ST
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Extended Layer 2
Inter-site Links

SM-BC relationships

[IIE
o

FlexPod (Site A) FlexPod (Site B)

RIHE, MEMEFMEATETAGZENIRERLET—E. IMBRRMIRITAHEMBRAL R KERE
BEF7, HAEIT BB AR R NMIEIER. Zi5=i2ITH ONTAP SM-BC RIS #iEEHIX R eIiR il S X R B EUE
55, REFAIRESRERMRIFHELRIR,

ERIEE, HHEFOM D A Z BRI AT Pl sefE ABYAEX FRERE RN AT BEUN T EIFAR. X FXMIEX Rt
HEPOEEAEESITENFERRNESMEE FlexPod » BE, 7ZAMIMIEREIE, HE FlexPod AL

MFZo

ONTAP Mediator
(Site C)

Extended Layer 2
Inter-site Links

SM-BC relationships

FlexPod (Site A) FlexPod (Site B)

ST B AREREEOATIRS AR, BT VXLAN B3 MES0a LSS MER A T4
dezi, MTIHRBIFRFIBINE, M LUNMERLE AR AR RS,

AJBETETE(ER Cisco UCS 5108 #1#5#1 B RFITIF RS 28HVINE FlexPod FERA R , XLEARSBEZAINZH
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FlexPod SLHIHYRIF. #EY FlexPod SEfIR] LUER &#THY UCS X9508 #1F8, HA X210c itBE T =H Cisco
Intersight 12, N FEFIR. EXMERT, 81 s L FlexPod RAENEEE—NERBEIED O MEELE

1, XL SNEE EENKHITIERE, FZE—1 VXLAN Zih S L5,
/ ONTAP Mediator ok MEnagad
InterS|ght Managed \ (Site C) C "ﬁ'“,k' -

SM-BC relationships

FlexPod (Site A) FlexPod (Site B)

FHFEWIETIREIIETOMZ MR ZNEHN AT, XEATHEEZINFRIPA R SESM, BILSLHE
TEFRE FlexPod SM-BC ZBE#RTh, LURIPXENAREFMEIERS, FAE92ZiL=EIE RPO Migik
= RTO B#To

ONTAP Mediator
(Site B)

FlexPod

(Slte C) _ ADCENTER It‘ll!’e Mty

FlexPod

Datacenter

FlexPod
(Site D)

FlexPod

(Site E) FlexPod

(Site F) FlexPod
(Site A/ Datacenter)
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MFULEREBR, S0 AWESEHIEROEIIFIER SM-BC XAM—HMA, EumE Sz 8 SM-BC
MERIRF, UEBE—HMEAXRZNERITEASEIHRER O FNRAE,

E TR RS E WA, "

R ZRIOE

fRIRTT 2 IE—BER

"SeHiRRZAS . FlexPod SM-BC B RAE . "

FlexPod SM-BC f#/R 755 BTt FSErEIFAE EBUR T AEAR FlexPod 1B/RECEMARR
FE Bir. EEXT—HRIFZESEMEKRZE, ATLUER L TAEIE FlexPod SM-BC
FRRFER . FERAMANIH FlexPod RALFEEIPBRAAER , 3 — Db
FlexPod LASIHE FlexPod Boxd, ERFHMNINE FlexPod RLRCAITE—iCs

HTF FlexPod SR AREERBEAFEDEEREN, RUILATLUERES XM FlexPod BRBMAHE, ATBEHSIR
DRIREEXMNETF VMware BYEINEMZEMRR A R HITEHIRIENER. BRT5 SM-BC x5 EmZ 5
, MESEHEEEITE FlexPod EPERIZ. BEAEATEMSELREARIA FlexPod CVD 1 NVA , THE—&
FlexPod SEHEIFAR(E B

EraNZIaE

T IIE FlexPod SM-BC fBRAE , FKITEEH NetApp , Cisco 1 VMware 2SR RB M, BR
7% BHIE1T ONTAP 9.10.1 B9 NetApp AFF A250 HA %, 525 A BIX Cisco Nexus 9336C-f2 33N, 25
B BIIX Cisco Nexus 3232C MK F it s B9 Cisco UCS 6454 FI , F#1=4 Cisco UCS B200 M5 fR$328
, XLEERRSS 2811 FiE1T VMware vSphere 7.0u2 #H UCS Manager #1 VMware vCenter [RS8 BB E N LS
+o TRETRTHGRMBREZR WIEHH, ERED FlexPod B24i1EiE= A EiE1T, b= BEIT EMNE 2 2
Uh B SERRIEIE, ONTAP J@fZ287TiL= C biBfT

L

ONTAP Mediator
(Site C)

Extended Layer 2
Inter-site Links

O
W
O

SM-BC relationships - S5

{
0
0;‘

FlexPod (Site A) FlexPod (Site B)
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BEAFRIAR

TRIIE T ATFARRTS R WIERREHMEF, 15554EF, Cisco, NetApp 1 VMware #8EB EIZIFIER,
BTFHRERSZFHEMYER FlexPod SKh:

* "http://support.netapp.com/matrix/"
* "Cisco UCS I H EiR{EET A"

* "http://www.vmware.com/resources/compatibility/search.php”

51 it LYQES PN e

B Cisco UCS EExF%%! 6454 4.2 (1f) 4190 (BPuE2)
Cisco UCS B200 M5 RsS 4.2 (1f) 61 (BPMEE3D)
25
Cisco UCS IOM 2204XP 42 ( 1f) 490 (B s 21
CiscoVIC 1440 (PID: 52 (1a) 2N (8BNS 1)
UCSB-MLOM-40G-04 )
CiscoVIC 1340 (PID: 4.5 (1a) 4140 (BPhuEE21)
UCSB-MLOM-40G-03 )

L% Cisco Nexus 9336C-x2 9.3 (6) 2 (WhemA)
Cisco Nexus 3232C 93 (6) 2 (k= B)

ZhE NetApp AFF A250 9.10.1 440 (BPugsm21)
NetApp System Manager 9.10.1 2N (BEPNEE 1)
NetApp Active IQ Unified 9.10. 1.
Manager
iEAETF VMware vSphere  9.10. 1.
#Y NetApp ONTAP T &
iEATF VMware vSphere 4.6 1.

#J NetApp SnapCenter #f
%

NetApp ONTAP jffi#zes 1.3 1.
NAbox 3.0.2 1.
NetApp Wik 21.11.1-1 1.

B VMware ESXi 7.0U2 61 (BNEE3N)
VMware ESXi nenic L& 1.0.35.0 61 (BNEE 3 1)
WIREHAZE RS
VMware vCenter 7.0U2 1.
EATF VMware VAAI B 2.0 61 (BMhs 3 1)
NetApp NFS &

ks Microsoft Windows 2022 &F 1.

Microsoft SQL Server 2019 & 1.


http://support.netapp.com/matrix/
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.vmware.com/resources/compatibility/search.php

el Bt BRI RS wE

Microsoft SQL Server 18.10 1.

Management Studio

HammerDB 4.3 1.

Microsoft Windows 10 61 (BNuER3)
|Ometer 1.1.0 61 (BNER3MN)

"R RS R WIE—tE,

fRRP R WIE—1t8

"Preivous . ARG WIF—HA, "

FlexPod SM-BC R A E TR EEMEHEEM FlexPod AR AR =ELEK. UTET
EONAT BTRIEN—EEZMNERE, I, FESNEBTS SM-BC HxfI—LEFE
I, LURHLHESEIES.

PEE3

UCS B200 J1A XRS5 IOM 2 alfiE EH UCS VIC £id5d UCS 5108 WA REZR(H, BFIIEN
UCS 2204XP FE5Ii B2sEE 16 D 10 G v, BN mOrEREE/\NFRIIAIRS2E, Fla0, S RSEE
e ATIENMRSR[BEETT, JURIN—NETEENEIM VIC , EIRSZ231EERE A UCS 2408 IOM ,
% IOM RIAE MRS 2B[IREIE 106G &,

10GBASE-KR 4
UCS _ uUcs
2204XP 2204XP
A B
\_
4 None VIC 14401340 )
Mezzanine mLOM

VvNICs and vHBAs

\_ B200 M5 )

UCS 5108 #1585 B FI0IERY UCS 6454 FI ZiB]pYEZBER D 10G EHER IOM 2204XP 12, Fl ixA 1
3| 4 BEEBENXEIZNRS RO, FlikO 25 3 28 BEE At S A Nexus 323 A 1 B BIRILR _H175%
KRis, TEMFRIZMET EEET UCS 5108 HFEFN Nexus LAY UCS 6454 CLI BYEIEE M % CEEi# 4

5o
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FI 6454 A

Nexus A

FHISE
UCS 6454 FI A

UCS 6454 FI B

Fl 6454 B

25.
26
27
28
L1
L2

 ow N

26
27
28
L1

Nexus A

Nexus B

UCS 6454 FI B

IOM B

Nexus A

Nexus B

UCS 6454 FIA

Nexus B

AR
1.

2.

3.

4.

1/13/1
1/2/1/13/2
1/13/3
1/13/4

L1

L2

1.

2.

3.

4.

1/13/3
1/13/4
1/13/1
1/2/11/13/2
L1
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I E 23 ] iR E oz o
L2 L2

RER A ERRIZ Nexus 9336C-FX 2 3Z4/l, ik B fEFRYZE Nexus 3232C XA, 18
@ ERERE Tk AR B 22BN, A 40G Fl 4x10G 92 454#1T Nexus B FI E#%, &
1% Nexus Y FI 27 OEE, #HH7E Nexus A LECE 7 EINHOIRE, WESEERR

BEIEFl,

@ NRFEFARYZ IOM , FI A Nexus SHRANAHHIREAS, BESUNIFRASERIE SRS
i, WBEJE=

@ B AGE A Sz R e iR B BB S R VA SRIE N B2 @ AIN S A TORAVA RO INESR,
A USEMEZ TR

ARSSECES

M UCS Manager (UCSM) g Cisco Intersight BI2f B EXFEFIR 7] F UARSS 254 A8 AT LUEEAE UCSM Hiig
HBIARS B E XA Intersight FEYARSS 2R B0 E X4 I ARS 2 HITIMR Ko LLIGIEFER UCSM MRS L& 14
KEHWIRSZSRER. FRARSEEXY, RERRBIRSEEXHSHEFBXEL, BIRTEREIARRSES.

FFF VMware ESXi £41, SIEMIRSECE X HZHFFLTINEE:

* fEF iISCSI MY ME—h 289 AFF A250 7Zfi#E50 SAN
* ALUTFARS 2R EIE T 731 vNIC ¢

° FENTTR VNIC  ( vSwitch0-A 1 vSwitch0-B ) RIfEHIFEABEERE, HE, XL vNIC AR
SM-BC 1®1FBY NFS thiXZiEE A,

° vSphere DR AHERARENTTR VWNIC (VDS-AFI VDS-B) FfE4 VMware vMotion FI1ELfth7 FE
EFRE,

° iSCSI-A vSwitch f#F iSCSI-A vNIC 3417 iSCSI-A &%,

° iSCSI-B vSwitch {/ iSCSI-B vNIC £t iSCSI-B BREZRHIAH18],
SAN E5f
3FF iSCSI SAN BEhECE, iSCS|I BEhBEHIEE N RIFMFE iISCSI MKZLE#H1T iISCSI B, NTENEFE
SR BT M ZRERHE M iSCSI SAN B5h LUN By SM-BC #fEiET%1ns, iSCSI B8 BEricBN 5L S

AMiLR B BIBHRILSN, BRAZEMIESEE LUN AR, 55 iSCSI BatZ#RBE BN M EFIERE
Gl =

FILTEIRE iSCS| BERtB O EE THIARSEC B X HERIVEEIEREEFECE iSCSI S ER, TEFTR. T
KETRTEW ISCS| BrBEHIREEE, ZiER 7 ERBRIELUSIIE A A,
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€ S A Notsecun | s unea-fripava bocaliappfucamfindas hemi@

Set ISCSl Boot Parameters

VWARNIMG. Tt sectind (00K Comes RGE CORTAN a7y Svaliabie entfies
Youd Can et £, el 1§ I INCOMmencied that you Bod eesties 10 &

it Ackdrins

Insmtor P Adoress Polcy, Select[DHCR wed by detast) »

+ ELG Sa0c Twgel imeiece | | G5 Auto Twget interface

o~
iSCSI MR Rk iscsl Bfr iSCSI LIF
iISCSIA 1. Ik AiSCSI Bix U A FEHI28 1iSCSIA
LIF
2. Ihs B iSCSI B Uk B 15428 2 iSCSIA
LIF
iSCSI B 1. ik B iSCSI B4R uhe B $THI28 1iSCSIB
LIF
2. IS AISCSI BAx uh= A 15428 2 iSCSIB
LIF

"R BRRTS R WIE—MLL, "

MRARTSZ IIF—RE

"SERIARAS: RRASZ WIE—itE,

FlexPod SM-BC R AR MBI EER/E NI HEE FlexPod /R R RIELHK,
WFIL S aEE, RAE WIFEEESBMm NS _ER FlexPod Nexus ZHAIEET—E

, DURMHILSENERE, MM BRMGSZER VLAN . U TR TESNETHATRIEN
—‘t:t’ﬁj%ﬂ@a%o

PEZ

B uhm LR FlexPod Nexus 3Z#AI L@ S S A AIEECETE UCS 1HEM ONTAP EFEZ iR i AsithiEsR, 7T
RAGNARERIERE R REERESIEREET.

TERIERT SIS Nexus SN ASHEE, (RTERERHRNBZIN, T2AS N ABHRERERIVITH
BB IEMKIERE, 40G B 4 x 106G DA TIE Nexus THAIERER UCS CLI 1 ONTAP AFF A250 77fi&
BHI2s, 3, EILUER 100G 3 4 x 25G 944 FIR S Nexus 3NS5 AFF A250 72iB1E 28 2 a] Y@
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EEE. ATESEN, XM AFF A250 FH2EZE ERHAHIETH, BTHEE. MM FiEEHsEZiE

HYR N ERR SR IF R T A TE SR AT 52 B

-
FI 6454 A SITRITRIO NI SEOECKIC LKL RLENLE XLONERN;

e = | o

NEXUS A i e o o e s

AFF A250

\/ ':?:’

1 "f"

AN

\/ ""'

""""_ —
i

DO
1)
()}
DO
DO

TRETRTEMUAREY Nexus SR AFF A250 f7ifizH28 2 iBIAYER.

A& 2

Nexus A 1810H
12108 1H
3H1H
4H1H

Nexus B 1H10H
12%F 108 1H
3H1H
4H1H

—14

ARG

AFF A250 A

AFF A250 B

AFF A250 A

AFF A250 B

e td | 6454 B

= Nexus B

g v |
ela
elb
ela
elb
elc
eld
elc

eld

TEER TR AIER B _EBY FlexPod SR 2 iERYERE, HIEMEMBIRDIIE THLFRES. SNER
HIRNSHRA 2 IBRYIERR A T vPC MWEFHERR, S5—70H, MBI Z BIRERR (i e iR, XL
AR VLAN BRI Z M4, FATEBENRS, SM-BC #iEEH|, HAEEUNTIZM SR RINEIEIR
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A = | A
Nexus , ‘ — ; ‘ Nexus
9336C-FX2 ]‘ 4 1 3232C
. —
FlexPod Switches (Site A) FlexPod Switches (Site B)
IS E Zs 3% ] mIRIRE oz
Ih e A STHAL A 33 b B A A 31
34 32
25. IE = A HEM B 25.
26 26
Ih R A 3ZHRA B 33 ih B 34 B 31
34 32
25. Ih e A IR A 25.
26 26
Ihe B 3R A 31 et A AL A 33
32 34
25. b B XA B 25.
26 26
I B XA B 31 Ih e A IR B 33
32 34
25. Ih = B AL A 25.
26 26

(D) LEME FlexPod SSEHIORBRESIL TiER. Bit, RRO2ESMESULAL.,

I 1388 M A A 85

I EEERERRGERMN (LACP) SSHIRRRAMERKEMEES, MMSIERES, ElkO
& ( Virtual Port Channel , vPC) RIFFEZIE LRI Nexus A Z BIRYIHBEERZZETA—T. X
BRI LU —S iR R R SR S R AR F BN RIS FEIRERE S,

723X Nexus X2 a1, FEHY UCS IRER/MESFK A IOM A E| FIABIEEE, M IOM B Z| FI B BI9E&1R,
I FZEER Nexus 3SHALAY FI FEREAYE FI ImAYIRC@EE, M Nexus IR EIARO@iE, FEitk UCS iR
Zes ] IARMMERET X Nexus RIEHIVERR, HAIEAL R AMIERSEEIETT, EXEN ISR ZIE,
Nexus XN B HIER, W LEFR. a2 EER DR, S ERATEERENY, el ERROE
BEE,
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BIENREEPRE NS NEEITHIZE 54531 Nexus SIRNEE, AIUSKIEANEIE, SE#EM
iISCSINFS HUBTFREMINIERE, B EFMEITHIZREEREIM D Nexus X, XU MERSECE MEFME LEDO
HN—ERSY, LURSHIEMEREST. 7E Nexus i, XLEiHOWEF MM ZERI vPC o

TRIMT & bR piECEE ID MERIBR.

% E@3E 1D ERER

10 K3 Nexus X EFHERS
15 HEXFEDI A 5ERG

16. FEATEE B 5EEG

27 TFEITHI2S A FEER
28 FiEIEHI2S B HEER
100 Ih R B RARAT] A SRR
200 ik =B R4 B $EEE
VLAN

TRIIE T HIKE FlexPod SM-BC /R 5 E IWIFIFIEMACER VLAN REFEBIB .

Name VLAN ID ERER

Z#1 VLAN 2. VLAN 2 FBfE[R4 VLAN , TIAZ22
JAVLAN (1)

OOB-MGMT-VLAN 33: 33 RENHEINEIE VLAN

IB-MGMT-VLAN 3334 BT ESXi 41, VM BIEENEN
EI1E VLAN

NFS-VLAN 3335 BT NFS AR=RIATIE NFS VLAN

iISCSI-A-VLAN 3336 BT iSCSI JREHRY iISCSI-A 4L
#J VLAN

iISCSI-B-VLAN 3337 FTF iSCSI ;iZEh) iSCSI-B MLRLE
#J VLAN

vmotion-vlan 3338 VMware vMotion = VLAN

VM-Traffic-VLAN 3339 VMware VM & VLAN

£2%8] VLAN 3340 FF ONTAP &£E & BEER
ia] VLAN

@ E7A SM-BC A3#F NFS 5 CIFS AR IL W 5% 5%, BEMEILSERBTFAZTERIFILS
ESEMNTEAR. RAMIEIEEIE NFS BUEFERE.

"R AL R WIE—FE
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R WIE—1FhE
"SeRIARAS: ARRTTEE IIE - W4, "

FlexPod SM-BC /RS F MTFEECE SRS T b RAVEE FlexPod f#/R7 R RIELHK.

Xt SM-BC BN EFNHIEER, ENEREM T IARRY FlexPod 3ZHAZ [BIEEIZATIL
REGER. UWTFSTERNEATBTRIEN—EEZMECE,

PEE3

ZHhih R B Nexus ST AJHR it 5453t UCS CLI AN7]/ ARSS S8BT EIERS, @i Ui = 2 (8189 Nexus ZZHEA)]
B, Ii2 UCS TIA RS BRI LUAIRE . TENXRETR TS MNLRNEEET SN EFEERENERT)

o

Ne.xus A ;i:-f-:“_ -k — ::I'."-_-J" E=SE=2

AFF A250

G Az

AFF A250 A elc
e0d
ela
elb
elc
eld

AFF A250 B elc
e0d
ela
elb
elc

eld

EEMEO

W
i

'

mARIRE

AFF A250 B

Nexus A

Nexus B

AFF A250 A

Nexus A

Nexus B

sm Nexus B

g v

elc

e0d

1B 10H
12108 1H
1H10H
12108 1H

elc
e0d
3H1H
4H1H
3H1H
4H1H

B ARSI LR MMRE EREEIS D Nexus S, AT HITHERSMITRAHITILIOE, X4
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EES5FME EREOARE, Nexus XHA EMMENIKEOESS5 vPC , LUSEHIERRSMHKIEMERT,

HNEIE, B8R NFS/SCS| #IBTEMEMINAER VLAN o EiE04H FAIZ VLAN 0, AFREARREZEEKN
mE. HMENINEERIZEEIEO (Logical Interface , LIF) TEMERNEY VLAN IOz E8IE, TEREER T YIEERE,
#O4H, VLAN ImOMZEZOZEINXR.

Nexus A Nexus B

VLAN ports LIFs
Controller 2

VLAN ports LIFs
Controller 1

AFF A250

SAN Bz

NetApp Z2INTE FlexPod R 2 F1/ Cisco UCS ARS32552HE SAN 25, @I SEHE SAN BEh, EaIL7E
NbetApp FHEASDZEMFRIMRERS, MMM RE. MFIAERAZE , EIRIEISCSI SAN B
L]lo

TEIZ3T M NetApp 7ZiEX Cisco UCS ARS3285#1T iISCSI SAN BEhMERE, 7 iSCSI SAN B&pd, &1
Cisco UCS IREZZ2EHEIER iSCSIVNIC (B SAN MLRLEH—1) , AFIREMRS R —EIIEFMENTT
RIEE, EIZEZ Nexus 3T, (FELTRAIF R ela, elb, elcFleld) BY 10/25G LIAMIF &R IE D ATE
—ie, m—MEOA (ifgrp)  (TEURFIFA a0a) o iSCSIVLAN %7 ifgrp LEIE, iSCSILIF £
iISCSI VLAN im0 _E Iz,

1 iSCSI 555 LUN #=i8:d iSCSI LIF BRESEI MRS ThRIARSS 28, 75 7ARIFEE) LUN SEEBE) igroup 89

ARs58% iISCSI [RERTR (1QN) #8XEX. ARSSZBAVETN igroup &R IQN , & VNIC/SAN RILELEH—
o HEINBER AVFRANARSS 28110 T iR S5 23 €U BYEE LUN o
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B200 M5

T T T T -
; xno DOGOEROOTINIK SENX EOGE D BT e Fl B
-y o e e e o -

saiscoe || e

VLAN ports LIFs
Controller 2

0a-<iSCSI-B>
VLAN ports

Controller 1

AFF A250

ESFOES

ONTAP E£E W E A BT &EE¥8) LIF #1178, £ ONTAP RABIESEA7E " RIP >" 1R " TR TOIEFE
BYEEEEIE] LIF »

= [ ONTAP System Manager Search actions, objects, and pages

DASHBOARD

STORAGE

Add Intercluster Interfaces
NETWORK

EVENTS & JOBS

aff-a250-a-01
PROTECTION 2 P ADDRESS SUBNET MASK GATEWAY PROADCASTOOIMN,
172.21.84.106 255.255.255.0 Add optional gateway nter-Cluster v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

HOSTS

CLUSTER A aff-a250-a-02

P ADDRESS

172.21.84.107

Cangel

ERXMIERBIUNERR, BEMUTTE:
1. EENEHPERENNETINEE,
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Generate Passphrase

All storage VMs fincl... X
Sliemge Vids created in the futur

AL IOETY

BEMOTECLUSTER VERIR0M
ONTAP 9.7 or later
his chuiber per will be et ypbed. Encrypbion might degr sde the performance of duts tranibe

COPY GENERLTED PRSSAHEA SE

SnUmibVEVeCmitqoBilsdtdl, 172.21 84,107, 172.21 84,10 6
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[aff-a25@-a::> vol show -vserver Infra-SVM-a
Vserver Volume Aggregate State Type Size Available Used%

Infra—SVM-a esxi_a aggrl_aff_a250_a_01 online RW 320GB 315.9GB 1%
Infra-SVM-a esxi_b_dest aggrl_aff_a25@_a_02 online DP  3.86GB 638.4MB 83%
Infra-SVM-a infra_datastore_a_01 aggrl_aff_a250_a_©1 online RW 1TB 717.6GB 29%
Infra-SYM-a infra_datastore_a_02 aggrl_aff_a25@_a_02 online RW 1TB 828.4GB 19%

Infra-SVM-a infra_svm_root aggrl_aff_a250_a_@1 online RW 1GB 966 .5MB 0%

Infra-SVM-a infra_svm_root_m@l aggrl_aff_a25@_a_0l1 online LS 1GB 966.6MB 0%

Infra-SVM-a infra_svm_root_m@2 aggrl_aff_a250_a_02 online LS 1GB 966.6MB 0%

Infra-SVM-a vol_infra_datastore_b_@1_dest aggrl aff a25@_a_@1 online DP 138.7GB 31.52GB 76%
Infra-SVM-a vol_infra_datastore_b_02_dest aggrl aff a250_a_01 online DP 49.37GB 9.03GB 80%
9 entries were displayed.

ItREHEZ RIS B WEER

[aff-a250-b::> vol show —vserver Infra-SVM-b

Vserver Volume Aggregate State Type Size Available Used%
Infra-SVM-b esxi_a_dest aggrl_aff_a25@_b_02 online DP  4.10GB 768.2MB  80%
Infra-SVM-b esxi_b aggrl_aff_a2560_b_e1 online RW 3206B 315.8GB 1%
Infra-SVM-b infra_datastore_b_01 aggrl_aff_a250_b_@1 online RW 1TB 911.9GB 16%
Infra-SVM-b infra_datastore_b_02 aggrl_aff_a250_b_02 online RW 1TB 964.0GB 5%

Infra-SVM-b infra_svm_root aggrl_aff_a250_b_01 online RW 1GB 966.9MB 0%

Infra-SVM-b infra_svm_root_m@l aggrl_aff_a25@_b_@1 online LS 1GB 967.eMB 0%

Infra-SVM-b infra_svm_root_m@2 aggrl_aff_a25@_b_@2 online LS 1GB 967.0MB 0%

Infra-SVM-b vol_infra_datastore_a_@1_dest aggrl_aff_a250_b_@2 online DP 270.0GB 27.39GB 89%
Infra-SVM-b vol_infra_datastore_a_@2_dest aggrl_aff_a25@_b_82 online DP 202.8GB 28.20GB 85%
9 entries were displayed.

AT ETERNNAREFRIEET, EFERIRMBAEY SM-BC LUN RS BRI TN XiF, EHRAILL
[EHERRERMBIRERT LUN NERER, UTHRIMNEREERIR T LR AMIER B BY igroup show #l
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B PHEE iSCSI #iEEF#EE LUN LA ID 0

IWREHEER T ihs AEE8EM igroup 1 LUN BREY,
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[aff-a250-a::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra—SVM-a MGMT-Hosts iscsi vmware .2010-11. .flexpod:ucs—smbc-a:
ign.20810-11. .flexpod:ucs—smbc-a:
ign.20816e-11. .flexpod:ucs—-smbc-a:
ign.2816-11. .flexpod:ucs—-smbc-b:
ign.2@010e-11. .flexpod:ucs—-smbc-b:
ign.20818-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra—-a-01 vmware ign.201@-11.com.flexpod:ucs—smbhc-a:

Infra-SVM-a VM-Host-Infra-a-e2 vmware ign.2018-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-a-e3 vmware ign.201@8-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-b-01 vmware ign.20168-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-82 vmware iqn.2018-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-83 vmware iqgn.2@18-11.com.flexpod:ucs—smbc—b:

7 entries were displayed.

[aff-a250—-a::> lun show —m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-01 VM-Host-Infra-a-61 @

Infra-SVM-a /vol/esxi_a/VM-Host-Infra-a-02 VM-Host-Infra-a-62 © iscsi
Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-03 VM-Host-Infra-a—-83 © iscsi
Infra-SVM-a /vol/esxi_a/swap_lun_a MGMT-Hosts 13 iscsi

Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-e1 VM-Host-Infra-b-81 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-92 VM-Host-Infra-b-82 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-03 VM-Host-Infra-b-83 © iscsi
Infra-SVM-a /vol/esxi_b_dest/swap_lun_b MGMT-Hosts 23 iscsi

Infra-SVM-a /vol/infra_datastore_a_@1/datastore_lun_a_@1 MGMT-Hosts 11 iscsi
Infra-SVM-a /vol/infra_datastore_a_©2/datastore_lun_a_©2 MGMT-Hosts 12 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@1_dest/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@2_dest/datastore_lun_b_82 MGMT-Hosts 22 iscsi
12 entries were displayed.

ItRBEEEERThR B SE8YEA igroup 1 LUN BRET,
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[aff-a25@-b::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra-SVM-b MGMT-Hosts iscsi vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:1
iqn.20106-11.com.flexpod:ucs—smbc-b:2
.2010-11.com. flexpod:ucs-smbc-b:3
.2016-11.com.flexpod:ucs—-smbc-a:1
.2010-11.com.flexpod:ucs—-smbc—-a:2
.2010-11.com.flexpod:ucs—-smbc-a:3
Infra-SVM-b VM-Host-Infra—a-e1 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:l
Infra-SVM-b VM-Host-Infra—a-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:2
Infra-SVM-b VM-Host-Infra—a-03 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:3
Infra-SVM-b VM-Host-Infra-b-01 vmware iqn.2010-11.com.flexpod:ucs—-smbec-b:1
Infra-SVM-b VM-Host-Infra-b-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-b:2
Infra-SVM-b VM-Host-Infra-b-03 vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:3
7 entries were displayed.

[aff-a25@-b::> lun show -m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—e01 VM-Host-Infra—-a—01 @

Infra—SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—02 VM-Host-Infra—a—-02 © discsi
Infra-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—-03 VM-Host-Infra—a—-03 @ iscsi
Infra-SVM-b /vol/esxi_a_dest/swap_lun_a MGMT-Hosts 13 isecsi

Infra—-SVM-b /vol/esxi_b/VM-Host-Infra-b-01 VM-Host-Infra-b—-01 @ iscsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra-b-02 VM-Host-Infra-b-02 @ discsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra—b-03 VM-Host-Infra—b—03 @ iscsi
Infra-SVM-b /vol/esxi_b/swap_lun_b MGMT—Hosts 23 iscsi

Infra-SVM-b /vol/infra_datastore_b_@1/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-b /vol/infra_datastore_b_@2/datastore_lun_b_02 MGMT-Hosts 22 iscsi
Infra-SVM-b /vol/vol_infra_datastore_a_©1_dest/datastore_lun_a_@1 MGMT-Hosts 11 iscsi
Infra-SVM-b /vol/vol_infra_datastore_a_@2_dest/datastore_lun_a_@02 MGMT-Hosts 12 iscsi
12 entries were displayed.
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P—
| Site A hodte
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Edit VM/Host Rule

HNamae

Type

V host group Site B hosts

WM Group

[Site B viis

| Should run on hosts In group

vSphere HA &7l S

VMware vSphere HA B8 BT EHVASIIERICNESHG, FENESHFIR @S MLERLIAY, m—
RiNE S BT BIEFEERIA, WRRWECNES, NWE@EXEIAN X FahEc B 1IFEE it
1T Ping IMERAE ERESMERE. NTHREFHEFELNES, VMware BIUKFIEFREERRILNIIES X
ETFAERE MR 2 NMEIE 4 1

TR WIE, FRAMKD ONTAP £ EIE IP #ilEARRE ML, thoh, EARIMNT EBINE vSphere HA &
RIEIN D ss.s.batDsPerHost , H{EN 4, MNTFEFIT.

Edit Cluster Settings  SMBC X

vaphere HA ‘:}

Failures and responses  Admission Control  Heartbeat Datastores Advanced Options

You can set advanced options that affect the behavior of your vSphere HA clustes
- Add
Option Value
das heartbeatDsPerHos! ]
das.isolationaddressQ 1722178105
das isolationaddress! 1722178 205

M FINESHIREEFMERE, EESBETNNNHERIEFMEEA BT 7, WTERT.
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Edit Cluster Settings  sM&C
vSphere HA D)

Failures and responses  Admission Control Heartbeat Datastores
Spherg HA datastores 1o mor i virtual machdn N f
jatast f I 3 tr y and datastore preflerances sp
Heartbeat datastor eC & ¥
1 1 ally sekact datasto L L iy
Use datastores only from the spe 1
o 1 latastore m ed and complement & ] 1
it calasiore
MHames Datastore Chuster
:I Infra_swap_a MNYA
B infra_swap_b N/A
B infra_datastore_b_02 N/A
= a_da O 0 MN/A
B Infra_datastore_a_02 N/A
B infra_datastore_b_01 N/A

Advanced Options

» HA
ed Delow
f needadc

Hosts Mounting Datastore .}

o O Loy

[

CANCEL

B X VMware HA £8¥F1 VMware vSphere Metro TZESE BN EMRELERMALE, BESNW "CIENER
vSphere HA 58", "VMware vSphere Iisi7Z#5%8% (VMSC ) " 1 VMware X1iRFEE "X F NetApp
SnapMirror W ZELEE (SM-BC ) #1 VMware vSphere g7z E5E2% (VMSC ) BJ NetApp ONTAP",

"R AR B2 R,

R R W2 WIENT=R
"JeRihRAS: BRERTTE WIE—EPME. "

FlexPod ##EH:0y SM-BC f#/RT5 5 RIS E R ERBHZ LUK uA R R (AR EARSS 1R
o Brbm EXEN TR ARESIAN, MAGEBIRED BIEERITIEER SM-
BC SLh R {RIFEIERSS , EERRURSEREARENR N, BXSERBRG R #HI1TT
I, UMEEFTRRIRRTZE HRELAKAR R 2 Al RIPIY S MEEIER .
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RiEFE, NARFNEHSITIT PEf.

ESXi E#4/ iSCSI SAN E&hiix

R Y ESXi EVEAE M iSCSI SAN B, A SAN Bl LE W EIRARSZ2NHIIIRSIZEIR,
HNIRS BHIRSEEXH A U SHIRS 23X, UWEEABEREMEMEENER FTERME,

BR T MSHE ISCSI B LUN BEpibm ERY ESXi ENZIN, BSHITMIK, LUETE ESXi EHBIAHTFAEIZH
X TFEERSHEAMFEER T2 AT ANBHZEN. XEWIERAIBFRRELITERECE ESX £
» FRITETRELEIP B R ME TR E HAIE] B h IASE IR S5 4 1%

7EBCE SM-BC —EMAXZR A, 1FAEIEHI2E HA XHEER iSCSI LUN BEEMNRR, RIERESEKRAISTH
155, B iSCSI MBLEMBERHNERR. ENVATLUEIF iISCSI VLAN/ MEELEMiA18) LUN E) LUN 51T
25, WALLBEEHIss =S r] MBS T s3A18] LUN

FCE SM-BC —EHAXARHIFIRE LUN EMRFEIBsNEFG, LUN NEREHSEMN—E, FHSEES, €
SMEERNER / MUREMR DD / IFMAREENEER IS / RABREMANER / FEREKER.

TENRBT ESXi EAiA1R LUN B R LAEARRYERTE, 40 LUN O, FF LUN EZEuE= AfTHles 01, Eik
QBB TR EEIAR LUN IR ERZATER  RORES, BERANDNBESGTED / FRRS.

37



LLF storage-device-path 5 BMNREHEE R T ESXi THIMAEE XKML ANGEREIRZ. W NER / KR
RERARE ) ( 1/0 ) BERS, MANES/ FRUEENETRA E5h. BiEFE, BMRTIERTHE
4™ iSCSI Btr R A FihinxXLE BARRIAER iSCSI LIF IP ik,

[ esxi-a-Ol.nvalocal ACTIONS
Summary Monor Cordigure Permissons Vs Datastones Networks updates
Storage ~ | Storage Adapters
¥ Aod Software Adegter S5 Rebesh [ Rescan Storoge < Rescon Adapter
Adaptes r  Tye ¥ Status T entifier v Tagen ¥ Devces v Pt

4 Mooed (5C51 Softwase Asagter

# Model, Lewisburg SATA AHCT Conmtriie:

Natworking ._. & vmhbe Blotk SCSI
Wirtual switches

Vidkarmel adapters

) Copy AR

Propertes  Devices Paths  Dynamic Discowvery  Statlic Discovery  Network Port Binding  Advanced Options.

[
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whbia84 CITILO

HEP—NMFEITHIZRERLEIPHAERMXAR, FEEXATHBNREZREEAEIR, MEERBERE
dead o

SIRAT FehERE NN B eI O ERLTS, —BIEAETFHEER LR ERERTE, W RIEFESEDGH

£279 SM-BC —EMHHRY LUN RRIMEIEARSS, BT LUN tRRSRE TR, HEHIEERSES, ALz SM-
BC —EEARIFBIFAE ESXi ENEE) LUN (HR NIZIETFAEEER AR,
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VMware vMotion 0 VM/ AR EEME

EBIAIBF FlexPod VMware Datacenter /R 5 X Z#FZ 0N, 5Ia0 FC, iSCSI, NVMe #1 NFS , B
FlexPod SM-BC )R E heEz i@ w AT S X BE R R FC #1iSCSI SAN il ItLIGIFERE T
iISCSI X VE3ETZAEZER iISCSI SAN B5f,

EAVFEIMIERER— SM-BC i RBIFEIRSS, SEEFRBVPRE EANEMLIEHM LR iISCS| #UETFE
B, UEER DMK ZEREBEIML, HERERERERBIHITIR,.

M FERINERZN EIETHAZEB LR SM-BC —HMEARIFHIR BIER, WA LUER NFS il
NFS #iEfFtEE. EXMBERT, EH VM DEEERGIGER, X5, WSXBRENAEFAEERERAR
SM-BC —EEHIRIFHY SAN EIEFEFMEERIZ Ml S5iELSE,

UTRE&EZERENEBEEN MMM UERES ISCSI #iEEERE.

m B B @ [ esxi-a-Ol.nvalocal

y  Monitor  Configure  Permissions  VMs  Datastores  Networks U

ERILUEFRERM ML RBYRT A iISCS| iR MEEZ BLIES E MWL, BT, LTMHEER, RIFLLE
N ERE A EFESE B PRV AR B DGR 1/0 FER, MTFYIEERERIERL NS 100 28 1 25, Hilt
LM A RAER—ER R L E L.
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Migrate | iometer-a-01

v 1Select a migration type Select storage VM origin @
Select the destination storage for the virtual machine migration
3 Ready t nplete

| BATCH NFIGURE CONFIGURE PER DISK
|:| Virtual Machin: v File T Storage T Disk format T VM Storage Polic' T
|j| lometer-a-01 Configuration File infra_datastore_a_O1 N/A
|':| ometer-a-01 Hard disk 1 (64 00 GB) infra_da 02 Same u
(] Iometer-a-01 Hard disk 2 (20.00 GB) infra Sar
(] | iometer-a-01 Hard disk 3 (20.00 GB) infra_datastore_b_02 Same format as sour Datastore Default
m 4 tems

Compatibility

Compatibility checks succeeded.

CANCEL ‘ BACK ‘ NEXT
A

NI R —ih S A R AR R A ARRE ENL LB vMotion #1773, HEVS 7RI, TEibRiEFandigEi
MUE, VM ENREMERN S RCE R IWFH R EES A E R BN TRrERIE.

IR EFES R

NAEPDIREERNBERTS R PITIHIREFEEERZIRE, URERRS R AFENEREERSES L
LML E B FHE P RESER 1/0 FRERRYEfIEZRECE Pl EHRMAMB R EEZNEE PAETERE
SERRIS R AR T PRIV EIERRSS . B a] ITE TR EFE 4P ch Z R fE A T R R R R4S, LUERTIL
MAZEIRYIL iR HEERSS

BRI R A FHEBIERS 2L R B FifER%, ErRILfERL R B ONTAP RAEIRRHITILIE(F.

1. SMAIRIP > XR2RE, BIA—BMEXRREN in sync . MREMNMLTF synchronizing K, EF
FIREZ N in sync , AEBRITHIER,

2. RFARBMENNR, ARREREEZ.
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€ 5 C A Notsecure | hitps//aff-a250-b.nva.local/sysmgriva/protection/relationships

" ONTAP system Manager

Relationships

DASHBOARD

HeTen souree pestination Protection Policy Relationship Health  State Lg @
EVENTS & JOBS v Infra-SVM.1:/cgjcg esxi_a m Infra-SVM-by/cg/cg_esxi_a_dest AutomatedFailOver & Healthy In sync 0 second
PROTECTION Delete
v Infra-SVM.1:/cg/cg infra_c Update Infra-SVM-b:/cg/cg_infra_datastore_a_dest AutomatedFailover Q Healthy — -
Eailover

HOSTS

CLUSTER

3. HEINHRPERETS LUB EhiR .

€ > C A Notsecure | hupsi/aff-a250-b.nvalocal/sysmgrivalprotec a > & &

Planned Failover

Initiates the planned failover by converting the source
consistency group into a destination consistency group.

Source L J Destination

STORAGE VM STORAGE VM

Infra-svM.1 Infra-SVM-b

CONSISTENCY GROUP CONSISTENCY GROUP

cg_esxi_a cg_esxi_a_dest

Are you sure you want to continue?

Cancel Failover

7£4= B System Manager EIF2FAF RE EXMFED—M4H cc Esxi A M CG infra datastore A BEIH
FEEBEAA, AXEN—BHARERSHNM SR A0 EBE S BEL, bR AR 1/0O KEERL, Wihs
A System Manager 48E & &P
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€ 9 C A Notsecure | hitpsiiaff-a250-a.nva.local/sysmgriva, a »> %« & @

= [ ONTAP System Manager
aff-a250-a
DASHBOARD
STORAGE
> Capacity > Performance - 3
NETWORK
© 2errors g 1 recommended action 542GiB  18.1TiB
EVENTS & JOBS ~ £D AND RESERVEE AVAILABLE
Latency 0.75ms
PROTECTION A .
§ AFF-A250 2 y
e 22.7 to 1 Data Reduction
56 TiB logical used 1
n
No cloud tier (FabricPool) ==
HOSTS
CLUSTER o :
10PS. 5.44
Network b 4 R
Hosts JETTAT TS
Ports Storage VMs
1
2 Throughput 42.5MB/s
NESChents Ethemet e volumes
. bt ~
0 34
SAN

]

4 12 e

S5—7 M|, ihs B System Manager {5 E1REY " 148E " IR E/R IOPS &1L, XERANIEM T Mihs A 578
FI K29 130 , 000 IOPS BYERSH 1/0 #iﬁ%ﬂj(é’] 1GB/$ HELE, [T /0 IERFEE 1 2T,

aff-a250-b
DASHBOARD
STORAGE
> > L
NETWORK
Wiews Wt 49TGiB  21.2TiB =
EVENTS & JOBS 2 ~ .
Latency 0.43 s
PROTECTION ~ I
§ AFF-A2%
n 17410 1 Data Reduction
n - r e Ep—— it
HOSTS
CLUSTER W a y
iops 132,99k
Ed pe—
|
M Storage
Throughput 1,038.58 MB/s
P -
o
0 30 g
uk [Pyer
6 ' e —
4

BEE /0 Mifim A ZEAMTRZEUAR B , TUFERTLAKHIE R A FAEIEHIZE ORI TIT RIM4ER, SeRisEr T
ﬂﬂiﬁ#’ﬂﬁ’éﬁﬁ,.ﬁ“AT’-:?ﬁ%%ﬁ#@EIE.%JCﬁ , BRNEASEF-—BHEARIPRSENELNIRY © , ARB
RITIPRESRTS, JRFERE 1/0 MIG= B LIEIE'JJE,ﬁ\ AFER, MRRELEPECIIRATIR AR B, RP
BRI —EBE AR O IR T ED RSB FrRaIat E i,
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€ > C A Notsecure | hups/laff-a250-a.0valocalisysmar/valprotectianirelationship: a > &« & i

= [ ONTAP System Manager

Relationships

DASHBOARD
STORAGE Q, search # Download @ Show /Hide v = Filt
NETWORK v Source Destination Protection Policy Relationship Health  State Lag @
EVENTS & JOBS ~  Infra-SVM.L:/cg/cg_infra_datastore_b Infra-SVM-a:/cg/cg_infra_datastore_b_dest AutomatedFailOver @ Healthy Insync 0second
PROTECTION
v Infra-SVM.Ljeg/cg esxi_a_dest [3]  infa-svM-ai/cgleg esxi_a AutomatedFailOver @ Healthy Insyne 0 second
Delete
Relationships
v B¢ Update Infra-SVM-a:/cg/cg_infra_datastore_a AutomatedFailOver @ Healthy Insync 0 second
HOSTS
Failover
CLUSTER v v Infra-SVM.1:jcg Infra-SVM-3:/cg/cg_esxi_b_dest AutomatedFailOver @ Healthy Insync 0 second

M ESR RS

RELPRRAEHITRUERIAAE], IR RETRIIN BRI, fla, BEUTE, HPisx ABEFE
iéﬁﬁilﬂéﬁ%, AT RIIMFEERRESSTS, Uhm ALUN BYBUERSS S SM-BC XA R, ARMIER B 4h4kiR

7N

ONTAP Mediator
/ \ (Site C)

SM-BC relationships

___

FlexPod (Site A) FlexPod (Site B)

EEINIE R A BITEMERHE, FJLOBEYIEX A BB RRXAL R A RN EEEHIZE, MMELEAEGIZSH
B, WEFEREFEEITHIZEARS IR system power management &3< % 15528,

Hibm A BTFAESSEFITERRY, Uhm A FHESEBHRMIVIEIRS SRAFLL. AR, BTHRES=1I5REY SM-
BC f#/R755 By ONTAP JEf#E 10Nk m BFMERFRIE N, FH{E SM-BC #ERTS R ReBHITE NI RIINIFESE
%o XI¥, Ihm B FEESIZEM A UGS N 5i6m A BITH SM-BC —EMEAXRPECERT LUN RIHEIERS

M BREFAENRE, RFRARZEELFEHRERS, FNQE LUN BIBRERS, REMEERETHIIR B
itz HlIZR A BERZ LRI 1/0 -

FEFIENIRAAE], W PUERE VM EBY I0Meter TRS N HEAMBIEFEELER /0 » XFALR AKEE, 1/0
ZIEEEE, ARME. BERUTHINEE, DHIEEREIERLR AILR B FREEHNERR, XE
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ERIRETRS M IERA IOPS £979 80, 000Kk, HHEL) 600 MB/ #,

= [l ONTAP System Manager

DASHBOARD aff-a250-a
STORAGE
> Capacity EN erformance s
NETWORK
WESE R e 939GiB  17.7TiB
EVENTS & JOBS ™ USED AND RESER L
Lats S
PROTECTION [ | atency 0.36ms
§ AFF-A2
" l:’.ﬁ-l-l‘)‘rl ﬂdll.l ﬁ.ﬂdu([mn
HOSTS v n H d U ———
CLUSTER © Register with Active 1Q I w historical dat
OBS 80.32k
5 e X e
Hosts Storage
Po Interfaces torage VM
NFS l Throughput 626.98 M8/s
2
NFS Clissits Ethernet —N ettt
© | svsis
0 34 9
AN
6 b
4 12

DASHBOARD
STORAGE
= 3 s
NETWORK
e g s 112TiB  20.6TiB
EVENTS & JOBS R ay b
PROTECTION - e [ | atency 0.35ms
s " l.S:ftIluE: !?4:.!:1ﬁﬂdu([mn
Na cloud tier [FabricPoal) e —
HOSTS v n " c
CLUSTER v 0
Lo 81.3Tk
5 i e S ey e
Hosts Storage
Po Interfaces torage VM
NFS 1 Throughput 635.41 MB/s
2
MFS Clisnts Ethernet S Volumes e e e S s ety
° MB/CIFS
0 30 9
AN
6 b
4 12

KA R A BIFEESIERE, FlJUEIMIIESR B FiEiEH s /0 BRI RIEM, UEARIER ARH
BIMNVEIERRSS ((BZ I TE) o b5, I10Meter VM B GUI 2R, REULR A &R R EFUT, 1101
KWL, 1FFE, NREEHMPIBEFEEHARS SM-BC XARIPH LUN 1RESZH, MNEREFMEOERN, X
LARFEERTEBIR. B, BIHEEMNARFHRENLSER, FFHERRERR SM-BC X&
RIPRVEIERMEETR, UHARILSES S,
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Pl ONTAP System Manager

DASHBOARD aff-a250-b
STORAGE
> Capacity - Yerf e :
NETWORK
il L 112TiIB  20.6TiB
EVENTS & JOBS USEDANDRESER e
PROTECTION ~ | | Latency 0.25ms
§ AFF-A250
n o
HOSTS v n Ha cloud ti p
CLUSTER L
10PS 177.4k
> |
|
" e —
Hosts Storage |
Ports Interfaces Storage VMs
NFS 1 Throughput 1,384.94MB/s
2 =
NFS Clients Ethernet ) Yohumes
° MB/CIFS — e
0 30 9 !
an
6
4 12

bR ARBXHR, —BAHNXAZRER FRY RS, WTEFR. EMFTFMR A FHEERISENERE,
FhEREHS B, s AMIAR B ZERNEURERD ¥ B E#H T,

€ 3 C A Notsscwe | hitps//alf-a250-bavalocal valprotection relationshi > & IR
Il ONTAP System Manager
Relationships
DASHBOARD
STORAGE v Qsech & ® v =
NETWORK - Source Destination Protection Policy Relationship Health State g @
EVENTS & JOBS v v fra-SVM Infra-SVM-bi/cg/cg esal_a_dest AutomatedFailover & Healthy out af syn: 1 hour, 22 minutes and 56 seconds
PROTECTION
v infmsvMl nira, datastor nfra-SVM-bi/cgcg_infra_datastore_a_dest AutomatedFailOver & Healthy Out o syn L hour, 29 minutes and 35 seconds

EREIERS ML= B iREIZIIL S A Z AT, BIieEIL S A System Manager HfifR SM-BC X RIEEIETT

BREMERD, WA —HEARTFRPKERE, ATUBIFohfEHRZIRIE, TR AXRZFPIEIERS R
EEpy=:\

€ 5 C A Notsecure | hapal/aff-a250-anvalocal/sysmgrivaiprotection/ralat ip > & i
I ONTAP System Manager Search actions, objects, and pages
— Relationships
NETWORK Source Destination Protection Policy Relationship Health State g O
EVENTS & JoBS v intmsvl fea, datastore b nfra-SVM-a:/cg/cg_inra_datastore_b_dest AutomatedFaiiOver © Healthy
PROTECTION
v il - Infra-SvM-ac/cgleg essi_a AutomatedFailove © Healthy
Relationzhips
HOSTS '
CLUSTER v ~ fra-SVK xi_b Infra-SVM-a;/cg/cg esxi_b_dest AutomatedFailOver @ Healthy

TR A R4 B A R R R

LR P RERBEHITIE R, MRS EIMEN MBS EARENR M, Flt, SRS IAMITRII =
Eﬂlﬁalﬁﬂ/, L,(Eﬁﬁ FlexPod SM-BC fi#R 5% BECEIEH, MEMERAISXBEENAEFMBUERS R EIELH
ERAZEMm. ERIEUTSERMAXNTR.
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* B E AN X B EERAR S5 IS B 55— SRR i AP T 3
* B X AR SS SR AT 88 LU T RMERR AT & E 1+ K1 bk 2 FR B BB 72

BEIER AT IR R E P ES, FERZMREMLES HIERHHIT vMotion AN FahitkfEH%
SM-BC —HMAHXR, MUEREMIMXBEERS IZIEAUER MHER I RERIRFRIT: BERT
VMotion , #AIGH1T SM-BC ¥ M INIT SM-BC FEF:TS, BT vMotion , LUIAEIMIAEE1THE
BIEARSS R,

FERITIHRIRES Z8, BEH VM ENKEMERN, L@ EYaiia TRy VM BEhiEis h IETE4Eragus
Ro UTFTERRBEEZRTEHRIER AVM ENREXERNLE VM BaiMib= A TZ 2L R B BURfl. EER
PO ImBY 22 A REX MR, UER AFEERE VM, MAREENEFTERILR B BT VM,

Edit VM/Host Rule  sMBC X
Name Site A VMs and hosts B Enabie rule
Type
ual machines that a I f h if MLSt run or
¥ O eBUI
[Site A VMs v
[Must run on hosts in group -..-]
__Er'.ﬂ B hosts '-']
| CANCEL OK
TR EMNVMEFE#ERSE, BaIXARS2S, FEIEH2S, BMERENIRVIEIR, HRITAFENIL SRS
o, SeRIL MR FHIMRE FlexPod 25, ErIAER VM BIENAXRBEMLUREIZIEHIFBIER. 26, &

R " AR ENLIETT " VM ENIE R KRB E] * R EAPREN BT ", UETEAERMER,
RESMNAT LIS — bR EN EIE1T. BN, FrEREIWIIERINEREIS—bR, X SM-BC X&
RITHER SR, BUBRSHEIERIET.

XTI RIIMNE R RYER, RSBFBMEFETRIRERE, DURINE R, VMware HA ZhEER I B XHFIBYEE
A, HEBTERNER EEHMEIXEEIM. thih, EE=1IERE1TH ONTAP JFRSE SIS R EFE
, MIBTIEENERRBERER, HTGRIMEN SRR R ESIERSS.

UTRBEE RS T FEIEH SRRS A ESE CLI BTFRAXAE R A EB LURINIE = A TR ER M,
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[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>system power off
Chassis Power Control: Down/Off
BMC aff-a250-a—-01>]

000

aff-a250-a-02>

aff-a250-a-02>

aff-a250-a-02>

aff-a250-a-02>system power off
Chassis Power Control: Down/Off
BMC aff-a250-a-02>0

UTHRNREEEETRT H NetApp WEHIET B#HIAH E/R7E NASbox 11T AR Grafana {5 EIRFPEIEE
£ B£HY Storage Virtual Machine {581k, 31 I0PS M1EEEMAMIFRR, ihm B £ AEREXHAG
T EMEEER A NFEE I AR,




Microsoft SQL Server

Microsoft SQL Server @—M 72 RAMIBENLIEETF S, EB T IT, Microsoft SQL Server 2019 kg4
HXAMOIT5 | ZIRE T IF 2 MINeEIGRINEE, EXIFERL, sPRESHEREITNEERFNIEAE,
METLULESFER. i, ERAIUEREEZNFES L, 81 Windows , Linux f1&28.

{E79 FlexPod SM-BC fERAR WS BE TEAHIOIERN—E9, TLETE Windows Server 2022 MV _ERY
Microsoft SQL Server 2019 5 I0Meter B —icieft, BFHRITITRIAFITRIIMEESIEZZ N, 7
Windows Server 2022 VM L, &% T SQL Server Management Studio SREIE SQL ARSZ 28, M, E/A
HammerDB $#UBE T EAERIUEEES,

HammerDB RN T B2 & J9{EH Microsoft SQL Server TPROC-C TEfmE#1TMi%, X F LR
B, XEENMEEMAERES 10 NMEMBFH 100 M E, MU TREEEFT.
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B3 Microscft SQL Server TPROC-C Build Options X
B2 Build Options
SOL Server: (local)
TCP:
SQL Server Port: 1433
Azure:
SQL Server ODBC Driver: ODBC Driver 17 for SQL Server

Authentication ;'@ Windows Authentication
SOL Server Authentication

SOL Server User ID: sa
SQL Server User Password: admin

L4 TPROC-C SQL Server Database: tpcc
In-Memory OLTP :
In-Memory Hash Bucket Multipher: 1

In-Memaory Durability : SCHEMA_AND_DATA
SCHEMA_ONLY

Number of Warehouses: 100
Virtual Users to Build Schema: 10

oK Cancel

BRIMEETR, RMMESEEER. /LA, BTER system processor <L TREN L ALIE
B K] T TR AFF A250 TR ESEBF VM TR, BEIEHIL T it RIIMRINIE = B A EREF AR,

HREEEEHREFESRE, Bl FBTREEENEEERTE, HETES. UTEREEETR 7 IZER

HammerDB E55it#i2FREEIE. HTF Microsoft SQL Server WHUEFE B S B1EiL = B F7E&E L, Hit,
Hitm B WEEREREN, ES52EEHEFE, ARTEREBHERERME.,
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H HammetDE = (| x

File - Edit ™ Qptions Help
= g = m
Renchanark Script Editor | Virtual User Output |~ Transaction Counter =
S0l Senver -
TPROC-C I=il .ll. =I=l.
Schema Build T Ell- sai
Ciptions .
Diriver Script
Virtual User LT e —
Autopilet
Trantactions = m
Metnics oy L
Made
Datagen o
Oracle i
D2 i Ol PRI
MySOL Wirtual User Merations Complete Status
PostgreS0l :’. 1 (___' 1 o >
MariaDB _‘.E -[:" 1 A ‘ﬁr
LK ' o >
L (Gl Eo >
=5 C' o '
'I;:«'nf.*..h;n fa:!-:-Ju.-.-.--L hestname ;r';] d & lecalhost:0

Filez: TPROC-C creation Mode Local Row.Col: 0.0 '
FREEBHETEEITERET NetApp WEiniE TERIER A NAbox TR, ARG ERIT Storage
Virtual Machine M EMZEIT RIFIE X Grafana 5 EIRH. LHESIRAIIRMIER, FtE, 10PS fMEMF
MEENEEE, R B b= AEBERMEARIHEERFS

ItRBEHE SR TIhR B fFHE5EFH NAbox Grafana 1%8E(E S R.

TESINRMEZ R, A B FFHEEEEERY IOPS £979 100, 000 IOPS . #Af, HFRERM, MaEEtrEERH
AM2RTEEZE, BTiR B FHEEREXH, BRILERERME, TAMNER B SEEFNEEALIE,

B—FHHE, EEDREEEZGE, ha AZEEREM I0PS Mt B FEETHMITEAE, EUTERER
, EEILUEMAIE IOPS MlEMEERMNAMIBRIEIMNY T (Eh s, EFRERT ihm A FESEEERY Nanbox
Grafana 48815 E1R.
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EREFERMENIRIH =N, EEIBERENILS B £, Microsoft SQL Server TEfAEH A UEFEEETS
Eﬂéﬁﬁg‘l‘%?H—Fé%éiﬁﬁo KMEIRMEF & EMPERZEE, NRAEFSSEEMERIL R A FEEEHIHIEUIER

ZJo

TiItEE, ST EEITH VM REENHER, VM 28id VMware HA IREBEhEFRR. EfEuE=1T
Beel, VM EHKRBMERNAFESTERNGR EEFRBE VM, B2, BEVSXBRENAIZREE
BIRETHERSS, FEERETNAEFEEE, B9 Microsoft 4552 E T Kubernetes 238N
RREFERNE, DBENAREFEN. HERNEXERETNAREFIEEIAXXE, ZEREREAIRERN
TWESEEIZ Ao

"R B4 "

ool
"SCRTRRAS: RRTSR RIS, "

X SM-BC HY FlexPod #iEHR/IOKAEL) - EapEdEHOagit, AWSXKBRE TR
R SESENMRIEME, RS E BE IR EPBEARIMIRLE 7BV RIR R D
HHEFOEEE—I, NetApp SM-BC RT3 ERRD EHlIRMARIP L 55 R BELUERSS
FRIGRBERIR, AR E BXKM FlexPod SFE L RV HRMEIERETF 10 =2

o

EREIEE =i _ERY NetApp ONTAP jAfi#28 7] 145 SM-BC RS , FEKNELE 5 A R SLI B hii s
%5, A VMware HA FZEHRE VMware vSphere Metro Storage Cluster B9 VMware vCenter ECER] 5
NetApp SM-BC T4LEE (R, MMEMRRASR seBHEMENSE RPO fiFEZE RTO Bir.

9N5R FlexPod SM-BC R FFEEK, WAILEEEILE FlexPod EAilZeH £, sF@IMILE FlexPod
AINENIMNG FlexPod iR 752 RIS 1EL B4R, NetApp 1 Cisco Mgt T HERE, KiIEMBnohitT
B, {530 Cisco Intersight , Ansible #1 HashiCorp Terraform Boift TR, BRI UBRRISITRRAER , RANT
REEITIER, HEDRITESENIZCE,

M XRENAER (5130 Microsoft SQL Server ) BIAERE, BMELmFERYT, FEER ONTAP SM-

BC CG X AMRIFHY VMware #EFMEE _ LREIEEMNAT B, WIENXEABEINIE, $IBFEFIEFEEEEMTE
&, B&4% SM-BC CG Xx&M[EE%F5, Microsoft SQL Server B IGEHRTT, MASIERN FHER R,
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BB RIEF R EERMARIP, I E xR N AIEFLIE ONTAP SM-BC CG X&, LUKES RPO iz
TE RTO B3R, A7 IETT Microsoft SQL Server N FATEFH VMware SEEFREISTE L mF &R UTRYIE R T 4k4R
51T, 87N ubsE ESXi EHMIEE LUN 25 3) SM-BC CG X R MR,

f&Bf) FlexPod IRGEMEFM AT RIE, ERIUMAMESENEMEMANTF, BEISHEROEUREYT BINA
B BEX—EFEWIERISIT, &R LAE AP EUSS AR 2R 2 _E R SetER B AT VMware vSphere FIAE =,
MR E— N EIESM B QSRR T UM RSKE FEITHRERENRRSG SR , URIPXE L SHIERSS

"T—% MAILEREMESE MREHLIER. "

MBI EIGENNE S Mk AFH IR
"E—RR Eit. "

BTVHBXIXEFMAERNESZER, BEFLUTEM / 5Muk:

FlexPod
* FlexPod 3
"https://www.flexpod.com"
* JEATF FlexPod B4 Cisco W& EIER

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.html|"

* Cisco fRE23F—4—1TE R4 ( Unified Computing System , UCS )

"https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html"

* NetApp F=aa3ty

"https://www.netapp.com/support-and-training/documentation/"

* XA UCS BRI AY FlexPod Datacenter 4.2 (1) , VMware vSphere 7.0 U2 #1 NetApp ONTAP 9.9
ItiEE

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.ht
mIII

* (RH UCS &R H FlexPod UCS 4.2 (1) , VMware vSphere 7.0 U2 #1 NetApp ONTAP 9.9 Zf&
EF)

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod _m6_esxi7u2.html"

* XA Cisco UCS X &%, VMware 7.0 U2 #1 NetApp ONTAP 9.9 B9 FlexPod #3EH \&iHER

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html"

* (A Cisco UCS X &%, VMware 7.0 U2 #1 NetApp ONTAP 9.9 89 FlexPod #3E+ OEPEISE)

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.h
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https://www.flexpod.com
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html
https://www.netapp.com/support-and-training/documentation/
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html

tml"
* (A Cisco UCS Mini #1 NetApp AFF/FAS NVA # VMware vSphere 7.0 FlexPod 1Ri%i&i+157)
https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf

* (GEATFFHA Cisco UCS Mini #1 NetApp AFF/FAS NVA #J VMware vSphere 7.0 #J FlexPod 1REZF 15
E2))]

https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf
* RF VXLAN Z ik RaiinaE4EE FlexPod MetroCluster IP

"https://lwww.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-
vxlan-multi-site-wp.pdf"

* NAbox
"https://nabox.org"

* NetApp Uik

"https://github.com/NetApp/harvest/releases"”

SM —BC
+ SM—BC
"https://docs.netapp.com/us-en/ontap/smbc/index.html"
* TR-4878 :  { SnapMirror M/ 53%4i1% (SM-BC) ONTAP 9.8 )
https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf
* YN{EIEHEMIBR SnapMirror <% ONTAP 9

"https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How _to c
orrectly_delete_a_SnapMirror_relationship_ ONTAP_9"

* SnapMirror [E& R3S EREEIIR

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-
concept.html|"

* %% SnapMirror RS EAHENIR

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html#data-
protection-relationships"

* BUBRRIPAIREME

"https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html"

o RIEFHFEK ONTAP JER2EARSE
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https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html
https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-vxlan-multi-site-wp.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-vxlan-multi-site-wp.pdf
https://nabox.org
https://github.com/NetApp/harvest/releases
https://docs.netapp.com/us-en/ontap/smbc/index.html
https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_correctly_delete_a_SnapMirror_relationship_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_correctly_delete_a_SnapMirror_relationship_ONTAP_9
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html

"https://docs.netapp.com/us-en/ontap/mediator/index.html"

VMware vSphere HA #1 vSphere Metro Storage Cluster
* BIEEF{ER vSphere HA 2%

"https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-
44E3-87FB-61D937831CF6.html"

* VMware vSphere ii577&&E ( VMSC )
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-vmsc"

* VMware vSphere Metro Storage Cluster i #J5=
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-recommended-practices"

* XA NetApp SnapMirror \52%E4:% ( SM-BC ) #1 VMware vSphere Metro Storage Cluster ( VMSC )
#J NetApp ONTAP , (83370)

"https://kb.vmware.com/s/article/83370"

* f/A VMware vSphere Metro Storage Cluster i1 ONTAP {R3F55 1 BN AREFIEIEE

"https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-
VMware-vSphere-Metro-Storage/ba-p/171636"

Microsoft SQL #1 HammerDB

» Microsoft SQL Server 2019
"https://www.microsoft.com/en-us/sql-server/sql-server-2019"
* (£ VMware vSphere _E#J%2 Microsoft SQL Server S{ESLEFER)

"https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-
best-practices-guide.pdf"

* HammerDB /g

"https://www.hammerdb.com”

RAEMER
* Cisco UCS B A MR
"https://ucshcltool.cloudapps.cisco.com/public/"
* NetApp BRI AR
"https://support.netapp.com/matrix/"

* NetApp Hardware Universe
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https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-44E3-87FB-61D937831CF6.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-44E3-87FB-61D937831CF6.html
https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-vmsc
https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-recommended-practices
https://kb.vmware.com/s/article/83370
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-VMware-vSphere-Metro-Storage/ba-p/171636
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-VMware-vSphere-Metro-Storage/ba-p/171636
https://www.microsoft.com/en-us/sql-server/sql-server-2019
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-best-practices-guide.pdf
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-best-practices-guide.pdf
https://www.hammerdb.com
https://ucshcltool.cloudapps.cisco.com/public/
https://support.netapp.com/matrix/

"https://hwu.netapp.com”

* VMware #&415m@

"http://www.vmware.com/resources/compatibility/search.php"

RS EIER
version Date XSRS £ iEHR
kg7~ 1.0 2022 £ 4 B HIEARAS,

X FiVMware vSphere 7.0 INetApp ONTAP 9.7fJFlexPod
Datacenter—ZfE

NetApp2&E]Cisco Sree Lakshmi LanfYJohn George

ANIHETTEE T 7ENetApp AFF A400 2 IRfF 7B Rt L 1EFANetApp ONTAP 9.7HYCisco
#INetApp FlexPod Datacenter. EF5E —fintel Xeonr]{ R4 IE25AICisco UCS
Manager&i—{hras4.1 (2) AR VMware vSphere 7.0, Cisco UCS Manager (UCSM)
4.1 QRHUATES T

- B 4 #TICisco UCSEELREFIRIS . 6200, 6300. 6324 (Cisco UCS Mini)

* 6400/16

* 2200/23400/2400Z&7%!I0M

* Cisco UCS B &%/

* Cisco UCS C &%/
toh. EEHECisco IntersightFINetApp Active 1Q SaaSEEF A,
S FNetApp ONTAP 9.7. Cisco UCSZ—#{4hik7<4.1 (2)F1VMware vSphere 7.0fFlexPod $3EH 0885 —1
EFCiscoi—itB R4 (Cisco UCS). Cisco Nexus 90007532 #iHl. MDS 9000% EF 4T IR IRAIFNSTIZ
TSR ELEEIER O, UIEITONTAP 9.740RE B4 INetApp AFF ARSITZAEREFI,

"X FVMware vSphere 7.0FINetApp ONTAP 9.7HJFlexPod Datacenter—apE"

SXACisco IntersightfINetApp ONTAP 9.78IFlexPod £XiEH
D@t
NetAppAT]Cisco Scott kovacsHJohn George

IR T CiscoFINetApp FlexPod R AZR . XB— MR IIERIE CiscoMNetAppHt
AFENEZSEMERNGE, XMEDIIERIEITHEFlexPod LEBEVMware
vSpheretgft 7 —MEZE. VMware vSphere@ R EIRH O RZICEHEME TS

"X FCisco IntersightFINetApp ONTAP 9.7#JFlexPod $3E4 /0 —i&it"
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