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FlexPod 数据中心

采用 NetApp SnapMirror 业务连续性和 ONTAP 9.10 的
FlexPod 数据中心

TR-4920 ：采用 NetApp SnapMirror 业务连续性和 ONTAP 9.10 的 FlexPod 数据中心

NetApp 公司 Jyh-shing Chen

简介

FlexPod 解决方案

FlexPod 是一种最佳实践的融合基础架构数据中心架构，其中包括 Cisco 和 NetApp 的以下组件：

• Cisco Unified Computing System （ Cisco UCS ）

• Cisco Nexus 和 MDS 系列交换机

• NetApp FAS ， NetApp AFF 和 NetApp 全 SAN 阵列（ ASA ）系统

下图展示了用于创建 FlexPod 解决方案的一些组件。这些组件是根据 Cisco 和 NetApp 的最佳实践进行连接和
配置的，可为放心运行各种企业工作负载提供理想的平台。

我们提供了大量的 Cisco 验证设计（ CVD ）和 NetApp 验证架构（ NVA ）产品组合。这些 CVD 和 NVA 涵盖
所有主要数据中心工作负载，是 NetApp 和 Cisco 在 FlexPod 解决方案上持续协作和创新的成果。
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FlexPod CVD 和 NVA 在其创建过程中融入了广泛的测试和验证，提供了参考解决方案 架构设计和分步部署
指南，可帮助合作伙伴和客户部署和采用 FlexPod 解决方案。通过使用这些 CVD 和 NVA 作为设计和实施指南
，企业可以降低风险，减少解决方案 停机时间，并提高所部署 FlexPod 解决方案的可用性，可扩展性，灵活性
和安全性。

所示的每个 FlexPod 组件系列（ Cisco UCS ， Cisco Nexus /MDS 交换机和 NetApp 存储）都提供了平台和资
源选项，用于纵向或横向扩展基础架构，同时支持 FlexPod 的配置和连接最佳实践所需的特性和功能。FlexPod

还可以通过部署更多 FlexPod 堆栈来横向扩展，以满足需要多个一致部署的环境的需求。

灾难恢复和业务连续性

企业可以采用多种方法来确保应用程序和数据服务能够从灾难中快速恢复。制定灾难恢复（ DR ）和业务连续性
（ Business Continuity ， BC ）计划，实施满足业务目标的解决方案 以及对灾难情形执行定期测试，可使企业
在发生灾难后从灾难中恢复并继续提供关键业务服务。

对于不同类型的应用程序和数据服务，公司可能有不同的灾难恢复和业务连续性要求。在紧急情况或灾难情况下
，可能不需要某些应用程序和数据，而在其他应用程序和数据中，则可能需要持续可用以满足业务需求。

对于无法提供的可能会中断业务的任务关键型应用程序和数据服务，需要仔细评估问题解答 问题，例如业务需
要考虑的维护和灾难情形， 在发生灾难时，企业可以承受丢失多少数据，以及恢复可以和应该以多快的速度进
行。

对于依靠数据服务创收的企业，可能需要使用解决方案 来保护数据服务，该不仅可以承受各种单点故障情形，
还可以承受站点中断灾难情形，从而实现持续业务运营。

恢复点目标和恢复时间目标

恢复点目标（ RPO ）用于衡量您可以承受的丢失数据量，以及可以将数据恢复到的时间点。如果采用每日备份
计划，企业可能会丢失一天的数据，因为上次备份以来对数据所做的更改可能会在灾难中丢失。对于业务关键型
和任务关键型数据服务，您可能需要零 RPO 以及相关的计划和基础架构来保护数据而不会丢失任何数据。

恢复时间目标（ Recovery Time Objective ， RTO ）用于衡量数据不可用的时间，或者数据服务必须恢复的速
度。例如，一家公司可能会实施备份和恢复，由于其大小，因此会对某些数据集使用传统磁带。因此，要从备份
磁带还原数据，可能需要几个小时，如果基础架构发生故障，甚至需要几天时间。除了还原数据之外，时间方面
的考虑还必须包括恢复基础架构的时间。对于任务关键型数据服务，您可能需要极低的 RTO ，因此只能允许数
秒或数分钟的故障转移时间来快速恢复数据服务联机，以实现业务连续性。

SM — BC

从 ONTAP 9.8 开始，您可以使用 NetApp SM-BC 保护 SAN 工作负载，以实现透明的应用程序故障转移。您可
以在两个 AFF 集群或两个 ASA 集群之间创建一致性组关系，以实现数据复制，从而实现零 RPO 和接近零 RTO

。

SM-BC 解决方案 可通过 IP 网络使用 SnapMirror 同步技术复制数据。它提供了应用程序级粒度和自动故障转移
功能，可使用基于 iSCSI 或 FC 协议的 SAN LUN 保护业务关键型数据服务，例如 Microsoft SQL Server ，
Oracle 等。部署在第三个站点的 ONTAP 调解器可监控 SM-BC 解决方案 ，并在站点发生灾难时自动进行故障
转移。

一致性组（ Consistency Group ， CG ）是一组 FlexVol 卷，可为需要保护以实现业务连续性的应用程序工作负
载提供写入顺序一致性保证。它可以在一个时间点同时为一组卷创建崩溃状态一致的 Snapshot 副本。源 CG 和
目标 CG 之间建立了 SnapMirror 关系，也称为 CG 关系。选择作为 CG 一部分的一组卷可以映射到一个应用程
序实例，一组应用程序实例或整个解决方案 。此外，还可以根据业务需求和变更按需创建或删除 SM-BC 一致性
组关系。
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如下图所示，一致性组中的数据会复制到另一个 ONTAP 集群，以实现灾难恢复和业务连续性。这些应用程序
可连接到两个 ONTAP 集群中的 LUN 。I/O 通常由主集群提供服务，如果主集群发生灾难，则会自动从二级集群
恢复。在设计 SM-BC 解决方案 时，必须观察 CG 关系支持的对象计数（例如，最多 20 个 CG 和最多 200 个端
点），以避免超过支持的限制。

"接下来： FlexPod SM-BC 解决方案 。"

FlexPod SM-BC 解决方案

"上一页：简介。"

解决方案概述

从较高的层面来看， FlexPod SM-BC 解决方案 由两个 FlexPod 系统组成，它们位于两个站点上，彼此连接并
配对，可提供高度可用，高度灵活且高度可靠的数据中心解决方案 ，即使站点发生故障也能提供业务连续性。

除了部署两个新的 FlexPod 基础架构来创建 FlexPod SM-BC 解决方案 之外，还可以在与 SM-BC 兼容的两个现
有 FlexPod 基础架构上实施解决方案 ，或者添加一个新的 FlexPod 以与现有 FlexPod 建立对等关系。

FlexPod SM-BC 解决方案 中的两个 FlexPod 系统无需在配置上完全相同。但是，两个 ONTAP 集群必须属于相
同的存储系列，可以是两个 AFF 系统，也可以是两个 ASA 系统，但硬件型号不一定相同。SM-BC 解决方案 不
支持 FAS 系统。

这两个 FlexPod 站点需要网络连接，以满足解决方案 带宽和服务质量要求，并且根据 ONTAP SM-BC 解决方案
的要求，站点之间的往返延迟不超过 10 毫秒（ 10 毫秒）。对于此 FlexPod SM-BC 解决方案 验证，两个
FlexPod 站点通过扩展的第 2 层网络在同一实验室中进行互连。

NetApp ONTAP SM-BC 解决方案 可在两个 NetApp 存储集群之间提供同步复制，以便在园区或城域区域实现高
可用性和灾难恢复。部署在第三个站点的 ONTAP 调解器可监控解决方案 ，并在发生站点灾难时实现自动故障
转移。下图简要展示了解决方案 组件。
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借助 FlexPod SM-BC 解决方案 ，您可以在分布式且集成的基础架构上部署基于 VMware vSphere 的私有云。
通过集成的解决方案 ，可以将多个站点作为一个解决方案 基础架构进行协调，以保护数据服务免受各种单点故
障情形和整个站点故障的影响。

本技术报告重点介绍了 FlexPod SM-BC 解决方案 的一些端到端设计注意事项。我们鼓励从业人员参考各种
FlexPod CVD 和 NVA 中提供的信息，了解更多 FlexPod 解决方案 实施详细信息。

虽然解决方案 已通过根据 CVD 中记录的 FlexPod 最佳实践部署两个 FlexPod 系统进行了验证，但它会考虑到
SM-BC 解决方案 的要求。本报告中讨论的已部署 FlexPod SM-BC 解决方案 已在各种故障情形以及模拟站点故
障情形下进行了故障恢复能力和容错验证。

解决方案要求

FlexPod SM-BC 解决方案 旨在满足以下关键要求：

• 业务关键型应用程序和数据服务在发生完整数据中心（站点）故障时的业务连续性

• 灵活的分布式工作负载放置，可在数据中心之间移动工作负载

• 站点关联性，即在正常操作期间从同一数据中心站点本地访问虚拟机数据

• 在发生站点故障时快速恢复，不会丢失任何数据

解决方案组件

Cisco 计算组件

Cisco UCS 是一种集成计算基础架构，可提供统一计算资源，统一网络结构和统一管理。它使企业能够自动执
行并加快应用程序部署，包括虚拟化和裸机工作负载。Cisco UCS 支持多种部署用例，包括远程和分支机构，
数据中心和混合云用例。根据特定的解决方案 要求， FlexPod Cisco 计算实施可以使用不同规模的各种组件。
以下各小节提供了某些 UCS 组件上的追加信息 。

UCS 服务器和计算节点

下图显示了 UCS 服务器组件的一些示例，包括 UCS C 系列机架式服务器，采用 B 系列刀片式服务器的 UCS

5108 机箱以及采用 X 系列计算节点的新 UCS X9508 机箱。Cisco UCS C 系列机架式服务器采用一个和两个机
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架单元（ RU ）外形规格，采用 Intel 和 AMD CPU 型号，并具有各种 CPU 速度和核心，内存和 I/O 选
项。Cisco UCS B 系列刀片式服务器和新的 X 系列计算节点还具有各种 CPU ，内存和 I/O 选项，它们在
FlexPod 架构中均受支持，可满足各种业务需求。

除了此图所示的最新一代 C220/C225/C240/C245 M6 机架式服务器， B200 M6 刀片式服务器和 X210c 计算节
点之外，如果仍然支持前几代机架式和刀片式服务器，也可以使用它们。

I/O 模块和智能网络结构模块

I/O 模块（ IOM ） / 阵列扩展器和智能阵列模块（ IFM ）分别为 Cisco UCS 5108 刀片式服务器机箱和 Cisco

UCS X9508 X 系列机箱提供统一的网络结构连接。

第四代 UCS IOM 2408 具有八个 25-G 统一以太网端口，用于通过互联阵列（ Fabric Interconnect ， FI ）连接
UCS 5108 机箱。每个 2408 都通过中板与机箱中的每个刀片式服务器建立了四个 10-G 背板以太网连接。

UCSX 9108 25G IFM 具有八个 25-G 统一以太网端口，用于通过互联阵列连接 UCS X9508 机箱中的刀片式服
务器。每个 9108 都有四个 25 G 连接，连接到 X9108 机箱中的每个 UCS X210c 计算节点。9108 IFM 还可与
互联阵列配合使用来管理机箱环境。

下图显示了 UCS 5108 机箱的 UCS 2408 及更早版本 IOM 以及 X9508 机箱的 9108 IFM 。
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UCS 互联阵列

Cisco UCS 互联阵列（ Fabric Interconnects ， CLI ）可为整个 Cisco UCS 提供连接和管理功能。通常作为主
动 / 主动对部署，系统的 CLI 会将所有组件集成到一个由 Cisco UCS Manager 或 Cisco Intersight 控制的高可用
性管理域中。Cisco UCS CLI 为系统提供一个统一网络结构，具有低延迟和无损的直通交换功能，可使用一组缆
线支持 LAN ， SAN 和管理流量。

第四代 Cisco UCS FI 有两种变体： UCS FI 6454 和 64108 。其中包括支持 10/25 Gbps 以太网端口， 1/25-

Gbps 以太网端口， 40/100-Gbps 以太网上行链路端口以及可支持 10/25 千兆以太网或 8/16/32-Gbps 光纤通道
的统一端口。下图显示了第四代 Cisco UCS CLI 以及也支持的第三代型号。

要支持 Cisco UCS X 系列机箱，需要在 Intersight Managed Mode （ IMM ）下配置第四代互联
阵列。但是，在 IMM 模式和 UCSM 托管模式下均可支持 Cisco UCS 5108 B 系列机箱。

UCS FI 6324 采用 IOM 外形规格，并嵌入在 UCS Mini 机箱中，适用于仅需要小型 UCS 域的部
署。

UCS 虚拟接口卡

Cisco UCS 虚拟接口卡（ Virtual Interface Card ， VIC ）可为机架式和刀片式服务器统一系统管理以及 LAN 和
SAN 连接。它最多支持 256 个虚拟设备，可以作为虚拟网络接口卡（ Virtual Network Interface Card ， vNIC

），也可以作为使用 Cisco SingleConnect 技术的虚拟主机总线适配器（ Virtual Host Bus Adapter ， vHBA

）。通过虚拟化， VIC 卡大大简化了网络连接，并减少了解决方案 部署所需的网络适配器，缆线和交换机端口
的数量。下图显示了一些可用于 B 系列和 C 系列服务器以及 X 系列计算节点的 Cisco UCS VIC 。
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不同的适配器型号支持不同的刀片式服务器和机架服务器，它们具有不同的端口数，端口速度以及模块化主板
LAN （ mLOM ），夹层卡和 PCIe 接口的外形规格。这些适配器可以支持 10/25/40/100-G 以太网和以太网光纤
通道（ FCoE ）的某些组合。它们整合了 Cisco 的融合网络适配器（ Converged Network Adapter ， CNA ）技
术，支持全面的功能集，并简化了适配器管理和应用程序部署。例如， VIC 支持 Cisco 的 Data Center Virtual

Machine Fabric Extender （ VM-FEX ）技术，该技术可将 Cisco UCS 互联阵列端口扩展到虚拟机，从而简化
服务器虚拟化部署。

通过在 mLOM ，夹层和端口扩展器以及网桥卡配置中组合使用 Cisco VIC ，您可以充分利用刀片式服务器可用
的带宽和连接。例如，通过使用 VIC 14825 （ mLOM ）和 14425 （夹层）上的两个 25-G 链路以及 X210c 计
算节点上的 14000 （网桥卡）， VIC 总带宽为 2 x 50-G + 2 x 50-G ， 或者，采用双 IFM 配置时，每个网络结
构 /IFM 需要 100 G ，而每个服务器总共需要 200 G 。

有关 Cisco UCS 产品系列，技术规格和文档的详细信息，请参见 "Cisco UCS" 有关信息，请访问网站。

Cisco 交换组件

Nexus 交换机

FlexPod 使用 Cisco Nexus 系列交换机为 Cisco UCS 和 NetApp 存储控制器之间的通信提供以太网交换网络结
构。FlexPod 部署支持当前支持的所有 Cisco Nexus 交换机型号，包括 Cisco Nexus 3000 ， 5000 ， 7000 和
9000 系列。

在为 FlexPod 部署选择交换机型号时，需要考虑许多因素，例如性能，端口速度，端口密度，交换机延迟， 以
及 ACI 和 VXLAN 支持等协议，以实现您的设计目标以及交换机的支持时间跨度。

许多最新的 FlexPod CVD 均使用 Cisco Nexus 9000 系列交换机进行验证，例如 Nexus 9336C-fx2 和 Nexus

93180YC-fx3 ，这些交换机可在紧凑的 1U 外形规格中提供高性能 40/100G 和 10/25G 端口，低延迟和卓越的
能效。可通过上行链路端口和分支缆线支持其他速度。下图显示了几个 Cisco Nexus 9k 和 3k 交换机，包括用
于此验证的 Nexus 9336C-x2 和 Nexus 3232C 。
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请参见 "Cisco 数据中心交换机" 有关可用 Nexus 交换机及其规格和文档的详细信息。

MDS 交换机

Cisco MDS 9100/9200/9300 系列光纤交换机是 FlexPod 架构中的一个可选组件。这些交换机高度可靠，高度灵
活，安全，可提供对网络结构中流量的可见性。下图显示了一些示例 MDS 交换机，这些交换机可用于为
FlexPod 解决方案 构建冗余 FC SAN 网络结构，以满足应用程序和业务需求。

Cisco MDS 9132T/9148T/9396T 高性能 32G 多层光纤交换机经济高效，并且高度可靠，灵活且可扩展。高级存
储网络特性和功能易于管理，并与整个 Cisco MDS 9000 系列产品组合兼容，可实现可靠的 SAN 实施。

这款下一代硬件平台内置了一流的 SAN 分析和遥测功能。通过检查帧报头提取的遥测数据可以流式传输到分析
可视化平台，包括 Cisco Data Center Network Manager 。FlexPod 还支持支持 16G FC 的 MDS 交换机，例如
MDS 9148S 。此外，除了 FC 协议之外，还支持 FCoE 和 FCIP 协议的多服务 MDS 交换机（例如 MDS 9250i

）也属于 FlexPod 解决方案 产品组合。

在 9132T 和 9396T 等半模块化 MDS 交换机上，可以添加额外的端口扩展模块和端口许可证以支持额外的设备
连接。在 9148T 等固定交换机上，可以根据需要添加其他端口许可证。这种按需购买的灵活性提供了一个运营
支出部分，有助于降低实施和运行基于 MDS 交换机的 SAN 基础架构的资本支出。

请参见 "Cisco MDS 光纤交换机" 有关可用 MDS 光纤交换机的详细信息，请参见 "NetApp IMT" 和 "Cisco 硬件
和软件兼容性列表" 有关支持的 SAN 交换机的完整列表。

NetApp 组件

要创建 FlexPod SM-BC 解决方案 ，需要运行 ONTAP 软件 9.8 或更高版本的冗余 NetApp AFF 或 ASA 控制
器。建议在 SM-BC 部署中使用最新的 ONTAP 版本（当前为 9.10.1 ），以便利用 ONTAP 持续创新，性能和质
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量改进以及增加的最大对象数量来支持 SM-BC 。

NetApp AFF 和 ASA 控制器具有行业领先的性能和创新功能，可提供企业级数据保护和功能丰富的数据管理功
能。AFF 和 ASA 系统支持端到端 NVMe 技术，包括 NVMe 连接 SSD 和基于光纤通道的 NVMe （ NVMe/FC

）前端主机连接。通过采用基于 NVMe/FC 的 SAN 基础架构，您可以提高工作负载吞吐量并减少 I/O 延迟。但
是，基于 NVMe/FC 的数据存储库当前只能用于不受 SM-BC 保护的工作负载，因为 SM-BC 解决方案 当前仅支
持 iSCSI 和 FC 协议。

NetApp AFF 和 ASA 存储控制器还为客户提供了一个混合云基础，让他们可以利用 NetApp Data Fabric 带来的
无缝数据移动性。借助 Data Fabric ，您可以轻松地将数据从数据生成的边缘获取到使用数据的核心和云，从而
利用按需弹性计算以及 AI 和 ML 功能，获得切实可行的业务洞察力。

如下图所示， NetApp 提供了各种存储控制器和磁盘架，可满足您的性能和容量要求。有关 NetApp AFF 和
ASA 控制器功能和规格的信息，请参见下表以获取产品页面的链接。

产品系列 技术规格

AFF 系列 "AFF 系列文档"

ASA 系列 "ASA 系列文档"

请参见 "NetApp 磁盘架和存储介质文档" 和 "NetApp Hardware Universe" 有关每个存储控制器型号的磁盘架和
支持的磁盘架的详细信息。

解决方案 拓扑

FlexPod 解决方案的拓扑结构十分灵活，可以纵向扩展或横向扩展以满足不同的解决方案 要求。如果解决方案
需要业务连续性保护，并且只需要最少的计算和存储资源，则可以使用简单的解决方案 拓扑，如下图所示。这
种简单的拓扑结构使用 UCS C 系列机架服务器和 AFF/ASA 控制器，并在控制器中使用 SSD ，而无需额外的磁
盘架。
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冗余计算，网络和存储组件通过组件之间的冗余连接互连在一起。这种高可用性设计可提供解决方案 故障恢复
能力，并使 IT 能够承受单点故障情形。多站点设计和 ONTAP SM-BC 同步数据复制关系可提供业务关键型数据
服务，尽管可能会发生单站点存储故障。

在城域中，数据中心和分支机构之间的公司可能使用的非对称部署拓扑可能如下图所示。对于这种非对称设计，
数据中心需要具有更多计算和存储资源的更高性能 FlexPod 。但是，分支机构的需求较低，并且 FlexPod 可以
小得多。

对于计算和存储资源需求较高的公司以及多个站点，基于 VXLAN 的多站点网络结构可以使多个站点拥有无缝网
络结构，从而提高应用程序的移动性，从而可以从任何站点为应用程序提供服务。

可能存在使用 Cisco UCS 5108 机箱和 B 系列刀片式服务器的现有 FlexPod 解决方案 ，这些服务器必须受新
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FlexPod 实例的保护。新的 FlexPod 实例可以使用最新的 UCS X9508 机箱，其中 X210c 计算节点由 Cisco

Intersight 管理，如下图所示。在这种情况下，每个站点上的 FlexPod 系统都连接到一个更大的数据中心网络结
构，而这些站点则通过互连网络进行连接，形成一个 VXLAN 多站点网络结构。

对于在城域中设有数据中心和多个分支机构的公司，这些公司都需要受到保护才能提供业务连续性， 可以实施
下图所示的 FlexPod SM-BC 部署拓扑，以保护关键应用程序和数据服务，使所有分支站点实现零 RPO 和接近
零 RTO 目标。
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对于此部署模式，每个分支机构都与数据中心建立所需的 SM-BC 关系和一致性组。您必须考虑支持的 SM-BC

对象限制，以便整体一致性组关系和端点计数不会超过数据中心支持的最大值。

"接下来：解决方案 验证概述。"

解决方案验证

解决方案 验证—概述

"先前版本： FlexPod SM-BC 解决方案 。"

FlexPod SM-BC 解决方案 的设计和实施详细信息取决于具体的 FlexPod 情况配置和解决
方案 目标。在定义了一般业务连续性要求之后，可以通过以下方式创建 FlexPod SM-BC

解决方案 ：使用两个新的 FlexPod 系统实施全新的解决方案 ，在另一个站点添加新的
FlexPod 以与现有 FlexPod 配对，或者将两个现有 FlexPod 系统配对在一起。

由于 FlexPod 解决方案在配置方面具有灵活性，因此可以使用所有受支持的 FlexPod 配置和组件。本节其余部
分将提供有关对基于 VMware 的虚拟基础架构解决方案 执行实施验证的信息。除了与 SM-BC 相关的方面之外
，此实施遵循标准 FlexPod 部署流程。请查看适用于您的特定配置的可用 FlexPod CVD 和 NVA ，了解一般
FlexPod 实施详细信息。

验证拓扑

为了验证 FlexPod SM-BC 解决方案 ，我们会使用 NetApp ， Cisco 和 VMware 提供的受支持技术组件。解决
方案 具有运行 ONTAP 9.10.1 的 NetApp AFF A250 HA 对，站点 A 的双 Cisco Nexus 9336C-f2 交换机和站点
B 的双 Cisco Nexus 3232C 交换机以及两个站点的 Cisco UCS 6454 FI ， 和三个 Cisco UCS B200 M5 服务器
，这些服务器位于运行 VMware vSphere 7.0u2 并由 UCS Manager 和 VMware vCenter 服务器管理的每个站点
上。下图显示了组件级解决方案 验证拓扑，其中两个 FlexPod 系统在站点 A 上运行，站点 B 通过扩展的第 2 层
站点间链路连接， ONTAP 调解器在站点 C 上运行
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硬件和软件：

下表列出了用于解决方案 验证的硬件和软件。请务必注意， Cisco ， NetApp 和 VMware 都具有互操作性表，
用于确定是否支持任何特定的 FlexPod 实施：

• "http://support.netapp.com/matrix/"

• "Cisco UCS 硬件和软件互操作性工具"

• "http://www.vmware.com/resources/compatibility/search.php"

类别 组件 软件版本 数量

计算 Cisco UCS 互联阵列 6454 4.2 （ 1f ） 4 个（每个站点 2 个）

Cisco UCS B200 M5 服务
器

4.2 （ 1f ） 6 个（每个站点 3 个）

Cisco UCS IOM 2204XP 4.2 （ 1f ） 4 个（每个站点 2 个）

Cisco VIC 1440 （ PID ：
UCSB-MLOM-40G-04 ）

5.2 （ 1a ） 2 个（每个站点 1 个）

Cisco VIC 1340 （ PID ：
UCSB-MLOM-40G-03 ）

4.5 （ 1a ） 4 个（每个站点 2 个）

网络 Cisco Nexus 9336C-x2 9.3 （ 6 ） 2 （站点 A ）

Cisco Nexus 3232C 9.3 （ 6 ） 2 （站点 B ）

存储 NetApp AFF A250 9.10.1 4 个（每个站点 2 个）

NetApp System Manager 9.10.1 2 个（每个站点 1 个）

NetApp Active IQ Unified

Manager

9.10. 1.

适用于 VMware vSphere

的 NetApp ONTAP 工具

9.10. 1.

适用于 VMware vSphere

的 NetApp SnapCenter 插
件

4.6 1.

NetApp ONTAP 调解器 1.3 1.

NAbox 3.0.2 1.

NetApp 收获 21.11.1-1 1.

虚拟化 VMware ESXi 7.0U2 6 个（每个站点 3 个）

VMware ESXi nenic 以太
网驱动程序

1.0.35.0 6 个（每个站点 3 个）

VMware vCenter 7.0U2 1.

适用于 VMware VAAI 的
NetApp NFS 插件

2.0 6 个（每个站点 3 个）

测试 Microsoft Windows 2022 年 1.

Microsoft SQL Server 2019 年 1.
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类别 组件 软件版本 数量

Microsoft SQL Server

Management Studio

18.10 1.

HammerDB 4.3 1.

Microsoft Windows 10 6 个（每个站点 3 个）

IOmeter 1.1.0 6 个（每个站点 3 个）

"接下来：解决方案 验证—计算。"

解决方案 验证—计算

"Preivous ：解决方案 验证—概述。"

FlexPod SM-BC 解决方案 的计算配置遵循典型的 FlexPod 解决方案 最佳实践。以下各节
重点介绍了用于验证的一些连接和配置。此外，还重点介绍了与 SM-BC 相关的一些注意
事项，以提供实施参考和指导。

连接

UCS B200 刀片式服务器与 IOM 之间的连接由 UCS VIC 卡通过 UCS 5108 机箱背板连接提供。用于验证的
UCS 2204XP 阵列扩展器具有 16 个 10 G 端口，每个端口可连接到八个半宽刀片式服务器，例如，每个服务器
两个。为了增加服务器连接带宽，可以添加一个基于夹层的额外 VIC ，将服务器连接到备用 UCS 2408 IOM ，
该 IOM 可为每个服务器提供四个 10G 连接。

UCS 5108 机箱与用于验证的 UCS 6454 FI 之间的连接由使用四个 10G 连接的 IOM 2204XP 提供。FI 端口 1

到 4 已配置为这些连接的服务器端口。FI 端口 25 到 28 配置为本地站点的 Nexus 交换机 A 和 B 的网络上行链
路端口。下图和表提供了要连接到 UCS 5108 机箱和 Nexus 交换机的 UCS 6454 CLI 的连接图和端口连接详细
信息。
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本地设备 本地端口 远程设备 远程端口

UCS 6454 FI A 1. IOM A 1.

2. 2.

3. 3.

4. 4.

25. Nexus A 1/13/1

26 1/2/1/13/2

27 Nexus B 1/13/3

28 1/13/4

L1 UCS 6454 FI B L1

L2 L2

UCS 6454 FI B 1. IOM B 1.

2. 2.

3. 3.

4. 4.

25. Nexus A 1/13/3

26 1/13/4

27 Nexus B 1/13/1

28 1/2/1/13/2

L1 UCS 6454 FI A L1
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本地设备 本地端口 远程设备 远程端口

L2 L2

尽管站点 A 使用的是 Nexus 9336C-FX 2 交换机，而站点 B 使用的是 Nexus 3232C 交换机，但
上述连接对于站点 A 和 B 都是相似的。使用 40G 到 4x10G 分支缆线进行 Nexus 到 FI 连接。连
接到 Nexus 的 FI 会利用端口通道，并且在 Nexus 交换机上配置了虚拟端口通道，以便将连接聚
合到每个 FI 。

如果使用的是 IOM ， FI 和 Nexus 交换机组件的不同组合，请务必对环境组合使用适当的缆线和
端口速度。

可以使用支持高速连接或更多连接的组件来增加带宽。通过添加与支持冗余的组件的附加连接，
可以实现更多冗余。

服务配置文件

使用 UCS Manager （ UCSM ）或 Cisco Intersight 管理的互联阵列的刀片式服务器机箱可以使用 UCSM 中提
供的服务配置文件和 Intersight 中的服务器配置文件对服务器进行抽象化。此验证使用 UCSM 和服务配置文件
来简化服务器管理。使用服务配置文件，只需将原始服务配置文件与新硬件相关联，即可更换或升级服务器。

对于 VMware ESXi 主机，创建的服务配置文件支持以下功能：

• 使用 iSCSI 协议从任一站点的 AFF A250 存储启动 SAN 。

• 为以下服务器创建了六个 vNIC ：

◦ 两个冗余 vNIC （ vSwitch0-A 和 vSwitch0-B ）可传输带内管理流量。或者，这些 vNIC 也可由不受
SM-BC 保护的 NFS 协议数据使用。

◦ vSphere 分布式交换机使用两个冗余 vNIC （ VDS-A 和 VDS-B ）来传输 VMware vMotion 和其他应用
程序流量。

◦ iSCSI-A vSwitch 使用 iSCSI-A vNIC 访问 iSCSI-A 路径。

◦ iSCSI-B vSwitch 使用 iSCSI-B vNIC 提供对 iSCSI-B 路径的访问。

SAN 启动

对于 iSCSI SAN 启动配置， iSCSI 启动参数设置为允许从两个 iSCSI 网络结构进行 iSCSI 启动。为了适应在主
集群不可用时从二级集群提供 iSCSI SAN 启动 LUN 的 SM-BC 故障转移场景， iSCSI 静态目标配置应包括站点
A 和站点 B 的目标此外，要最大程度地提高启动 LUN 的可用性，请将 iSCSI 启动参数设置配置为从所有存储控
制器启动。

可以在设置 iSCSI 启动参数对话框下的服务配置文件模板的启动策略中配置 iSCSI 静态目标，如下图所示。下
表显示了建议的 iSCSI 启动参数设置配置，该配置实施了上述启动策略以实现高可用性。
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iSCSI 网络结构 优先级 iSCSI 目标 iSCSI LIF

iSCSI A 1. 站点 A iSCSI 目标 站点 A 控制器 1 iSCSI A

LIF

2. 站点 B iSCSI 目标 站点 B 控制器 2 iSCSI A

LIF

iSCSI B 1. 站点 B iSCSI 目标 站点 B 控制器 1 iSCSI B

LIF

2. 站点 A iSCSI 目标 站点 A 控制器 2 iSCSI B

LIF

"接下来：解决方案 验证—网络。"

解决方案 验证—网络

"先前版本：解决方案 验证—计算。"

FlexPod SM-BC 解决方案 的网络配置遵循每个站点的典型 FlexPod 解决方案 最佳实践。
对于站点间连接，解决方案 验证配置会将两个站点上的 FlexPod Nexus 交换机连接在一起
，以提供站点间连接，从而扩展两个站点之间的 VLAN 。以下各节重点介绍了用于验证的
一些连接和配置。

连接

每个站点上的 FlexPod Nexus 交换机均可通过高可用性配置在 UCS 计算和 ONTAP 存储之间提供本地连接。冗
余组件和冗余连接可在发生单点故障时提供故障恢复能力。

下图显示了每个站点的 Nexus 交换机本地连接。除了图中显示的内容之外，还会为每个组件提供未显示的控制
台和管理网络连接。40G 到 4 x 10G 分支缆线用于将 Nexus 交换机连接到 UCS CLI 和 ONTAP AFF A250 存储
控制器。或者，也可以使用 100G 到 4 x 25G 分支缆线来提高 Nexus 交换机与 AFF A250 存储控制器之间的通
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信速度。为了简单起见，这两个 AFF A250 控制器在逻辑上是并排显示的，用于布线图。两个存储控制器之间
的两个连接允许存储形成无交换机集群。

下表显示了每个站点的 Nexus 交换机和 AFF A250 存储控制器之间的连接。

本地设备 本地端口 远程设备 远程端口

Nexus A 1 月 10 日 AFF A250 A e1a

1/2 年 10 月 1 日 e1b

3 月 1 日 AFF A250 B e1a

4 月 1 日 e1b

Nexus B 1 月 10 日 AFF A250 A e1c

1/2 年 10 月 1 日 e1d

3 月 1 日 AFF A250 B e1c

4 月 1 日 e1d

下图显示了站点 A 和站点 B 上的 FlexPod 交换机之间的连接，并在随附的表中列出了布线详细信息。每个站点
的两个交换机之间的连接用于 vPC 对等链路。另一方面，站点间交换机之间的连接提供站点间链路。这些链路
可将 VLAN 扩展到多个站点，用于集群间通信， SM-BC 数据复制，带内管理以及远程站点资源的数据访问。
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本地设备 本地端口 远程设备 远程端口

站点 A 交换机 A 33 站点 B 交换机 A 31

34 32

25. 站点 A 交换机 B 25.

26 26

站点 A 交换机 B 33 站点 B 交换机 B 31

34 32

25. 站点 A 交换机 A 25.

26 26

站点 B 交换机 A 31 站点 A 交换机 A 33

32 34

25. 站点 B 交换机 B 25.

26 26

站点 B 交换机 B 31 站点 A 交换机 B 33

32 34

25. 站点 B 交换机 A 25.

26 26

上表从每个 FlexPod 交换机的角度列出了连接。因此，该表包含重复的信息以供阅读。

端口通道和虚拟端口通道

端口通道使用链路聚合控制协议（ LACP ）实现带宽聚合和链路故障恢复能力，从而实现链路聚合。虚拟端口
通道（ Virtual Port Channel ， vPC ）允许在逻辑上将两个 Nexus 交换机之间的端口通道连接显示为一个。这
样可以进一步提高单链路故障或单交换机故障等情况下的故障恢复能力。

在到达 Nexus 交换机之前，存储的 UCS 服务器流量会采用 IOM A 到 FI A 的路径，而 IOM B 到 FI B 的路径。
由于连接到 Nexus 交换机的 FI 使用的是 FI 端的端口通道，而 Nexus 交换机端的虚拟端口通道，因此 UCS 服
务器可以有效地使用通过这两个 Nexus 交换机的路径，并可在发生单点故障时继续运行。在这两个站点之间，
Nexus 交换机是互连的，如上图所示。站点之间有两个链路，每个链路用于连接交换机对，它们也使用端口通
道配置。
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通过在冗余配置中将每个站点的存储控制器与本地 Nexus 交换机互连，可以实现带内管理，集群间和
iSCSI/NFS 数据存储协议连接。每个存储控制器都连接到两个 Nexus 交换机。这四个连接会配置为存储上接口
组的一部分，以提高故障恢复能力。在 Nexus 交换机端，这些端口也属于交换机之间的 vPC 。

下表列出了每个站点的端口通道 ID 和使用情况。

端口通道 ID 使用情况

10 本地 Nexus 对等链路

15 互联阵列 A 链路

16. 光纤互连 B 链路

27 存储控制器 A 链路

28 存储控制器 B 链路

100 站点间交换机 A 链路

200 站点间交换机 B 链路

VLAN

下表列出了为设置 FlexPod SM-BC 解决方案 验证环境而配置的 VLAN 及其使用情况。

Name VLAN ID 使用情况

本机 VLAN 2. VLAN 2 用作原生 VLAN ，而不是默
认 VLAN （ 1 ）

OOB-MGMT-VLAN 33 ： 33 设备的带外管理 VLAN

IB-MGMT-VLAN 3334 用于 ESXi 主机， VM 管理等的带内
管理 VLAN

NFS-VLAN 3335 用于 NFS 流量的可选 NFS VLAN

iSCSI-A-VLAN 3336 用于 iSCSI 流量的 iSCSI-A 网络结
构 VLAN

iSCSI-B-VLAN 3337 用于 iSCSI 流量的 iSCSI-B 网络结
构 VLAN

vmotion-vlan 3338 VMware vMotion 流量 VLAN

VM-Traffic-VLAN 3339 VMware VM 流量 VLAN

集群间 VLAN 3340 用于 ONTAP 集群对等通信的集群
间 VLAN

虽然 SM-BC 不支持 NFS 或 CIFS 协议以实现业务连续性，但您仍可以将其用于不需要保护业务
连续性的工作负载。未为此验证创建 NFS 数据存储库。

"接下来：解决方案 验证—存储。"
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解决方案 验证—存储

"先前版本：解决方案 验证 - 网络。"

FlexPod SM-BC 解决方案 的存储配置遵循每个站点的典型 FlexPod 解决方案 最佳实践。
对于 SM-BC 集群对等和数据复制，它们使用在两个站点的 FlexPod 交换机之间建立的站
点间链路。以下各节重点介绍了用于验证的一些连接和配置。

连接

本地站点的 Nexus 交换机可提供与本地 UCS CLI 和刀片式服务器的存储连接。通过站点之间的 Nexus 交换机
连接，远程 UCS 刀片式服务器也可以访问存储。下图和表显示了每个站点的存储控制器的存储连接图和连接列
表。

本地设备 本地端口 远程设备 远程端口

AFF A250 A e0c AFF A250 B e0c

e0d e0d

e1a Nexus A 1 月 10 日

e1b 1/2 年 10 月 1 日

e1c Nexus B 1 月 10 日

e1d 1/2 年 10 月 1 日

AFF A250 B e0c AFF A250 A e0c

e0d e0d

e1a Nexus A 3 月 1 日

e1b 4 月 1 日

e1c Nexus B 3 月 1 日

e1d 4 月 1 日

连接和接口

每个存储控制器上的两个物理端口连接到每个 Nexus 交换机，用于进行带宽聚合和冗余以进行此验证。这四个
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连接参与存储上的接口组配置。Nexus 交换机上的相应端口参与 vPC ，以实现链路聚合和故障恢复能力。

带内管理，集群间和 NFS/iSCSI 数据存储协议使用 VLAN 。在接口组上创建 VLAN 端口，用于隔离不同类型的
流量。相应功能的逻辑接口（ Logical Interface ， LIF ）在相应的 VLAN 端口之上创建。下图显示了物理连接，
接口组， VLAN 端口和逻辑接口之间的关系。

SAN 启动

NetApp 建议在 FlexPod 解决方案 中为 Cisco UCS 服务器实施 SAN 启动。通过实施 SAN 启动，您可以在
NetApp 存储系统中安全地保护操作系统，从而提高性能和灵活性。对于此解决方案 ，已验证 iSCSI SAN 启
动。

下图显示了从 NetApp 存储对 Cisco UCS 服务器进行 iSCSI SAN 启动的连接。在 iSCSI SAN 启动中，每个
Cisco UCS 服务器都分配有两个 iSCSI vNIC （每个 SAN 网络结构一个），用于提供从服务器一直到存储的冗
余连接。连接到 Nexus 交换机（在此示例中为 e1a ， e1b ， e1c 和 e1d ）的 10/25G 以太网存储端口将分组在
一起，形成一个接口组（ ifgrp ）（在此示例中为 a0a ）。iSCSI VLAN 端口在 ifgrp 上创建， iSCSI LIF 在
iSCSI VLAN 端口上创建。

每个 iSCSI 启动 LUN 都会通过 iSCSI LIF 映射到从中启动的服务器，方法是将启动 LUN 与其启动 igroup 中的
服务器 iSCSI 限定名称（ IQN ）相关联。服务器的启动 igroup 包含两个 IQN ，每个 vNIC/SAN 网络结构一
个。此功能仅允许授权服务器访问专为该服务器创建的启动 LUN 。
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集群对等

ONTAP 集群对等方通过集群间 LIF 进行通信。使用 ONTAP 系统管理器可在 " 保护 ">" 概述 " 窗格下创建所需
的集群间 LIF 。

要将这两个集群建立对等关系，请完成以下步骤：

1. 在第一个集群中生成集群对等密码短语。
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2. 在第二个集群中调用对等集群选项，并提供密码短语和集群间 LIF 信息。

3. System Manager 保护 > 概述窗格显示集群对等信息。
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ONTAP 调解器安装和配置

ONTAP 调解器为 SM-BC 关系中的 ONTAP 集群建立仲裁。它可以在检测到故障时协调自动故障转移，并有助
于避免在每个集群同时尝试建立主集群控制时出现脑裂情况。

安装 ONTAP 调解器之前，请查看 "安装或升级 ONTAP 调解器服务" 第页，了解前提条件，支持的 Linux 版本以
及在各种受支持的 Linux 操作系统上安装它们的过程。

安装 ONTAP 调解器后，您可以将 ONTAP 调解器的安全证书添加到 ONTAP 集群中，然后在 System Manager

保护 > 概述窗格中配置 ONTAP 调解器。以下屏幕截图显示了 ONTAP 调解器配置 GUI 。

提供必要信息后，已配置的 ONTAP 调解器将显示在 System Manager 保护 > 概述窗格中。
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SM-BC 一致性组

一致性组为跨越一组指定卷的应用程序工作负载提供写入顺序一致性保证。对于 ONTAP 9.10.1 ，以下是一些重
要限制。

• 一个集群中的最大 SM-BC 一致性组关系数为 20 。

• 每个 SM-BC 关系支持的最大卷数为 16 。

• 一个集群中的最大源端点和目标端点总数为 200 。

有关更多详细信息，请参见上的 ONTAP SM-BC 文档 "限制和限制"。

在验证配置中，使用 ONTAP 系统管理器创建一致性组，以保护两个站点的 ESXi 启动 LUN 和共享数据存储库
LUN 。要访问一致性组创建对话框，请转到 " 保护 ">" 概述 ">" 保护业务连续性 ">" 保护一致性组 " 。要创建一
致性组，请提供创建所需的源卷，目标集群和目标 Storage Virtual Machine 信息。
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下表列出了验证测试中创建的四个一致性组以及每个一致性组中包含的卷。

System Manager 一致性组 Volumes

站点 A CG_ESXi_A ESXi_A

站点 A CG_infra_datastore_A infra_datastore_A_01

infra_datastore_A_02

站点 B CG_ESXi_b ESXi b

站点 B cG_infra_datastore_b. infra_datastore_b_01

infra_datastore_b_02

创建一致性组后，它们将显示在站点 A 和站点 B 中相应的保护关系下

此屏幕截图显示了站点 A 上的一致性组关系
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此屏幕截图显示了站点 B 上的一致性组关系

此屏幕截图显示了 CG_infra_datastore_b 组的一致性组关系详细信息。

卷， LUN 和主机映射

创建一致性组后， SnapMirror 会同步源卷和目标卷，以便数据始终保持同步。远程站点上的目标卷包含卷名称
，并且 _dest 结尾为。例如，对于站点 A 集群中的 ESXi_A 卷，站点 B 中有相应的 ESXi_A_Dest 数据保护（
DP ）卷

此屏幕截图显示了站点 A 的卷信息
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此屏幕截图显示站点 B 的卷信息

为了便于透明的应用程序故障转移，还需要将镜像的 SM-BC LUN 映射到目标集群中的主机。这样，主机就可以
正确查看源集群和目标集群中 LUN 的路径。以下两个屏幕截图捕获了站点 A 和站点 B 的 igroup show 和

lun show 输出。通过创建的映射，集群中的每个 ESXi 主机都将其自己的 SAN 启动 LUN 视为 ID 0 ，并将所
有四个共享 iSCSI 数据存储库 LUN 视为 ID 0 。

此屏幕截图显示了站点 A 集群的主机 igroup 和 LUN 映射。
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此屏幕截图显示了站点 B 集群的主机 igroup 和 LUN 映射。
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"接下来：解决方案 验证—虚拟化。"

解决方案 验证—虚拟化

"先前版本：解决方案 验证—存储。"

在多站点 FlexPod SM-BC 解决方案 中，一个 VMware vCenter 可管理整个解决方案 的虚
拟基础架构资源。两个数据中心中的主机都属于一个 VMware HA 集群，该集群跨越两个
数据中心。主机可以访问 NetApp SM-BC 解决方案 ，在此可以从两个站点访问具有定义
的 SM-BC 关系的存储。

SM-BC 解决方案 存储符合 VMware vSphere Metro Storage Cluster （ VMSC ）功能中的统一访问模式，可避
免灾难和停机。为了获得最佳虚拟机性能，虚拟机磁盘应托管在本地 NetApp AFF A250 系统上，以便在正常操
作下最大限度地减少 WAN 链路之间的延迟和流量。

在设计实施过程中，必须确定虚拟机在两个站点之间的分布情况。您可以根据站点首选项和应用程序要求确定这
两个站点之间的虚拟机站点关联性和应用程序分布。VMware 集群 VM/ 主机组和 VM/ 主机规则用于配置 VM/ 主
机关联性，以确保 VM 在所需站点的主机上运行。

但是，如果配置允许 VM 在两个站点上运行，则可以确保 VM 可以通过远程站点主机上的 VMware HA 重新启动
，以提供解决方案 故障恢复能力。要使虚拟机能够同时在两个站点上运行，必须在所有 ESXi 主机上挂载所有
iSCSI 共享数据存储库，以确保站点之间虚拟机的 vMotion 操作顺畅。
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下图显示了一个高级 FlexPod SM-BC 解决方案 虚拟化视图，其中包括 VMware HA 和 VMSC 功能，可为计算
和存储服务提供高可用性。主动 - 主动数据中心解决方案 架构支持站点之间的工作负载移动，并提供灾难恢复 /

业务连续性保护。

端到端网络连接

FlexPod SM-BC 解决方案 包括每个站点的 FlexPod 基础架构，站点之间的网络连接以及在第三个站点部署的
ONTAP 调解器，以满足所需的 RPO 和 RTO 目标。下图显示了每个站点的 Cisco UCS B200M5 服务器与站点
内和站点间具有 SM-BC 功能的 NetApp 存储之间的端到端网络连接。

在此解决方案 验证中，每个站点的 FlexPod 部署架构都是相同的。但是，解决方案 支持非对称部署，如果满足
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要求，也可以将其添加到现有 FlexPod 解决方案中。

扩展的第 2 层架构用于无缝的多站点数据网络结构，可在每个数据中心的端口通道 Cisco UCS 计算和 NetApp

存储之间提供连接，并在数据中心之间提供连接。端口通道配置以及虚拟端口通道配置（如果适用）用于计算层
，网络层和存储层之间以及跨站点链路之间的带宽聚合和容错。因此， UCS 刀片式服务器可以连接并多路径访
问本地和远程 NetApp 存储。

虚拟网络

无论主机位于何处，集群中的每个主机都使用相同的虚拟网络进行部署。此设计使用 VMware 虚拟交换机（
vSwitch ）和 VMware 虚拟分布式交换机（ VDS ）来分隔不同的流量类型。VMware vSwitch 主要用于
FlexPod 基础架构网络，而 VDS 用于应用程序网络，但不是必需的。

每个虚拟交换机（ vSwitch ， VDS ）部署有两个上行链路； ESXi 虚拟机管理程序级别的上行链路在 Cisco

UCS 软件上称为 vmnic 和虚拟 NIC （ vNIC ）。vNIC 会使用 Cisco UCS 服务配置文件在每个服务器的 Cisco

UCS VIC 适配器上创建。定义了六个 vNIC ，两个用于 vSwitch0 ，两个用于 vDS0 ，两个用于 vSwitch1 ，两
个用于 iSCSI 上行链路，如下图所示。

vSwitch0 是在 VMware ESXi 主机配置期间定义的，它包含用于管理的 FlexPod 基础架构管理 VLAN 和 ESXi

主机 VMkernel （ VMK ）端口。对于所需的任何关键基础架构管理虚拟机，还会在 vSwitch0 上放置一个基础架
构管理虚拟机端口组。

请务必将此类管理基础架构虚拟机放置在 vSwitch0 上，而不是 VDS 上，因为如果 FlexPod 基础架构已关闭或
重新启动，而您尝试在最初运行该管理虚拟机的主机以外的主机上激活该管理虚拟机， 它可以在 vSwitch0 上的
网络上正常启动。如果 VMware vCenter 是管理虚拟机，则此过程尤其重要。如果 vCenter 位于 VDS 上，并移
至另一台主机，然后再启动，则它在启动后将无法连接到网络。

在此设计中使用了两个 iSCSI 启动 vSwitch 。Cisco UCS iSCSI 启动需要使用单独的 vNIC 进行 iSCSI 启动。这
些 VNIC 使用适当网络结构的 iSCSI VLAN 作为原生 VLAN ，并连接到相应的 iSCSI 启动 vSwitch 。或者，您
也可以通过部署新的 VDS 或使用现有 VDS 在 VDS 上部署 iSCSI 网络。

VM 主机关联性组和规则

要使虚拟机能够在两个 SM-BC 站点的任何 ESXi 主机上运行，所有 ESXi 主机都必须从两个站点挂载 iSCSI 数
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据存储库。如果所有 ESXi 主机均已正确挂载两个站点中的数据存储库，则可以在使用 vMotion 的任何主机之
间迁移虚拟机，并且虚拟机仍可访问从这些数据存储库创建的所有虚拟磁盘。

对于使用本地数据存储库的虚拟机，如果将其迁移到远程站点的主机，则其对虚拟磁盘的访问将变得远程，从而
由于站点之间的物理距离而增加读取操作延迟。因此，最佳做法是将虚拟机保留在本地主机上，并利用站点上的
本地存储。

通过使用 VM/ 主机关联性机制，您可以使用 VM/ 主机组为位于特定站点的虚拟机和主机创建 VM 组和主机组。
使用 VM/ 主机规则，您可以为要遵循的 VM 和主机指定策略。要在站点维护或灾难情形下允许跨站点进行虚拟
机迁移，请使用 " 应在组中的主机上运行 " 策略规范来实现这种灵活性。

以下屏幕截图显示了为站点 A 和站点 B 主机及 VM 创建的两个主机组和两个 VM 组

此外，以下两个图显示了为站点 A 和站点 B VM 创建的 VM/ 主机规则，这些 VM 将使用 " 应在组中的主机上运
行 " 策略在其各自站点的主机上运行。
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vSphere HA 检测信号

VMware vSphere HA 具有用于主机状态验证的检测信号机制。主要检测信号机制是通过网络连接实现的，而二
级检测信号机制是通过数据存储库实现的。如果未收到检测信号，则它会通过对默认网关或手动配置的隔离地址
执行 Ping 操作来确定它是否与网络隔离。对于数据存储库检测信号， VMware 建议将延伸型集群的检测信号数
据存储库从最少 2 个增加到 4 个。

对于解决方案 验证，使用两个 ONTAP 集群管理 IP 地址作为隔离地址。此外，还添加了建议的 vSphere HA 高

级选项 D ss.s.batDsPerHost ，其值为 4 ，如下图所示。

对于检测信号数据存储库，指定集群中的四个共享数据存储库并自动进行补充，如下图所示。
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有关 VMware HA 集群和 VMware vSphere Metro 存储集群的其他最佳实践和配置，请参见 "创建和使用
vSphere HA 集群"， "VMware vSphere 城域存储集群（ VMSC ）" 和 VMware 知识库 "采用 NetApp

SnapMirror 业务连续性（ SM-BC ）和 VMware vSphere 城域存储集群（ VMSC ）的 NetApp ONTAP"。

"接下来：解决方案 验证—经验证的场景。"

解决方案 验证—经验证的场景

"先前版本：解决方案 验证—虚拟化。"

FlexPod 数据中心 SM-BC 解决方案 可为各种单点故障情形以及站点灾难提供数据服务保
护。每个站点上实施的冗余设计可提供高可用性，而具有跨站点同步数据复制功能的 SM-

BC 实施可保护数据服务，使其免受站点范围内灾难的影响。已对部署的解决方案 进行了
验证，以确定其所需的解决方案 功能以及解决方案 可保护的各种故障情形。
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解决方案 功能验证

我们会使用多种测试用例来验证解决方案 功能，并模拟部分和完整的站点故障情形。为了最大限度地减少与现
有 FlexPod 数据中心解决方案在 Cisco 验证设计计划下执行的测试的重复，本报告重点介绍了解决方案 中与
SM-BC 相关的方面。我们提供了一些常规 FlexPod 验证，供实践人员进行实施验证。

为了进行解决方案 验证，在两个站点的所有 ESXi 主机上为每个 ESXi 主机创建一个 Windows 10 虚拟机。安装
了 IOmeter 工具，并使用该工具为从共享本地 iSCSI 数据存储库映射的两个虚拟数据磁盘生成 I/O 。配置的
IOMeter 工作负载参数包括 8 KB I/O ， 75% 读取和 50% 随机，每个数据磁盘具有 8 个未完成的 I/O 命令。对
于执行的大多数测试场景， IOmeter I/O 的继续发生原因 表示此场景不会造成数据服务中断。

由于 SM-BC 对于数据库服务器等业务应用程序至关重要， 测试中还包括 Windows Server 2022 虚拟机上的
Microsoft SQL Server 2019 实例，用于确认在本地站点的存储不可用且远程站点存储恢复数据服务而不使用应
用程序时，应用程序仍会继续运行 中断。

ESXi 主机 iSCSI SAN 启动测试

解决方案 中的 ESXi 主机已配置为从 iSCSI SAN 启动。使用 SAN 启动可以简化更换服务器时的服务器管理，因
为服务器的服务配置文件可以与新服务器关联，以便在不更改任何其他配置的情况下启动它。

除了从本地 iSCSI 启动 LUN 启动站点上的 ESXi 主机之外，还会执行测试，以便在 ESXi 主机的本地存储控制
器处于接管状态或其本地存储集群完全不可用时启动该主机。这些验证场景可确保根据设计正确配置 ESXi 主机
，并可在存储维护或灾难恢复期间启动以实现业务连续性。

在配置 SM-BC 一致性组关系之前，存储控制器 HA 对托管的 iSCSI LUN 具有四个路径，根据最佳实践的实施
情况，每个 iSCSI 网络结构有两个路径。主机可以通过两个 iSCSI VLAN/ 网络结构访问 LUN 到 LUN 托管控制
器，也可以通过控制器的高可用性配对节点访问 LUN 。

配置 SM-BC 一致性组关系并将镜像 LUN 正确映射到启动程序后， LUN 的路径数会增加一倍。在此实施中，它
会从具有两个主动 / 优化路径和两个主动 / 非优化路径变为具有两个主动 / 优化路径和六个主动 / 非优化路径。

下图说明了 ESXi 主机访问 LUN 时可以使用的路径，例如 LUN 0 。由于 LUN 连接到站点 A 控制器 01 ，因此
只有通过该控制器直接访问 LUN 的两个路径处于活动 / 优化状态，其余六个路径均处于活动 / 非优化状态。
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以下 storage-device-path 信息的屏幕截图显示了 ESXi 主机如何查看这两种类型的设备路径。两个主动 / 优化路
径显示为具有 主动（ I/O ） 路径状态，而六个主动 / 非优化路径仅显示为 主动 。另请注意，目标列显示了两
个 iSCSI 目标以及用于访问这些目标的相应 iSCSI LIF IP 地址。

当其中一个存储控制器因维护或升级而关闭时，到达已关闭控制器的两条路径将不再可用，而是显示路径状态
dead 。

如果由于手动故障转移测试或自动灾难故障转移，一致性组在主存储集群上发生故障转移，则二级存储集群将继
续为 SM-BC 一致性组中的 LUN 提供数据服务。由于 LUN 标识会保留下来，并且数据已同步复制，因此受 SM-

BC 一致性组保护的所有 ESXi 主机启动 LUN 仍可从远程存储集群访问。
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VMware vMotion 和 VM/ 主机关联性测试

虽然通用 FlexPod VMware Datacenter 解决方案 支持多协议，例如 FC ， iSCSI ， NVMe 和 NFS ，但
FlexPod SM-BC 解决方案 功能支持通常用于业务关键型解决方案的 FC 和 iSCSI SAN 协议。此验证仅使用基于
iSCSI 协议的数据存储库和 iSCSI SAN 启动。

要允许虚拟机使用任何一个 SM-BC 站点的存储服务，集群中的所有主机都必须挂载两个站点的 iSCSI 数据存储
库，以便在两个站点之间迁移虚拟机，并在发生灾难故障转移时进行迁移。

对于在虚拟基础架构上运行的不需要跨站点实施 SM-BC 一致性组保护的应用程序，也可以使用 NFS 协议和
NFS 数据存储库。在这种情况下，在为 VM 分配存储时必须谨慎，这样，业务关键型应用程序才能正确使用受
SM-BC 一致性组保护的 SAN 数据存储库来提供业务连续性。

以下屏幕截图显示主机已配置为从两个站点挂载 iSCSI 数据存储库。

您可以选择在两个站点的可用 iSCSI 数据存储库之间迁移虚拟机磁盘，如下图所示。出于性能考虑，最好让虚
拟机使用其本地存储集群中的存储来减少磁盘 I/O 延迟。由于物理往返距离延迟约为每 100 公里 1 毫秒，因此
当两个站点相隔一定距离时尤其如此。
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对虚拟机在同一站点以及不同站点的不同主机上的 vMotion 进行了测试，并取得了成功。在站点间手动迁移虚拟
机后， VM/ 主机关联性规则会激活虚拟机并将其迁移回正常情况下所属的组。

计划内存储故障转移

应在初始配置后对解决方案 执行计划内存储故障转移操作，以确定解决方案 在存储故障转移后是否正常工作。
此测试有助于确定可能导致 I/O 中断的任何连接或配置问题。定期测试和解决任何连接或配置问题有助于在发生
实际站点灾难时提供无中断的数据服务。也可以在计划的存储维护活动之前使用计划的存储故障转移，以便可以
从不受影响的站点提供数据服务。

要启动站点 A 存储数据服务到站点 B 的手动故障转移，您可以使用站点 B ONTAP 系统管理器执行此操作。

1. 导航到保护 > 关系屏幕，确认一致性组关系状态为 in Sync 。如果它仍处于 Synchronizing 状态，请等
待状态变为 in Sync ，然后再执行故障转移。

2. 展开源名称旁边的点，然后单击故障转移。
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3. 确认故障转移以启动操作。

在站点 B System Manager 图形用户界面上对两个一致性组 CG_ESXi_A 和 CG_infra_datastore_A 启动故
障转移后不久，为这两个一致性组提供服务的站点 A I/O 便移至站点 B因此，站点 A 的 I/O 会显著减少，如站点
A System Manager 性能窗格中所示。
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另一方面，站点 B System Manager 信息板的 " 性能 " 窗格显示 IOPS 显著增加，这是因为提供了从站点 A 转移
到大约 130 ， 000 IOPS 的额外 I/O 。 并达到大约 1GB/ 秒的吞吐量，同时 I/O 延迟保持在 1 毫秒以下。

随着 I/O 从站点 A 透明地迁移到站点 B ，现在可以关闭站点 A 存储控制器以进行计划内维护。完成维护工作或

测试并恢复站点 A 存储集群并使其正常运行后，请先检查并等待一致性组保护状态重新更改为同步 ` ，然后再
执行故障转移，将故障转移 I/O 从站点 B 返回到站点 A请注意，站点因维护或测试而关闭的时间越长，同步
数据以及将一致性组返回到处于同步 状态的 `所需的时间就越长。
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计划外存储故障转移

发生实际灾难或进行灾难模拟期间，可能会发生计划外存储故障转移。例如，请参见下图，其中站点 A 的存储
系统发生断电，触发计划外存储故障转移，站点 A LUN 的数据服务受 SM-BC 关系保护，然后从站点 B 继续提
供

要模拟站点 A 的存储灾难，可以通过物理关闭电源开关来关闭站点 A 的两个存储控制器，从而停止为控制器供
电。 或者使用存储控制器服务处理器的 system power management 命令关闭控制器。

当站点 A 的存储集群断电时，站点 A 存储集群提供的数据服务会突然停止。然后，用于监控第三个站点的 SM-

BC 解决方案 的 ONTAP 调解器会检测站点的存储故障情况，并使 SM-BC 解决方案 能够执行自动计划外故障转
移。这样，站点 B 存储控制器就可以继续为与站点 A 建立的 SM-BC 一致性组关系中配置的 LUN 提供数据服务

从应用程序角度来看，操作系统会短暂暂停数据服务，同时检查 LUN 的路径状态，然后恢复正常运行的站点 B

存储控制器的可用路径上的 I/O 。

在验证测试期间，两个站点的 VM 上的 IOMeter 工具会为其本地数据存储库生成 I/O 。关闭站点 A 集群后， I/O

会短暂暂停，然后恢复。请参见以下两个数据，分别查看发生灾难前站点 A 和站点 B 存储集群的信息板，这些
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信息板显示每个站点的 IOPS 约为 80 ， 000 次，吞吐量约为 600 MB/ 秒。

关闭站点 A 的存储控制器后，我们可以直观地验证站点 B 存储控制器 I/O 是否急剧增加，以便代表站点 A 提供
额外的数据服务（请参见下图）。此外， IOMeter VM 的 GUI 还显示，尽管站点 A 存储集群发生中断， I/O 仍
会继续。请注意，如果有其他数据存储库由不受 SM-BC 关系保护的 LUN 提供支持，则在发生存储灾难时，这
些数据存储库将无法再访问。因此，必须评估各种应用程序数据的业务需求，并将其正确放置在受 SM-BC 关系
保护的数据存储库中，以确保业务连续性。
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当站点 A 集群关闭时，一致组的关系会显示 不同步 状态，如下图所示。重新打开站点 A 存储控制器的电源后，
存储集群将启动，站点 A 和站点 B 之间的数据同步将自动进行。

在将数据服务从站点 B 返回到站点 A 之前，您必须检查站点 A System Manager 并确保 SM-BC 关系正常运行
且状态恢复同步。确认一致性组处于同步状态后，可以启动手动故障转移操作，将一致性组关系中的数据服务返
回到站点 A

完成站点维护或站点故障

站点可能需要进行站点维护，断电或受到飓风或地震等自然灾害的影响。因此，您必须练习计划内和计划外站点
故障情形，以确保 FlexPod SM-BC 解决方案 配置正确，使其在所有业务关键型应用程序和数据服务发生此类故
障时不受影响。已验证以下与站点相关的场景。
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• 通过将虚拟机和关键数据服务迁移到另一站点来规划站点维护方案

• 通过关闭服务器和存储控制器以进行灾难模拟而发生计划外站点中断的情形

要使站点做好计划内站点维护的准备，需要将受影响的虚拟机迁移出站点并执行 vMotion 以及手动故障转移
SM-BC 一致性组关系，以便将虚拟机和关键数据服务迁移到备用站点。测试按两个不同的顺序执行：首先执行
VMotion ，然后执行 SM-BC 故障转移和先执行 SM-BC 故障转移，再执行 vMotion ，以确认虚拟机继续运行且
数据服务未中断。

在执行计划内迁移之前，请更新 VM/ 主机关联性规则，以便站点上当前运行的 VM 自动迁移出正在维护的站
点。以下屏幕截图显示了修改站点 A VM/ 主机关联性规则以使 VM 自动从站点 A 迁移到站点 B 的示例。您还可
以选择临时禁用关联性规则，以便可以手动迁移 VM ，而不是指定现在需要在站点 B 上运行 VM 。

迁移虚拟机和存储服务后，您可以关闭服务器，存储控制器，磁盘架和交换机的电源，并执行所需的站点维护活
动。完成站点维护并恢复 FlexPod 实例后，您可以更改 VM 的主机组关联性以返回到其原始站点。之后，您应
将 " 必须在组中的主机上运行 " VM/ 主机站点关联性规则改回 " 应在组中的主机上运行 " ，以便在发生灾难时，
虚拟机可以在另一站点的主机上运行。在验证测试中，所有虚拟机均已成功迁移到另一站点，在对 SM-BC 关系
执行故障转移后，数据服务继续正常运行。

对于计划外站点灾难模拟，服务器和存储控制器已关闭，以模拟站点灾难。VMware HA 功能可检测已关闭的虚
拟机，并在运行正常的站点上重新启动这些虚拟机。此外，在第三个站点运行的 ONTAP 调解器会检测站点故障
，而运行正常的站点会启动故障转移，并开始按预期为故障站点提供数据服务。

以下屏幕截图显示了存储控制器的服务处理器 CLI 用于突然关闭站点 A 集群以模拟站点 A 存储灾难。
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以下两个屏幕截图显示了由 NetApp 收集数据工具捕获并显示在 NASbox 监控工具的 Grafana 信息板中的存储
集群的 Storage Virtual Machine 信息板。如 IOPS 和吞吐量图的右侧所示，站点 B 集群会在站点 A 集群关闭后
立即接管集群 A 的存储工作负载。
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Microsoft SQL Server

Microsoft SQL Server 是一种广泛采用和部署的数据库平台，适用于企业 IT 。Microsoft SQL Server 2019 版为
其关系和分析引擎提供了许多新功能和增强功能。它支持在内部，云中和混合环境中运行应用程序的工作负载，
两者可以结合使用。此外，它还可以部署在多个平台上，包括 Windows ， Linux 和容器。

作为 FlexPod SM-BC 解决方案 业务关键型工作负载验证的一部分，安装在 Windows Server 2022 虚拟机上的
Microsoft SQL Server 2019 与 IOMeter 虚拟机一起提供，用于执行计划内和计划外存储故障转移测试。在
Windows Server 2022 VM 上，安装了 SQL Server Management Studio 来管理 SQL 服务器。在测试中，使用
HammerDB 数据库工具生成数据库事务。

HammerDB 数据库测试工具配置为使用 Microsoft SQL Server TPROC-C 工作负载进行测试。对于架构构建配
置，这些选项已更新为使用包含 10 个虚拟用户的 100 个仓库，如以下屏幕截图所示。
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更新架构构建选项后，架构构建过程便已启动。几分钟后，由于使用 system processor 命令行界面命令大约同
时关闭了双节点 AFF A250 存储集群的两个节点，因此出现了计划外模拟站点 B 存储集群故障。

在短暂暂停数据库事务后，启动了用于灾难修复的自动故障转移，并恢复了事务。以下屏幕截图显示了该时间的
HammerDB 事务计数器屏幕截图。由于 Microsoft SQL Server 的数据库通常驻留在站点 B 存储集群上，因此，
当站点 B 的存储发生故障时，事务会短暂暂停，然后在发生自动故障转移后恢复。
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存储集群指标是通过在安装了 NetApp 收集监控工具的情况下使用 NAbox 工具捕获的。结果将显示在 Storage

Virtual Machine 和其他存储对象的预定义 Grafana 信息板中。此信息板可提供延迟，吞吐量， IOPS 和其他详
细信息的度量值，站点 B 和站点 A 的读取和写入统计信息将分开

此屏幕截图显示了站点 B 存储集群的 NAbox Grafana 性能信息板。

在引入灾难之前，站点 B 存储集群的 IOPS 约为 100 ， 000 IOPS 。然后，由于发生灾难，性能指标在图形的
右侧急剧下降到零。由于站点 B 存储集群已关闭，因此在发生灾难后，无法从站点 B 集群收集任何数据。

另一方面，在自动故障转移之后，站点 A 存储集群的 IOPS 从站点 B 中接管了其他工作负载。在以下屏幕截图
中，您可以轻松地在 IOPS 和吞吐量图的右侧看到额外的工作负载，其中显示了站点 A 存储集群的 Nanbox

Grafana 性能信息板。
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上述存储灾难测试场景确认，在数据库所在的站点 B 上， Microsoft SQL Server 工作负载可以在存储集群完全
中断的情况下继续运行。检测到灾难并发生故障转移后，应用程序会透明地使用站点 A 存储集群提供的数据服
务。

在计算层，当特定站点上运行的 VM 发生主机故障时， VM 会通过 VMware HA 功能自动重新启动。要使站点计
算完全中断， VM/ 主机关联性规则允许在运行正常的站点上重新启动 VM 。但是，要使业务关键型应用程序能
够提供无中断服务，需要使用基于应用程序的集群，例如 Microsoft 故障转移集群或基于 Kubernetes 容器的应
用程序架构，以避免应用程序停机。请参见有关实施基于应用程序的集群的相关文档，该文档不在本技术报告的
讨论范围之内。

"接下来：总结。"

结论

"先前版本：解决方案 验证—经验证的场景。"

采用 SM-BC 的 FlexPod 数据中心采用主动 - 主动数据中心设计，为业务关键型工作负载
提供业务连续性和灾难恢复。解决方案 通常会将部署在不同地理位置分散的城域中的两个
数据中心互连在一起。NetApp SM-BC 解决方案 使用同步复制来保护业务关键型数据服务
免受站点故障的影响。解决方案 要求两个 FlexPod 部署站点的往返网络延迟低于 10 毫
秒。

部署在第三个站点上的 NetApp ONTAP 调解器可监控 SM-BC 解决方案 ，并在检测到站点灾难时实现自动故障
转移。采用 VMware HA 和延伸型 VMware vSphere Metro Storage Cluster 的 VMware vCenter 配置可与
NetApp SM-BC 无缝结合使用，从而使解决方案 能够满足所需的零 RPO 和接近零 RTO 目标。

如果 FlexPod SM-BC 解决方案 符合要求，也可以部署在现有 FlexPod 基础架构上，或者通过向现有 FlexPod

添加额外的 FlexPod 解决方案 来实现业务连续性目标。NetApp 和 Cisco 还提供了其他管理，监控和自动化工
具，例如 Cisco Intersight ， Ansible 和 HashiCorp Terraform 自动化工具，您可以轻松监控解决方案 ，深入了
解其运行情况，并自动执行其部署和操作。

从业务关键型应用程序（例如 Microsoft SQL Server ）的角度来看，即使站点存储中断，驻留在受 ONTAP SM-

BC CG 关系保护的 VMware 数据存储库上的数据库仍然可用。验证测试期间已验证，数据库所在存储集群断电
后，将发生 SM-BC CG 关系故障转移， Microsoft SQL Server 事务将继续进行，而不会造成应用程序中断。
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借助应用程序粒度数据保护，可以为业务关键型应用程序创建 ONTAP SM-BC CG 关系，以满足零 RPO 和接
近零 RTO 要求。为了使运行 Microsoft SQL Server 应用程序的 VMware 集群能够在站点存储中断的情况下继续
运行，每个站点上 ESXi 主机的启动 LUN 也会受到 SM-BC CG 关系的保护。

借助 FlexPod 的灵活性和可扩展性，您可以从规模合适的基础架构入手，随着业务需求的变化不断扩展和发
展。通过这一经过验证的设计，您可以在分布式集成基础架构上可靠地部署基于 VMware vSphere 的私有云，
从而提供一个可在多种单点故障情形下以及站点故障下进行故障恢复的解决方案 ，以保护关键业务数据服务。

"下一步：从何处查找追加信息 和版本历史记录。"

从何处查找追加信息和版本历史记录

"上一篇：结论。"

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

FlexPod

• FlexPod 主页

"https://www.flexpod.com"

• 适用于 FlexPod 的 Cisco 验证设计和部署指南

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-

guides.html"

• Cisco 服务器—统一计算系统（ Unified Computing System ， UCS ）

"https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html"

• NetApp 产品文档

"https://www.netapp.com/support-and-training/documentation/"

• 采用 UCS 托管模式的 FlexPod Datacenter 4.2 （ 1 ）， VMware vSphere 7.0 U2 和 NetApp ONTAP 9.9

设计指南

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.ht

ml"

• 《采用 UCS 托管模式的 FlexPod UCS 4.2 （ 1 ）， VMware vSphere 7.0 U2 和 NetApp ONTAP 9.9 部署
指南》

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html"

• 采用 Cisco UCS X 系列， VMware 7.0 U2 和 NetApp ONTAP 9.9 的 FlexPod 数据中心设计指南

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig

n.html"

• 《采用 Cisco UCS X 系列， VMware 7.0 U2 和 NetApp ONTAP 9.9 的 FlexPod 数据中心部署指南》

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.h
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tml"

• 《采用 Cisco UCS Mini 和 NetApp AFF/FAS NVA 的 VMware vSphere 7.0 FlexPod 快速设计指南》

https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf

• 《适用于采用 Cisco UCS Mini 和 NetApp AFF/FAS NVA 的 VMware vSphere 7.0 的 FlexPod 快速部署指
南》

https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf

• 采用 VXLAN 多站点前端网络结构的 FlexPod MetroCluster IP

"https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-

vxlan-multi-site-wp.pdf"

• NAbox

"https://nabox.org"

• NetApp 收获

"https://github.com/NetApp/harvest/releases"

SM — BC

• SM — BC

"https://docs.netapp.com/us-en/ontap/smbc/index.html"

• TR-4878 ：《 SnapMirror 业务连续性（ SM-BC ） ONTAP 9.8 》

https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf

• 如何正确删除 SnapMirror 关系 ONTAP 9

"https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_c

orrectly_delete_a_SnapMirror_relationship_ONTAP_9"

• SnapMirror 同步灾难恢复基础知识

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-

concept.html"

• 异步 SnapMirror 灾难恢复基础知识

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html#data-

protection-relationships"

• 数据保护和灾难恢复

"https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html"

• 安装或升级 ONTAP 调解器服务
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"https://docs.netapp.com/us-en/ontap/mediator/index.html"

VMware vSphere HA 和 vSphere Metro Storage Cluster

• 创建和使用 vSphere HA 集群

"https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-

44E3-87FB-61D937831CF6.html"

• VMware vSphere 城域存储集群（ VMSC ）

"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-vmsc"

• VMware vSphere Metro Storage Cluster 建议的实践

"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-recommended-practices"

• 采用 NetApp SnapMirror 业务连续性（ SM-BC ）和 VMware vSphere Metro Storage Cluster （ VMSC ）
的 NetApp ONTAP 。（ 83370 ）

"https://kb.vmware.com/s/article/83370"

• 使用 VMware vSphere Metro Storage Cluster 和 ONTAP 保护第 1 层应用程序和数据库

"https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-

VMware-vSphere-Metro-Storage/ba-p/171636"

Microsoft SQL 和 HammerDB

• Microsoft SQL Server 2019

"https://www.microsoft.com/en-us/sql-server/sql-server-2019"

• 《在 VMware vSphere 上构建 Microsoft SQL Server 最佳实践指南》

"https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-

best-practices-guide.pdf"

• HammerDB 网站

"https://www.hammerdb.com"

兼容性表

• Cisco UCS 硬件兼容性列表

"https://ucshcltool.cloudapps.cisco.com/public/"

• NetApp 互操作性表工具

"https://support.netapp.com/matrix/"

• NetApp Hardware Universe
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"https://hwu.netapp.com"

• VMware 兼容性指南

"http://www.vmware.com/resources/compatibility/search.php"

版本历史记录

version Date 文档版本历史记录

版本 1.0 2022 年 4 月 初始版本。

采用VMware vSphere 7.0和NetApp ONTAP 9.7的FlexPod
Datacenter—部署

NetApp公司Cisco Sree Lakshmi Lan的John George

本文档介绍了在NetApp AFF A400全闪存存储系统上使用NetApp ONTAP 9.7的Cisco

和NetApp FlexPod Datacenter、采用第二代Intel Xeon可扩展处理器的Cisco UCS

Manager统一软件版本4.1 (2)以及VMware vSphere 7.0。Cisco UCS Manager (UCSM)

4.1 (2)提供以下整合支持：

• 所有当前的Cisco UCS互联阵列型号：6200、6300、6324 (Cisco UCS Mini)

• 6400/16

• 2200/23400/2400系列IOM

• Cisco UCS B 系列

• Cisco UCS C 系列

此外、还包括Cisco Intersight和NetApp Active IQ SaaS管理平台。

采用NetApp ONTAP 9.7、Cisco UCS统一软件版本4.1 (2)和VMware vSphere 7.0的FlexPod 数据中心包含一个
基于Cisco统一计算系统(Cisco UCS)、Cisco Nexus 9000系列交换机、MDS 9000多层光纤交换机构建的预先设
计的最佳实践数据中心架构、 以及运行ONTAP 9.7数据管理软件的NetApp AFF A系列存储阵列。

"采用VMware vSphere 7.0和NetApp ONTAP 9.7的FlexPod Datacenter—部署"

采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod 数据中
心—设计

NetApp公司Cisco Scott kovacs的John George

本文档介绍了Cisco和NetApp FlexPod 解决方案 、这是一种经验证的将Cisco和NetApp技
术部署为共享云基础架构的方法。这种经过验证的设计为在FlexPod 上部署VMware

vSphere提供了一个框架、VMware vSphere是企业级数据中心中最受欢迎的虚拟化平台。

"采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod 数据中心—设计"
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采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod
Datacenter—部署

NetApp公司Cisco Scott kovacs的John George

当前数据中心设计的行业趋势是共享基础架构。通过将虚拟化与经过预先验证的IT平台结
合使用、企业客户已经踏上了云之旅、从应用程序孤岛向可快速部署的共享基础架构过
渡、从而提高了灵活性并降低了成本。Cisco和NetApp携手推出了FlexPod 、该产品使用
同类最佳的存储、服务器和网络组件作为各种工作负载的基础、能够快速、自信地部署高
效的架构设计。

"采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod Datacenter—部署"

采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod 数据中
心—设计

NetApp公司Cisco Scott kovacs的John George

本文档介绍了一个经过验证的解决方案 、用于将Cisco和NetApp技术部署为共享云基础架
构。这种经过验证的设计为在FlexPod 上部署VMware vSphere提供了一个框架、VMware

vSphere是企业级数据中心中最受欢迎的虚拟化平台。

FlexPod 是一款领先的集成基础架构、支持广泛的企业工作负载和用例。借助此解决方案 、客户可以在集成基
础架构上快速可靠地部署基于VMware vSphere的私有云。

"采用Cisco Intersight和NetApp ONTAP 9.7的FlexPod 数据中心—设计"

采用VMware vSphere 6.7 U2、Cisco UCS fout-generation
Fabric和NetApp ONTAP 9.6的FlexPod Datacenter

NetApp公司Cisco Sree Lakshmi Lan的John George

本文档介绍采用NetApp ONTAP 9.6的Cisco和NetApp FlexPod Datacenter、采用第二
代Intel Xeon可扩展处理器的Cisco UCS Manager统一软件版本4.0 (4)以及VMware

vSphere 6.7 U2。Cisco UCS Manager (UCSM) 4.0 (4)提供以下整合支持：

• 所有当前的Cisco UCS互联阵列型号：6200、6300、6324 (Cisco UCS Mini)

• 6454

• 2200/23400/2400系列IOM

• Cisco UCS B 系列

• Cisco UCS C系列。

采用NetApp ONTAP 9.6、Cisco UCS统一软件4.0 (4)版和VMware vSphere 6.7 U2的FlexPod Datacenter是一
种基于Cisco统一计算系统(Cisco UCS)、Cisco Nexus 9000系列交换机、MDS 9000多层光纤交换机构建的预先
设计的最佳实践数据中心架构。 以及运行ONTAP 9的NetApp AFF A系列存储阵列。
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"采用VMware vSphere 6.7 U2、Cisco UCS第四代网络结构和NetApp ONTAP 9.6的FlexPod 数据中心"

采用VMware vSphere 6.7 U1、Cisco UCS第四代网络结构
和NetApp AFF A系列的FlexPod Datacenter—设计

NetApp公司Cisco Sree Lakshmi Lan的John George

本文档介绍了Cisco和NetApp FlexPod 解决方案 、这是一种经验证的将Cisco和NetApp技
术部署为共享云基础架构的方法。这种经过验证的设计为在FlexPod 上部署VMware

vSphere提供了一个框架、VMware vSphere是企业级数据中心中最受欢迎的虚拟化平台。

FlexPod 是一款领先的集成基础架构、支持广泛的企业工作负载和用例。借助此解决方案 、客户可以在集成基
础架构上快速可靠地部署基于VMware vSphere的私有云。

建议的解决方案 架构基于使用统一软件版本的Cisco统一计算系统(Cisco UCS)构建、以支持Cisco UCS硬件平
台、包括Cisco UCS B系列刀片式服务器和C系列机架式服务器、Cisco UCS 6454互联阵列、Cisco Nexus 9000

系列交换机、Cisco MDS光纤通道交换机、 和NetApp全闪存系列存储阵列。此外、它还包括VMware vSphere

6.7 Update 1、它提供了许多新功能、用于优化存储利用率和促进私有云。

"采用VMware vSphere 6.7 U1、Cisco UCS第四代网络结构和NetApp AFF A系列的FlexPod Datacenter—设计"

采用VMware vSphere 6.7 U1、Cisco UCS第四代网络结构
和NetApp AFF A系列的FlexPod 数据中心

NetApp公司Cisco Scott kovacs的John George

本文档介绍了采用Cisco UCS Manager统一软件版本4.0 (2)和VMware vSphere 6.7 U1

的Cisco和NetApp FlexPod Datacenter。Cisco UCS Manager (UCSM) 4.0 (2)可为所有当
前的Cisco UCS互联阵列型号(6200、6300、6324 (Cisco UCS Mini))、6454、2200/2300

系列IOM、Cisco UCS B系列和Cisco UCS C系列提供整合支持。采用Cisco UCS统一软件
版本4.0 (2)和VMware vSphere 6.7 U1的FlexPod 数据中心是一种预先设计的最佳实践数
据中心架构、它基于Cisco统一计算系统(UCS)、Cisco Nexus 9000系列交换机、MDS

9000多层光纤交换机、 以及运行ONTAP 9存储操作系统的NetApp AFF A系列存储阵列。

"采用VMware vSphere 6.7 U1、Cisco UCS第四代网络结构和NetApp AFF A系列的FlexPod 数据中心"

采用Cisco ACI Multi-Pod、NetApp MetroCluster IP和VMware
vSphere 6.7的FlexPod 数据中心—设计

NetApp公司Cisco Arvind Ramakrishnan的Haseeb Niazi

本文档介绍了如何将Cisco ACI Multi-Pod和NetApp MetroCluster IP解决方案 集成
到FlexPod 数据中心中、以提供高度可用的多数据中心解决方案。利用多数据中心架构、
可以利用无中断工作负载移动性在两个数据中心之间平衡工作负载、从而无需持续中断即
可在站点之间迁移服务。
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采用ACI Multi-Pod和NetApp MetroCluster IP解决方案 的FlexPod 具有以下优势：

• 跨数据中心无缝移动工作负载

• 站点间策略一致

• 跨地理位置分散的数据中心的第2层扩展

• 在维护期间更好地避免停机

• 避免灾难和恢复

"采用Cisco ACI Multi-Pod、NetApp MetroCluster IP和VMware vSphere 6.7的FlexPod 数据中心—设计"

采用Cisco ACI Multi-Pod的FlexPod 数据中心、采用NetApp
MetroCluster IP和VMware vSphere 6.7—部署

Haseeb Niazi、Cisco Ramesh Issac、Cisco Arvind Ramakrishnan、NetApp

Cisco和NetApp合作推出了一系列FlexPod 解决方案、支持战略数据中心平台。FlexPod

解决方案 提供了一个集成的架构、该架构整合了计算、存储和网络的最佳设计实践、通过
验证集成架构以确保各个组件之间的兼容性、从而最大程度地降低IT风险。此外、解决方
案 还通过提供书面设计指导、部署指导和支持来解决IT难题、这些指导和支持可在部署的
各个阶段(规划、设计和实施)中使用。

"采用Cisco ACI Multi-Pod的FlexPod 数据中心、采用NetApp MetroCluster IP和VMware vSphere 6.7—部署"
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