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CIESPUNE:

EXEIFHAN AT NAERETEIR, =A% FlexPod Express £4. 77 X FH
R, T8N TBIERENAGFRNALE A SEE BAIIN, 156125 A MEHIZE B AR50
NP E T NetApp FEITHI25. A A FOZZHA B AIIR5!I—37 Cisco Nexus 3
iAo

b, AHIENBECE % Cisco UCS NN, XEFHIZIMFIMNRNRS2EA, RE#[B &,
ERANENESBEREE5ENEHEXINER, BEGSEWPETR * <<text>>" . BT vian
create B Rfl:

Controller0Ol>vlan create vif0 <<mgmt vlan id>>

WI AN, ERILSTRECE FlexPod RiEIFIR, ZEHERES, EFEEIS M TBREANTFTANGRAE
, IPHHEAIEEIEM (VLAN) B3, FRAMEBTEEER VLAN , AHEEAR. HRARIERNEL R
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Cisco Nexus 3172P ZpZiR(EL 12

LU ER DA 4E T FlexPod Express IFIEH{ERRY Cisco Nexus 3172P 3 ECE,

Cisco Nexus 3172P IR BI#I181%
AT IEME T WfEIECE Cisco Nexus SIRALLATER AL FlexPod Express IFEHERA,

() RS BETEERNRBIET NXCOS RERA 7.0 (3) i7 (5) # Cisco Nexus 3172P

1. BRBohHEER NI E 85 0O/G, Cisco NX-OS B BthER. WA E AR RIGE,
FIENZIEAN R TR, mgmt0 3IZFOECEMLZ S Shell (SSH) 1&8E,

2. FlexPod RIREIEMLEA] LUBIE i A NHITECE ., 3172P RN LA mgmt0 Z O A LUEZZII G EEW
¢, WeILIRALEWNEEEEER 3172P A mgmt0 #M. BEZ, IHERAERTINEERAR, B0

SSH fE,
EAREREIEREH, FlexPod Express Cisco Nexus 3172P HAIEZEII A BIEMLE,

3. EFgE Cisco Nexus 3172P 3Hitll, BRI HRRFE LHRRHEITIRE, AR, WXRBER
BALEITRIRE, FRBENRESE RN ER o



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

AlE, EREIEKERE, RASHNERESENHHEITHRIE. NREEEH, BHAn.

Would you like to edit the configuration? (yes/no) [n]: n

- AR, RAWREREEERLEEHREFE, NIRE, BHAN v

Use this configuration and save it? (yes/no) [y]: Enter

. XJ Cisco Nexus X2t B EE MIRIEPIE



ERERIIEE
EIRMHHMEEER, LHFE Cisco NX-0S /B AL BRINEE

DBEEFERAXEFRFIRNE N E mgmt 0 XY, AFEE interface-vlan Wk, @I ILINEE
(D EEhEO VAN GRIEHEIEED) S 1P Hil, MRS TR SRR
(Bl SSH)

1. Z1E Cisco Nexus 33#EH| A F13#E4 B L2 FHERINEE, BERA®S " (configt) " HANREERR, ARG
BT TGRS

feature interface-vlan
feature lacp
feature vpc

AN CEE f 2 e B EAIR (P bR B AT 1P i RS E iR @Eh & MEOZ BN AT ER A,
BR TR P A BAT IP b2 b, ERTLANMARARHESZ WA, MMERDBERNS R Z B SLH
BT, HTFEEFRIEREE, NetApp SBZVENFREMBAR TCP inARMEISHEEH,

2. #RRERRN (config t) T, BMALLTEHLLUILE Cisco Nexus M| A FI3ZHkA| B LR L/HimORE
AR TEECE:

port-channel load-balance src-dst ip-l4port

WITERERWMEE

Cisco Nexus FaEA—MHBRIFIIEE, ARG RIE. MRKEFCBBITERMNEZ, NWRHFRIEGETH
1 B PR S E I R A S R IERE. RIBFEIARE, ALFROETEMREZ—, SENSHIA

NetApp BIGKEMIFRIE, UERINER TRAAAHOESMAAMEIRO, HiIKERFINEEREREESMNRED
WEE. Lt EXRZETRENNEEHEIR, HISNRFIRANSREOSRERBMIFFRIESERBE. o, £
RBHRARIFORSMARK D EERE, XIFFLA LRI CIRZSRIL R MBI B AR E Mo

ANARSS 28, FAER] LITHERRSTHRANIEY , BRI KEERMBRES, THETENAFRMNMRIENER . £
XMERT, ErRIaEFEEE R ORE A sEfER O A FEIRT.

AINMERT, FAS—EFRF, EUSEO LERMMNEIESTT (BPDU) RiF. AT PILEMEZRH IR
B, SNRTEUEO EBRIRE S — 318 BPDU , MILTHEER X FLtbiR .

TEREREN (config t) T, BITLATE<SLIECE Cisco Nexus 32#EH], A FIZIHA B L RIBRIA L FARZETN,
BFERIALG AR BPDU RHF:

spanning-tree port type network default
spanning-tree port type edge bpduguard default



ENX VLAN

FEEEBEARE VLAN BIENIROZE], DIEREN EENXSE 2 B VLAN . Ib9h, SEFXT VLAN #1763,
LUER SR I TE = HERR

FEERN (config t) T, BITUATSEEXHER Cisco Nexus 3/l A MIZZH%4 B LRISE 2 =
VLAN :

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan_ id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

BB h IR E iR 5
57% 2 B VLAN SEEH—1%, HFEEDIRERAETREMGEHR.
TSP HANMEERR (config t) B, B FlexPod BEAREENN FIHOBA:

Cisco Nexus 334l A



int ethl/1

description AFF A220-A eOc
int ethl/2

description AFF A220-B eOc
int ethl/3

description UCS-Server-A: MLOM port 0
int ethl/4

description UCS-Server-B: MLOM port O
int ethl/25

description vPC peer-link 3172P-B 1/25
int ethl/26

description vPC peer-link 3172P-B 1/26
int ethl/33

description AFF A220-A e0M
int ethl/34

description UCS Server A: CIMC

Cisco Nexus 3Z#E4 B

int ethl/1

description AFF A220-A e0d
int ethl/2

description AFF A220-B e0d
int ethl/3

description UCS-Server-A: MLOM port 1
int ethl/4

description UCS-Server-B: MLOM port 1
int ethl/25

description vPC peer-link 3172P-A 1/25
int ethl/26

description vPC peer-link 3172P-A 1/26
int ethl/33

description AFF A220-B eOM
int ethl/34

description UCS Server B: CIMC

B AR SS ss I fEfE B IR T

IRSBRANEFEMNEERZOBEBENEA— VLAN . Hlt, BEEEZEOROEE AR, IS NKHRYE
XEIE VLAN , FEBERMEOXBBEHR AL,

FEER (config t) T, WAUTHLARSBNEFENEIREOLEROIRE:



Cisco Nexus 3Zi##/] A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus 324 B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

WITEMR O BEEEBERE

B EIMEOEE (vPC) , MIEEESIFE NG Cisco Nexus 3THRMAIEERR B] L B R IEERIE=MEEN
BIR@E, F=MEEAUSREN, REF[UEMEMMLEILE. vPC ATLURMHE 2 EZREFTNEE, @2
EINER, ENRZEBAZINHTREURGFEERARENAHTERE, SRR,

vPC EBLITIE:

* AFRMEFER LPZE ZEERIROE
* SHBRE AR YRR LAY IR O
* RIETIFERIATH
* EFAFTARI A LTS 5
© EFERSISE R EREN R HIRER S
* IR RIS IE S 88T
© EEMRER T AN
E(F vPC TIEEIE BT, TEEM Cisco Nexus RN Z [BF#IT—LEYIAIRE., MREAE T mgmto Fd
E, EEAEO LT XML, HEA ping " RIEENIRE I LUB{S[switch_A/B_mgmt0_ip_addrlvRF" EiEds
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FEERERI (config t) T, BITUTHSAREREIEE vPC 2FECE:
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vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus 3Z#i4] B



vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Ao B T fiffim 1 i@iE

NetApp 7ZiEisHI28 /2 P E AR E 514N ( Link Aggregation Control Protocol , LACP ) 5W&REIIE
& - EEhER. RIFFEA LACP , AAESEREYZERMNEMEEIERIEE. BTMEREN vPCIKERN
, B, BEXMAE, EeILUEER) - EEIEEMNFEEERIIARNYIER Y. S§MEHSESES Nz
B ERE R EER, B2, M MEREETE— vPC MiZO4H (IFGRP) .

HFEERI (config t) T, WENIMBITUTESL, EEE NetApp AFF $2HI2RIR B E S ME
O AR & pirYim e i E .

1. 7E3HRA A FISZHRA B EIETTUATan <, AfefEiEhlss A REixEE:



int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. TR A RIRIRA B EiB1TIA R an<, AEfEITHIZE B BB iR [&@E

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

AR LN, EA/ MTU 79 9000 . B, RIENAREFER, EAILUEESHH
() MTUfE. 721 FlexPod RS RAREMFIN MTU BIFHEE, AfF2 K MTU RE
FEWE SHER QXL RIEORES.

AeE RS 2e %%

Cisco UCS IREZBEBF— MmO EMIZEOE VIC1387 , ATEIEREUNREA iSCS| B5h ESXi 21FR %k,
XL OERE NEE SRR, AERERZIMBETINTS, BT XEERDHES NN L, BMEER
BT A EHRERN, IRSBSIHAEEREIBTT.

FEER (config t) T, BITUTEH<, NERIESMRSHBNEARERDIKE,

10



Cisco Nexus 3Z#i#]l A : Cisco UCS Server-A # Cisco UCS Server-B i &

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

cCopy run start

Cisco Nexus 324 B : Cisco UCS Server-A #1 Cisco UCS Server-B it &

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

TEUCRRRTS SRIES, BRI MTU 7 9000 . B2, RIBNARREFENR, EAILUEEEIM MTU H. BN
FlexPod fERA EFIRERFER MTU BIFFEEE, AFZER MTU BEEFREBKSBHEERER, TEE
MiXERIER, RN RT RN,

EBIRINEZS Cisco UCS ARS52ERY BEBRFSZE, AN A B LHTARINAIARSS 28 PR NBISZ A i

Oiz{7 EiRan<

B _E1THERRIEE B I A P48 £t R 14

TRAER] FIRRILS Bt 2844, BT LAERR 75 /AT IHEER L1T9%E81%% FlexPod M5, SNREFEIMER Cisco
Nexus If1%, NetApp ZiNfEMA vPC @3 1758 FlexPod HF1EHEY Cisco Nexus 3172P A ZEE EI &AM
Zetah, 3F 10GbE ERtZRMfERAZ, LiTsEMEILIZ 10GbE L1THEER, WMRFE, LITHIRAUE
1GbE ERZefIfif RS SR, AILAER LIRS EZECIZEIIMBIFEN _ L1785 vPC . BBERR/GE, 1BESHIETT copy
run start T8RN L FREFEE.

"F—%. NetApp FEHRBRELRE (5 1889) "
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NetApp Hardware Universe

NetApp Hardware Universe (HWU ) R ZFRI AEA4EE ONTAP M ARt T 10 E MR EGAYE. ©
IRftT ONTAP I HATZIFHIFTE NetApp FEISENEEES. Itih, FRET —MAGREMR,

HIAE L ER ONTAP hRASTHHEE L AR A E A

1. 3508) "HWU" R BB R A EISRE. REIEHZET-RUEERFERZAH ONTAP RS EFMHR
MAEHY NetApp ZifiRE 2 EBIFRE o

2. 3E, BEREFMELERANT, BREMREFERTA.

1=H28 AFFXX RFIBVATRF M

EMXEHERAENYIEANE, 152 NetApp Hardware Universe o 52 TED: BSER, HEHNER
2R A Betle Epim O F1 4 2%

e
SRR SR R ST R THR R "AFF A220 STRY,
NetApp ONTAP 9.4

FCETER
FEIETIREMAZE], BREE~mFRFRRE LR, PRETEETIER" (ONTAP 9.4 g ETER)

o

()  URGERS AT ERRERRE,

TRETRT ONTAP 9.4 LEMNIBEEE,

SEIFMER EEEMEEE

EETSAIP HE <<var_nodeA_mgmt_ip>>
SRR A MK <<var_nodeA_mgmt_mask>>
EHTRAMX <<var_nodeA_mgmt_gateway>>
EBETRARMN <<var_nodeA>>

SEBTSR BIP L <<var_nodeB_mgmt_ip>>
BT B KB <<var_nodeB_mgmt_mask>>
EHTRBMX <<var_nodeB_mgmt_gateway>>

12


http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

EEFAER EEFAEREE

EHT S B A <<var_nodeB>>

ONTAP 9.4 URL <<var_url_boot_software>>
EBZR <<var_clustername>>
SREIE P it <<var_clustermgmt_ip>>

£ B WX <<var_clustermgmt_gateway>>
£55F B WD <<var_clustermgmt_mask>>
2 <<var_domain_name>>

DNS BRs52% 1P ((ERILIBIAZ ) <<var_dns_server_ip>>

NTP 5328 IP  (ERILAGAZ ) <<var_ntp_server_ip>>
FETRA

BEETRA, BRAUATTE:

1 EEFERARES BIRO. BNEE Loader-ART . B, NREFHAFLTENRREIFF, 1FE
FILUITHR Ctrl-C R BEhBEhEIF

Starting AUTOBOOT press Ctrl-C to abort..

2. RITFRFRBH,

autoboot

3. #% Ctrl-C #HNBEIHE,

402R ONTAP 9.4 REEBETNHVIFIRES, IBREHITUT T BIUR KM, WREESTIFIZ ONTAP 9.4
RS, BRI 8 Al y UEBHBEI T R. AfE, #RERITIE 14,

BRI, EERIED 7,

BN y BUTHR.

HERT THMMEIROIER coM o

SN y IBIEFED.

EAEMNAIEIIN eOM BY IP ik, PULEIBESFNERIARI X,

© N o g >

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

9. I NRITEE AP EIERHERI URL o

13



10.
1.
12.

13.
14.
15.
16.

17.

() itk Web IRESSUTATHIT Ping HB1F,
<<var url boot software>>

% Enter INBERF &, ®RnTHFR.
BN v B RENRRE RS ERNBoIFREREGAR S,
WA vy UEHBIT R

REMIIHES, RGAJRERN BIOS MESECR FHITEIN AL, MMSHREMBE, HPIEETE Loader-A 12
TFMFLE, WIRREXERE, RARRISIRETBRERRE.

¥ Ctrl-C #HNBEIXE,
73 Clean Configuration # Initialize All Disks 3E3F%IN 4 o
BNy REERES, SEEREHREMNXHRS,

N y LURERHEE ERIPRAE $3E.

REGHIIRLMEIETEFE 90 DS E K8 A ek, REBURTFEZHENHEMER, in
kalla, FREASKBENRBR. FEE, SSD YRAFAFNREIEMGSZ, ERAUETR ANEEES
RS EHITTI R B BECE.

TR AFELEAE, FIEET = B

CET = B

ZEETR B, BRMUTIE:

1.

14

ERIEEAREN RO, BNEE Loader-ARTT. B, NREFEAZLATENRSHERS, 1B
FILUITHR Ctrl-C R BEhBEhEIF

Starting AUTOBOOT press Ctrl-C to abort..

- ¥ Ctrl-C #HNBEhRE,

autoboot

HIRTREY, #&Z Ctrl-C o

9N2R ONTAP 9.4 N2 E SRR, IBREHITUT TR IALEIHIRMS. MRESTNHIZ ONTAP 9.4
7S, IEERRIED 8 Al y BB T R. AE, #ERITIE 14,

BREWRMG, BERBEIT o
BNy ITHS.
NERATF THIINEIROERE e0M,



10.
1.
12.

13,
14,
15.
16.

Zx4

BN y LBEIEHBE .
TEAENAIE N eOM Y IP Huhit, PILZIBISFIRRIARI R,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

MARITEE P EIEHEY URL o

(D) it Web FRSSBUTAAHIT Ping 121,
<<var_ url boot software>>

E Enter Eﬁ)\ﬁﬁ)ﬂ%, EE/-J__\%H%F%O
WA v BRI B N e ENBIFEAREGA R
WAy UEHBHT R,

RN, RAFIEER N BIOS MiBECRE FMTTEIFA LR, MMSFEEMED, FHAIBETE Loader-A $E
TIMELE, IRREXERE, RARRSISIRETBEMRRE.

# Ctrl-C #NB IS,

WERRIEIN 4 LUBFRECE H AR UFr B R,

WAy BHEEEE, EEREHRENIXHRS
WIN y URBREGER _EROPRB R,

REBGHIRCEIRAIERE 90 D P E KA aA fETTA, BAEBURTAIERHMENKEMEE, A
e, FRASRKENRR. BIE, SSD YIEAMENEEE/DEZ,

ST = A BCEMEEFECE

MERREEEFIZEA (TRA) EHeRANERaROREFF, ETTRIRENS, BXETR LB
ONTAP 9.4 BY, RFERUEREIZ,

1.

@ £ ONTAP 9.4 Ff, TRMEFHIKBERIETEREL . I, KEHRERNSATRESRETHE

— &, [ System Manager B F A& &%,

RERENMEET S A

15



16

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

- SEIT R BEIEEOR P ik,

WA UERAGFLTRERITERIEE. AXENMBUNEEFEA NetApp System Manager 5| S E#HI TR
RE.
BHESISIREURLEER.

BN <<var_clustername>>" {ENEERF, HABEREMNS TSI * <<var_nodeA>>" 1"
<<var_nodeB>>" , MANEBERFEHERANEL, ETIENERHENEERE, WAEHEXFAIIL



MNettpp OnCommand System Manager

== Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad mation requaed befow o canfiger e your oester

Cluster Mletwirk Suppot

Cluster Name |_

Modes

STy

0 Mot sure all nodes have been discovered? Refrash

FAZIRED R S00OMHIEL FAZIRED EFRS00OHIT

@ |

Cluster Configuration:

@ Us=mame admin

[T

P ® |

Switched Cluster Switchlesss Cluster

Fazsword |

Canfirm Password |

Cluster Base License [Optianal) |

ﬂ For any gueries

Feature Licenzes [Opronal)

related tz licenses, contact My sSUppOrt.netapp. com

ﬂ Chuster Base License is mandatory to add Feature Licenses

SRR LU NEERY, NFS #0iSCSI MIThAEEF Bl
6. IAEER—ERESHE, IBHIETELIERER, IWRSEESBHETRZ MRS, WTEEEL 9 #EE,

7. BB,
a. BUHIER P it SEE%

b. fEEEFEIR IP HltFEEFIGN * [var_clustermgmt_ip]" , TEMISZIBISFEIRIGN
[var clustermgmt_mask]" , 7EMXFEEHEN * [var_clustermgmt_gateway] . ... EFRIHEOFEH

AUEEERE LUERE T = A BY eOM

C TRANTREREIPBIEF. A= BRI <<var_nodeA_mgmt_ip>>
d. 7£ DNS & FEEH4a N * <<var_domain_name>>", 7t DNS Server IP Address FEEFHIN °

17



<<var_dns_server_ip>>" o
el LU Z 1 DNS BRS528 1P #hdik,
e. 7% NTP BRS8EFEHPIHIN * <<var_ntp_server_ip>>"
A LI NE R NTP BRSS 25,
8. BEEXIFER.

a. MREIIMERENRIEERIAIR AutoSupport , IEERIE URL HF3A URL o
b. I NE @K SMTP BB ENH] BB F Pk,

BRNE GBS A, AT EREUENE. ERILUEREASE.

18



NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. HIEREEIEC MY, B Manage Your Cluster LAFCE .

19



MEFREEHEE
RREFET SR ERE

1=

) &N

RFrE&REMEES
BERERTHMEEREEE

==

=, BEITUTH<:

disk zerospares

BERE UTA2 im0 MERISE

] AL B RS EY

1. iB1T ucadmin show 1%, IIFIROMYFIBEICHI L EIZEE,

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target = = online
AFF A220 A 0d fc target = = online
AFFEF A220 A Oe fc target = = online
AFF A220 A 0f fc target = = online
AFF A220 B Oc fc target = = online
AFF A220 B 0od fc target = = online
AFF A220 B Oe fc target - - online
AFF A220 B 0f fc target = = online

8 entries were displayed.

2. WIREEERRIRON YRR ES N cNa ,
imAMEIRE:

EIES

HEDIREN Bin . NRAE, BEAUTHISEN

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna —-type target

BT, BOSTRTFHRIVAS. EEimOk, \iaiT

AT

‘network fcp adapter modify -node <home node of the port> -adapter <port

name> -state down’

®

MRELTIHOBN, NHMERS
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EmREEZEEZEO (LIF)
EERRBELF, BRBUTSE:

1. BTRYRIEEE LIF %K,

network interface show -vserver <<clustername>>

2. EHREHEELIF,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3 EMZTABEBIELIF,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

EEHBEEIE NMSEBMIERR
EERBEERE LISE auto-revert &3,

network interface modify -vserver <<clustername>> -1if cluster mgmt —auto-

revert true

KBRS IR IEO
BRI TR EMNRSAIERDECFS IPv4 sk, EB1TUTEa<

system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 -enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D) Bsa=s P iy 5T REIE P ML FR—F MR,

£ ONTAP /5 FER =TS
BIAERRAEMEKRIERS, BEREREXNREBTU TSRS

21



1. IR HEEERE TS BIRTS,

storage failover show

" [var_nodeA]" M * [var_nodeB] EBAABEBHITERE. WRTRAIURITEE, BRESE 3,

2. EFRIM I RZ— LERSEES,

storage failover modify -node <<var nodeA>> -enabled true

AR ELEBREERERE, XM REA LU THIERS,.
3. FUIENR TS REEEFAY HA KT

P BERERTRAER UL RS,

cluster ha show

4 MREETSURM, FRESE 6. IREETSTAM, NEAHGSHEERUATHER:

High Availability Configured: true

O RN T REEFE A HA R

(D) BoHAERILULSANERETIHS, RATRSHHRERTE LT,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. WIFREEIEWECERHHE), HIREFEENECK IP ik,

storage failover hwassist show

HE RERE: #81R: RRFIENTRAHN hwassist REER RKREEBGNEL. TITUTHS
IARCE BE 14BN

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

22



7£ ONTAP ol ERIMI MTU /"~ #51
EAUE MTU 77 9000 BYESHES #8318, RBITUA T <!
broadcast-domain create -broadcast-domain Infra NFS -mtu 9000

broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

MERAT B AR BR 2R R i

10GbE ##Eim BT iSCSI/NFS i, XLEimON MERIAE MR, REBmO eOe 1 e0f , BN MERIAIHF
B

BN BERRERRD, EETUTeS:
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

£ A UTA2 in O ERYRERH!

NetApp SfESRELE, TEEEFIIMNRLENFIE UTA2 s LRARERS, BERARERS, BETUTH<S
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£

net port modify -node <<var nodeA>> -port elc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAP F & IFGRP LACP

none

second

none

second

none

second

none

second

none
second

none

second

none

second

none
second

S RIpYER AT EM D HE S LURRE O LR —132#F LACP B3Nl HRISHAECE [Ef.

£

24
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

7Z NetApp ONTAP D& B AU

2% ONTAP WimECENERERN (MTURBEN 9, 000 F1) , HEMEEE Shell iZ1TUATa<:

AFF A220::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

7 ONTAP H16# VLAN
E7E ONTAP HF41E VLAN , BZMUTHE:

1. 83 NFS VLAN ixOFH G E AR SR #1E,

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Bl|# iSCSI VLAN Im OF & EARE SR #5153,



network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. 83 MGMT-VLAN %0,

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

7T ONTAP H18EER &

£ ONTAP iREdTEd, FEIE— I EARENRE, BRHMRS, FHERSEN, BERRESHNTRK
HEZHMEY

ZRIEREG, BIETUTH<:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

ERETEVMMRE—NHE (EBRREANHE) FA&BEHE, REMER, SMELRBENNNELE—E
=7
MENERTTG,; EUESENIMZENERERINEE,

EHEREETMZAI, TECNEERES, 11T aggr show M UEBREABIEBIRS. F aggrl _"nodeA’ BX#lZ
B, 1B7NARERIE(E,
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7 ONTAP HER &R X
BB EEP HIREER FMNNKX, BETUTHS:

timezone <<var timezone>>

(D BN, EXERER, BIXA America/New York ., FRBARXREITGE, & Tab BEF R ALE
o

7 ONTAP HfCE SNMP
EfigE SNMP , B TS E:
1. B2E SNMP EAEE, G EMEER A, I8, HESE SNMP FRE/RA sysLocation Fl

sysContact TE,

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. FE& SNMP FERLREEZIZ EM

snmp traphost add <<var snmp server fqgdn>>

7 ONTAP HfE SNMPv1

EECE SNMPv1 , BIRERZNHEXHNHEN B ASEL,

snmp community add ro <<var snmp community>>

(D 151Z/EER snmp community delete all a8%, MIRHXFERBHAFEMSEm, Mitd
LR EMIFR.

7£ ONTAP HfigE SNMPv3

SNMPV3 EREEXHERERFPHITHHIIE. BEE SNMPV3 , B TSR

1. 1817 security snmpusers B UBESIZEID,

2. BiELZ N snmpv3user AR,

27



security login create -username snmpv3user -authmethod usm -application

snmp

3. WNRURLASIZ ID , SAEERE D5 (ERASHBIIENNY
4. HIRTRE, BASSEIEDYHNR/NMNER)\NFROERE,
5. 3EHE des 1EAFRFAININ,

6. HIEREY, BN RNMER/\ N FRFNERL.

7 ONTAP it & AutoSupport HTTPS

NetApp AutoSupport TE@iE HTTPS [d NetApp KX IFHHEEEFEE. ERCE AutoSupport , iBIETTILT

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

g% Storage Virtual Machine

E0||EEAZeH Storage Virtual Machine (SVM) , &R TESE:

S— /= A/\\
1. I81T vserver create #85%

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. BEIERARIE NetApp VSC B infra-sVM B & FIRA,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. M SVM B ERREFHENIN, AR NFS #iSCSI

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 7f infra-sVM SVM H/EB#HE1T NFS thil
‘nfs create -vserver Infra-SVM -udp disabled®
3. ¥TFF NetApp NFS VAAI fiifffY svM vStorage &%, G, WIIREGEEE NFS,

28



‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®
"vserver nfs show °

(D B ITHMGSRIET A vserver , A Storage Virtual Machine LB AARSS 250

7 ONTAP HfidE NFSv3
TR T ERILECERFFEHE R,

BFAER BFAESE
ESXi 41 ANFS IP #hitit <<var_esxi_HostA_NFS_|P>>
ESXi F#1 B NFS IP it <<var_esxi_HostB_NFS_|P>>

7 SVM LFEE NFS , BiETIUATa<:

1. ERIASHERBE R RS ESXi ENSIR— AN,

2. NEENED ESXi ENHE— M. SPENEHEBSHIMUES. F—1 ESXi EHBIFNZERSI7 1
» BT ESXi ENHIMMNERSI7 2, MKILSEHE

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. KBS HERER D ACLA EAZRM SVM 1R

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D INREEFEIRE vSphere [FRFETFHREE, N NetApp VSC = HpMMER L ERES, MRFR
LRIARSS RS, MATERIMEM Cisco UCS C RFIARSS 288 2 S i SRBEFLN

7£ ONTAP 182 iSCSI iR
EHFE iSCSI fRS, BRMUTEE:

1. 7 SVM _EBIE iSCSI RS, ISR BE iISCSI BRSH I SVM &= iSCSIIQN , BiFTRBZ RS
iSCSI »
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iscsi create -vserver Infra-SVM

iscsi show

£ ONTAP g2 SVM RENAHHZHEK
1. EE TR LEE—INEFREMEN SVM RENHHEZHEK.

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate

aggrl nodeB -size 1GB —-type DP

2. IEBELITR, UEE 15 PHEHR—IIREREXR.

job schedule interval create -name 15min -minutes 15

3. BIEREX R

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. MR RGEXEAHRIIERSELIE.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

7£ ONTAP HEZE HTTPS i5i0]
B EXNFEEFISENE 25, BRI TEE:

1. RS WEEH LHIRRES

set -privilege diag
Do you want to continue? {yln}: vy

2. @E, BEESRIIR. BITUTHLUIEES:
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security certificate show

3. WFFARMIED SYM , SEBARZNS SVM B DNS FQDN ITE2, PMERIAIEBR RIS, HEirAEE
BIEBEIEBIME AR BN,

BRIFELEIE B 2 aifBRETEBAYIER, 1817 security certificate delete < MIBRETHERAYIE
B, EUTEHSH, E Tab completion EFEHMIFRE N ERINIER,

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 55242976

4 BERALZEBSRIED, BE—XRMETUT®S, A infra-sVM F1&EEf SVM A ARS 2EH. B, 13
fF8 Tab completion ZEBHTER X LR,

security certificate create [TAR]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. BIREWATH BHFIESEIIE, 1517 security certificate show i,

6. /A * — server-enabled true” 1 * — client-enabled false” &£/EANINISIZMNESNER. B, EEH Tab
HE,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. BRBHEE SSL 1 HTTPS iAa) &2 A HTTP hial.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {y|n}: vy
system services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>
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() abRessEEREE—£#2EE, SHLEETEE.

8. BIREIEERANIREFHEIRIZE URIF Web A SVM .

set -privilege admin

vserver services web modify —-name spi|ontapi|compat -vserver * -enabled

true

7 ONTAP 163 NetApp FlexVol &

E6U# NetApp FlexVol &, BHIAERI, KNREMENRS. IR VMware SiEEFEESH — 1 RS

RREE,

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate

aggrl nodeA -size 500GB -state online -policy default -junction-path

/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB -state online -policy default -junction-path /infra swap

-space-guarantee none -percent-snapshot-space 0

-snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online -policy default -space-guarantee none -percent

-snapshot-space 0

£ ONTAP FRiSHEE HUEMIFR
EHENNE LEREEHRERRR, BBTUTHR<:

volume efficiency on -vserver Infra-SVM -volume

volume efficiency on -vserver Infra-SVM -volume

7£ ONTAP A6IJZ LUN

EGIEBBANEE) LUN , BET U Tes:

lun create -vserver Infra-SVM -volume esxi boot
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot

15GB -ostype vmware -space-reserve disabled

infra datastore 1
esxi boot

-lun VM-Host-Infra-A -size

-lun VM-Host-Infra-B -size

() s Cisco UCS C RFIBRS M, AROIREISMIRE LUN o
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7£ ONTAP H4132 iSCSI LIF

TRINHT et ECEFRFRES.

FHHER

EfETI R AiSCSI LIFO1A

77fET = AiSCSI LIFO1A P& 181D
7Z7fETi = AiSCSI LIFO1B

7FfiET = AiSCSI LIFO1B 4883
77T = B iSCSI LIFO1A
776ET = B iSCSI LIFO1A M£E S
T /= B iSCSI LIFO1B
77fET = B iSCSI LIFO1B M£E

2
<<var_nodeA iscsi_lif01a_ip>>
<<var_nodeA iscsi_lif01a_mask>>
<<var_nodeA iscsi_lif01b_ip>>
<<var_nodeA_iscsi_lif01b_mask>>
<<var_nodeB_iscsi_lif01a_ip>>
<<var_nodeB iscsi_lif01a_mask>>
<<var_nodeB_iscsi_lif01b_ip>>

<<var_nodeB_iscsi_lif01b_mask>>

1. BIEM iSCSILIF , 8N TEED.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A 1d>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1if0Olb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1ifOlb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

7 ONTAP H16l## NFS LIF
TRINH T ERILEE B RNE R
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FER

ZET = ANFS LIF 01 1P
1FHET = ANFS LIF 01 4865
EET R BNFSLIF02IP
77fET = B NFS LIF 02 P£E#8H

1. B3 NFS LIF

FAERE

<<var_nodeA_ nfs_lif 01_ip>>
<<var_nodeA_nfs_lif 01 _mask>>
<<var_nodeB_nfs_lif 02_ip>>

<<var_nodeB_nfs_lif 02_mask>>

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data

-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan 1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-

domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data

-data-protocol nfs -home-node <<var nodeA>> -home-port ala-

<<var nfs vlan i1d>> -address <<var nodeB nfs 1lif 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up -failover-policy broadcast-

domain-wide —-firewall-policy data —auto-revert true

network interface show

AINERLSRA SVM EIE 5
TRIIE T et EFRRRIER.

HAHER
Vsmgmt IP

Vsmgmt W&
Vsmgmt ZRIARA X

HAEEE
<<var_svm_mgmt_ip>>
<<var_svm_mgmt_mask>>

<<var_svm_mgmt_gateway>>

ER A SVM EIESIHM SVM BIEFEZOANE EENE, BRAU T R:

network interface create -vserver Infra-SVM -1if vsmgmt -role data

—data-protocol none -home-node <<var nodeB>> -home-port eOM -address

<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up

—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

() ey SVM BIR 1P STRISEREE P (i FE—F M,
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2. QEE—EUARREH, LUE SVM BIREORER RN R,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. 4 SVM vsadmin AP & BEZBHAERBIELLEF

security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var_ password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"HE T3 Cisco UCS C RFINRAARS SFEBIEFL B

Cisco UCS C RFINZRAMRS B E R TR

T—TFANETATFEE Cisco UCS C RYMIAIZRARSS 28 LATE FlexPod RIFACE
ERBIRESE,

3t Cisco EMEIEIRSZ 281 1THI4 Cisco UCS C Ry IRSZEEIGE
SERR TS BUYIIAIGE Cisco UCS C &5 IRSZ 22/ CIMC 10,
TRINHE T AT Cisco UCS C RFIHIIAREZESECE CIMC FREREE.

FHER FHESE

CIMC IP i3t <<CMC_IP>>

CIMC Fi#hg <<CIMC W£&#8tg >>
CIMC ZRIARI% <<CIMC % >>

(D) W3EREMI CIMC iR CIMC 313 (g) .

FREMRSS 23

1. 5§ Cisco 282, fMSIFMEAR (KVM) ¥R (RARSSERIRMA) EEFIIRS|[IEEM KVM 50, ¥ VGA R
Tastl USB SEEENENAY KVM $eiiasin o

2. fTARSHEIR, FRARTERA CIMC ECERNE F8,
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. 7£ CIMC ERE SRR, &E L TEm:

° M£&1EO+k ( Network Interface Card , NIC) &= :
" EH"X"

°IP (BE)
" IPv4 . [X]
* BEBE DHCP : []
*CIMCIP: [CIMCIP]
* B/ FM: [CIMC netmask]
* Wx: [CIMC W% ]

° VLAN (&%) : REPEFRIRESUZEA VLAN fRic.
* NIC TR
"I X
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co TMC Conf i tion Utilit

4. 12 F1 AIEEHMGE.

c BRI
* FHRA: [ESXi_host name]
" hA DNS @ []
" HITROANRE . RIEFERIRS.

° BINAFR ()
* BHAZES: [admin_password]
* EFWMAZEE: [admin_password]
- mOEMY: ERMIAME
* ImOREXH: FREFERIRS.
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FactorybDefaults

Default User

Port Properties

Admin Mode Operation Mode
U T 1]
fLll

A0 A S i e o RSO, o e o e 0 o A O DR e o e e
exEnablesDisable {FSxRefresh

5. ¥ F10 7% CIMC #Z0OE &,
6. 1%@@3%)%: E Esc iESIII:I:IIo

BCE Cisco UCS C A %IArS528 iSCSI [BTh
TEllt FlexPod fRIEEZE, VIC1387 ATF iSCSI Bl

TRIIE TEE iSCSI BRIFIEIER.

()  #ERTEESX TNR—HBRE,

BFAER FAERE

ESXi ENETHIEE A BT <<var_UCS initiator_name_A>>
ESXi FE#1 iSCSI-AIP <<var_esxi_host_iscsiA_|IP>>

ESXi 4| iSCSI-A MLZHE <<var_esxi_host_iscsiA_mask>>
ESXi F#1 iSCSI @FIAM X <<var_esxi_host_iscsiA_gateway>>
ESXi EHEsHIERE B ZFR <<var_UCS initiator_name_B>>
ESXi E#iSCSI-B IP <<var_esxi_host_iscsiB_ip>>

ESXi E£#/1 iSCSI-B M£&##8t5 <<var_esxi_host_iscsiB_mask>>
ESXi E£#1iSCSI-B Mx <<var_esxi_host_iscsiB_gateway>>
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FHER

IP i3tk iscsi_lif01a
IP ik iscsi_lif02a
IP 331k iscsi_lif01b
IP 33tk iscsi_lif02b
infra_sVM IQN

BElRFEE

BRBERHINFRE,

BRAU TSR

FREEE

1. 7£ CIMC AENEREOH, BE Server K Hi%#Z BIOS .
2. B Configure Boot Order , ZAIG&E T OK .

B=
Chassis

Summary

Inventory

Sensors

Power Management

Faults and Lags
Compute
Networking
Storage

[torage]
Admin

CISCD

/& / Compute [ BIOS

Configure BICS Profile

C220M5.3.1.3d.0.0613181103
-

Llefi

BlOS

Save Changes

3 BIOS Remate Management Troubleshoaoting Power Policies
Erter BIOS Setup | Clear BIOS GMOS- | Restore Manufacturing Custom Settings
Caonfigure BIOS Configure Boot Cirder
BIOS Properties
Running VYersion
UEFI Secure Boot
Actual Boot Mode
Configured Boot Mode
> Last Configured Boot Order Source
Configured One time boot device
[
3

¥ Configured Boot Devices
Basic

Advanced

3. BERHRINEEE THREHEISRATRREE U TIRE.

° AT TR

* Z¥F: KVM-CD-DVD
= FHA KVM BETRY DVD
CRES: BEE

G 1

° N0 iSCSI BEf.
= ZFR: iscsi-A

PID Catalog

Restore Defallts

Actual Boot Devices

LIEFI: Built-in EFI Shell (MonPolicyTarget)

LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)
LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)

LIEFL: Cisco viMM-Mapped vDvD1 .24 (NonPolicyTarget)
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" K& BEBA

" iE: 2
* 5K MLOM
1 )

o BAFAIN iISCSI BEf.
= Z¥R: iSCSI-B
KA BEBA

* R 3
* {51 MLOM
1

4. BEHEAMIZE,
o BEREREFEN, ARBEHXH,

Configure Boot Crder

Configured Boot Level:  Advanced
Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FRE Boot
Add SAN Boot Name Type Order State
: Ku'h-MAPPED-DWD WIEDIA, 1 Enabled
Add LB (] iscska ISCSI 2 Enabled
Add Virtual Media .
|| isCElB ISCSI 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 5D Card
Add MNyVME
Add Local CDD
Reset Values Close

6. EFTEEARS R UERINBRINE B,

/A RAID 1THI28 (WNR7FTE)

MR C R7IRSZ2EE S RAID 1THI28, 1B THE, M SAN BBl EAFREFE RAID 488, & e LIMAR
Z2RTYIEMIBR RAID 15128,

1. & CIMC EMSME SR BIOS .

2. 3%#% Configure BIOS o

3. @M TREhE] PCle #HfE: HBA X ROM .
4. MNRHAZALE, EHHEIZER disabled ,
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BIOS
lie]

Mote: Defa

Reboot

Intel

Femaote Management

Server Management

Troubleshaoting Power Palicies

Security Processor Memory

ultvalues are shown in bold

Host Inmediately:

VT for directed 10: | Enabled

Intel VTD ATS support: | Enabled

LOM

Pcie

Port 1 OptionRom: | Enabled

Slot 1 OptionRom: | Disabled

MLOM OptionRom: | Enabled

Front NVME 1 OptionRom: | Enabled

MRAID Link Speed: | Auto

PCle

Slot 1 Link Speed: | Auto

Front NVME 1 Link Speed: | Auto

P

VGA Priority: | Onboard
-SATA OptionROM: | LSI 5WY RAID

USB Port Rear: | Enabled

USB Port Internal: | Enabled

IPV6 PXE Support: | Disabled

77 iSCSI =nhElE Cisco VIC1387

U TEESEERFATF iSCSI BEhf Cisco VIC 1387 o

8l iscsSl vNIC

1. BEFMLLEIER VNIC o
2. £ Add VNIC ZoH, BALUTRE:
Z#R: iscsi-vNIC-A

o

o

MTU : 9000
ZXIA VLAN :
VLAN &= :

' <<var_iscsi_vlan_A>>’

R4k

Enable PXE boot . check

¥ vNIC Properties

¥ General

Hame:

CDN: | WIC-MLOM-ISCElMIC-A

MTU: | 9000 {1500 - 5000;
Uplink Port: | O v
MAC Address: O Auto
@® | 706954 CO98-ED
Class of Service: | [ (0-B)
Trust Host CoS:
PCl Order: | 4 {0-58)
Default VLAN: (O Mone
® | 3139 [~]

FPoweriPerformance

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
M.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

VLAN Mode: | Trunk

Rate Limit:

Channel Number:

PCl Link:

LI =

Enable NVGRE:
Enable VXLAN:
Advanced Filter:

Port Profile:

<

Enable PXE Boot:
Enable W¥MQ:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout:

]
(1 - 1000)
o-1

(0-600)

41



3. BHFNM WNIC , ARBEEHHT.

4. ESIERRLIRMSE— vNIC .
a. ¥ VNIC #5B/9 iscsi-vNIC-Bo
b. %\ * <<var _iscsi_vlan_b>>" {EA7 VLAN o
C. ¥ LITHERIRIIZE N 1 -

5. EFRAMBI VNIC iscsi-vNIC-A,

|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIS vHEAS
v wHICs » vNIC Properties
ethid
ath r iSCSIBootProperties
ISCE-MIC-A
> General
ISC5-VMNIC-B
* Initiator

» Primary Target

+ Secondary Target

F usNIC

6. 72 "iSCSI BaiEt " T, MABHEFFMAES:
° Z¥R: [var_UCSA initiator_name_A]
° IPhik: [var_esxi_HostA_iscsiA_IP]
o FHES: [var_esxi_HostA iscsiA_mask]
° f>x: [var_esxi_HostA iscsiA_gateway]
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7 EmAEBIRFEAER.
° Z¥R: infra-svm B9 IQN RS
o IPH#idk: IP ik iscsi 1if01a
° @ LUN: O

8. MAZRERFAER,
° Z#R: infra-svm BY IQN RS
o IPH#ifk: IP MYk iscsi 1if£02a
° BEILUN : 0

R LUBTT vserver iscsi show RS 3FIRENIZ(E IQN RS,

() #E2ERE WIC K 10N BT, CRBEESSEREREN.,
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h/ .. fAdapter Card Refresh | Host Power | Launch Ky | Ping | CIMC Reboot

MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
eth0 i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars
i80Sy IP Address: | 172.21.246.16

TCP Port 320

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. B Configure iSCSI o

Boot LUN:

CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

10. %R VNIC iscsi-vNIC- B, FAEETEENLUKMIZEOERS TN iISCSI Bohigil.

1. ESIIFZLURRE iscsi-vNIC-Bo
12. M NBEhEFIFAE R,
° Z#R: * <<var_UCSA initiator_name_b>>'
° |P#udik: " [var_esxi_HostB_iscsib_ip]’
o FHEY: " [var_esxi_HostB iscsib_mask]
° f>x: " [var_esxi_HostB iscsib_gateway]
13. A BEMFEHER.
° ZR: infra-svm B9 IQN RS
o IP#hiE: IP#BHE iscsi 1if01b
° BEILUN: 0
14. MAZRBERFAEE.

o Z#R: infra-svm BY IQN RS
o IP#hib: IP#BAE iscsi 1i£02b
°BEILUN: 0

BRI LUMER vserver iscsi show Sp<IREXTESE IQN HS.
() EEXTRED WNIC K ION B, LEEARESBREREN,

15. g Configure iSCSI o
16. EE thidF24 Cisco UCS ARZ328 B B & iSCSI B5h
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79 ESXi B2E vNIC

1. £ CIMC AENEREOF, BEHER, ARRTHHEEM LM Cisco VIC iEFies.
2. 1£ Adapter Cards T, i%# Cisco UCS VIC 1387 , AREFR TEHR vNIC

fh/ / Adapter Card

MLOM [ vNICs
General External Ethernet Interfaces wNICE vHEAS
RS Host Ethernet Interfaces
Btho Add vNIC
eth1
ISCSly Name CDHN MAC Address
ISCSl-y []  ethd WIC-WILO. . 70:69:54:C0:95.49
[ eth WIC-MLO . 0BS54, CO:95:44
I:I ISCShkv..  WIC-MLO.. 70:69:54:C0:595:4D
I:I ISCSkv...  WIC-MLO... 70:69:54:C0:95:.4E

3. 3%E$F eth0 FEEHREM
4. 3% MTU i&& 9 9000 ., B Save Changes o

Refresh | Host Power | Launch k3N | Fing | CIMC Reboot

MTU

1500

1500

000
9000

usHIC

Uplink Port
]
1
]

CoS

VLAN
MNOME
MOME
3435
3440

Locat

Selected 0,

VLAN Mode
TRUMK
TRUNK
TRUMK
TRUMK
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N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM [ wNICs
General External Ethernet Interfaces wiNICs vHEAS
Name:
¥ WMICS
CDHN: | “IC-WLOM-gthd
etho
. MTU: | 9000 | {1500 - 9000
IS0 Sy Uplink Port: | O ¥
505y MAC Address: O Auto
(®) | 70:69:54:C0:98:49
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O i0-a)
Default VLAN: ® Nane
O 7]
S. Wtetht EELE 34, Wik eth1 W ETHERIEOSTIZREN 1.
Il'l [ [ Adapter Card MLOM [ vNICs
General External Ethernet Interfaces wMIC s wHELAS
¥ vNICs Host Ethernet Interfaces
etho Add vNIC
ethi
SOy ICA Name CDH MAC Address MTU usNIC  Uplink Port
ISCSlvMIC-B []  ethd WIC-WLO. J0:BFAA CO9E:49 5000 0 0
| eth WIC-RMLOD. FO:ESEACO95: 44 5000 ] 1
I:I ISCSy WIC-RLOD, . FOR9:54 C0:98:40 S000 ] ]
I:I ISCSy WIC-RLOD. . F0:R9:54 CO:98:4E S000 ] 1
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"F—%. NetApp AFF ZEERBRES R (5 2 85) "

NetApp AFF ZEE8ER(ETE (% 2 &9)
ONTAP SAN BohfFfEIRE
22 iSCSl igroup
BB igroup , ERMIUTHE:
ES B, EEEFEARSREETH iSCSI BIERF ION .
1. MERFEIZT R SSH EEd, BTN THS. EEEEILSBHEIEN= igroup , F&IE{T igroup show

AN
B <o

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware —-initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

() smEf Cisco UCS C RFIMREEE, BAZRMULSE,

¥ /25 LUN BRE4E! igroup

E¥ 350 LUN BRET Rl igroup , IEMEEBFEIE SSH EEEITU TS

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

() /mEft Cisco UCS C RFIIREEEY, BRAZRMUSE,

"ZTF3K: VMware vSphere 6.7 SR EIZ1ELE, "

VMware vSphere 6.7 SFE121F L 5

ZI:*ﬁiﬁEﬁ 2T 1% FlexPod [RREZE LI VMware ESXi 6.7 BOH 2. TEHREESIED
TEEX, UgiEamE/ I mARNFIET =,

EURIFRRLE VMware ESXi VG EZE ST, HRESREMIERT Cisco UCS C R&FIARSS2EHY CIMC 77
ERIEM KVM IZHI S FEIM T BIhEE, RiZi2RENT TR 2l &1 ARSS 28.
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() @5 Cisco UCS BRZ5%8 ATl Cisco UCS B%558 B RALIIRIES TR

MNFAMBERRONEAEMT R, DRTTHRIRETE,

B RE| Cisco UCS C AR5k 23/ CIMC @

IUTHBIFMNETERE Cisco UCS C RYVRIIARSS28AY CIMC RENTSG %, EHMEREI CIMC FREA8E

BITES KVM , EEGA]LUBEITE R A RERER S,

FREEM

1. SfnZEl Web X528, FAEHIN Cisco UCS C &% CIMC #0089 IP ik, P BIEEEN CIMC GUI RZF

=N
2. FREERAFPBMNERERE CIMC U,
3. fEET &R, HEERRSIHET .
4. B Launch KVM Console .

h/ COmpUte { BIOS Refrash | Host Pawer | Launch k4 | Ping | CIMC Rebaot

BIOS Femote Management Troubleshoating Power Policies PID Catalog

S. MEHA KVM $ZHI &/, 1% Virtual Media 3£,
6. EFMET CD/DVD o

() ruEmESsREwEENEE, NRHIUER, BESE Accept this session o

7. W% % VMware ESXi 6.7 ZE12F 1SO MUEX, AGBEITH. BHEEHEE,

8. ERHEIRNE, AEERRKEMEN (RBT) . BEHER.

Z3E VMware ESXi

UTHTBNAT AESE N EZE VMware ESXi

T#; ESXi 6.7 Cisco HE XM
1. 13 "VMware vSphere THTIE" BFBEENX I1SO
2. BHEAT ESXi 6.7 GAH Cisco BENXMYE LA CD ZihEE T H,
3. T#HHEBTF ESXi 6.7 GAHJ Cisco BEXM&EZEECD (1SO) »
FRrEEH

1. RAEBEIEY, HEN2KNEREFEE VMware ESXi RE17 5,
2. MNBTRBEEHIERE VMware ESXi ZETERE,

LEREFRMH. XFEE/LoHEEL,
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
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3. REEFIMESTERS, & Enter SR,
4. FERABAPIFRIINGE, B2 F11 RERE,
S, EARALHNGE N ESXi ZEMEER NetApp LUN , SAJS3% Enter BERE,

. HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. EFELRERD, ARG Enter i,
7. BNFHIMRERD, A1 Enter

8. ZEBEFIEELEHIFE LNMED X, & F11 HERE, TEESXi G, RSF[EEHBE.

& E VMware ESXi EHEIEMLEE
UTEEBENBT HNEIAED VMware ESXi EXHRINE ML,

FREEM

1. RS BEREFBGE, 12 F2 WNETLUBENX RS,

2. {5 root tFABREER, HERLAETEIEPRAR root ZBER,
3. EIREL B B IEMLE,

4. FEWMLKIEHCEE, ASIZ Enter #o

5. 79 vSwitch0 E#ZEPRFEMIE . #% Enter

@ 1E CIMC Hi%E#R 5 eth0 1 eth1 MRZAYEEC,
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Network Adopters

Device Hame Harduare Label (HAC .!I_:I:I:‘.ESS)' Status
[X¥1 vanich SlotID:HLON. .. ...d8:da:2c) Connected (.. .0
[X]1 vmnicl SlotID:HLONM. .. (.. . d0:da:2d}

‘SlotID:MLON. .. (...d8:da:30)
[ 1 wmnic3 SlotlD:nLom. ., €., .di:da:31) Connected

D> View Detalls <Space> Toggle Selected sEnter? 0K <Esc? Cancel

PR VLAN  (RIE) 4% Enter

i VLAN ID * <<mgmt_vlan_id>>" . % Enter &,

MEEBEEMEREF, %EF IPv4 LB BB SIREOM IP ik, 1% Enter o
FEAFTAIEETIRERS IPv4 ik, ASERTREERILET,

10. ANFBFEE VMware ESXi 4 * B9 IP #ifik <<ESXi_host_mgmt_ip>>",

1. 38\ VMware ESXi EHBIFMHEES * <<ESXi_host_mgmt_netmask>> . °

12. N\ VMware ESXi EHBIZAIAMX * <<ESXi_host_mgmt_gateway>>" ,

13. #% Enter £33 IP FeBFRIAYE L,

14. N IPv6 FRE R &,

15, FERATSHRBICEAERA IPve (FEEWRE) ETLUZA IPv6 . 3% Enter #,
16. HNKEFCE DNS 185,

17. BF 1P bR Foh P ECRY, FELLESRFohimAN DNS 58,

18. #I\FE DNS BRSS2889 IP Hblik [nameserver iplo

19. (FIi%) %A% DNS ARS5280Y IP Hutit,

20. 3N\ VMware ESXi EM &K FQDN : [esxi host fagdn] e

21. #% Enter {53t DNS ECEFRHBIESL,

22. 1 Esc R EBIEMEFHE,

23. 2 Y MiAEHEMB RS 28,

24. 1% Esc B VMware 15418,

© © N ©

BoE ESXi #1
EEBEFRPMNEERESESD ESX El
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FER VNI
ESXi EH13

ESXi FHEE IP

ESXi EH BRI
ESXi ENEIEMX
ESXi 41 NFS IP

ESXi A4 NFS ##3
ESXi A1 NFS [x
ESXi E#1 vMotion IP
ESXi FA4 vMotion 153
ESXi E#/1 vMotion 3%
ESXi E#41iSCSI-AIP
ESXi E#1 iSCSI-A #&H
ESXi FA iSCSI-A W%
ESXi E#1iSCSI-B IP
ESXi E#1iSCSI-B #&H
ESXi FA1iSCSI-B f%

BERE ESXi ML

1. 72 Web RSS2 PITAENMEIR IP i,
2. &8 root kP M EEREIIZHIEENTLE RE ESXi o
3. FiRE X VMware B AR SUHITRIFIER, EFERNIANG, REHE.

BCE iSCSI /Z5h

1. EFRAMEY Networking o
2. 741, %% Virtual Switches &£,
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vmware ESXi

| 5 Navigator | € ucsesxia.cie.netapp.com - Networking

* [g Host Portgroups | Virtual switches | i
Manage

Maonitor 23 Add standard virtual switch

(=1 Virtual Machines Name

EH storage

& Networking
v Switch0

|| & iScsiBootySwitch

Enra nodarmrk o

vEwitcho

s

B iScsiBootvSwitch

. B47F iScsiBootvSwitch o
EERREISE,
. & MTU B2 9000 , RERHRE
. BHRAENSMERTH Networking LUR[EZ] Virtual Switches I,
- BEHERNNAREEPAI IR
. JE$RMH vSwitch B#F 1ScsiBootvSwitch Bo
° F MTU i&E /3 9000
° MEATHERR 1 JEHZERE vmnic3 o
° BEHEAM,

0o N o o M~ W

FEEEES, vmnic2 1 vmnic3 BAF iSCSI Bxh. 1R ESXi ENPEEM NIC , WE
() &EEFREN vmnic %5, EHILAT ISCSI B NIC , A3 CIMC H ISCSI WNIC
F# MAC Hilit5 ESXi #BY vmnic #{TICAD,
9. IEHhiE]E M, £ VMKernel NIC 3EIE,
10. 3%&£FF00 VMkernel NIC

° FETEHIH BT 1ScsiBootPG-Bo

° FEIAIZIEAESFE iScsiBootvSwitch B o

° BN\ * <<iscsib_vlan_id>>" £ VLAN ID ,

° ¥ MTU E249 9000 o

° BFF IPv4 iR E,

o EIEESEE.

° JoihikEE N © <<var_hosta_iscsib_ip>>" o

o JF MBS © <<var_hosta_iscsib_mask>>"
° BEHBIE,
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8 Add VMkernel NIC

Port group

MNew port group

Virtual switch

VLAN |D

MTU

IP wersion

= |Pvd settings

Configuration

Address

Subnet mask

TCPIP stack

Senvices

Mew port group

iScsiBootPG-B

iScsilBootvSwitch-B

IPvd anly

2 DHCP ™ Siatic

| 172.21.184 63 |

|255.255.255.n |

| Default TCRIIP stack

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

®

fCE iSCSI Zi’F
SE:

E7E ESXi EH EI&E iSCSI Z&R,
1. HFEMSMERDEFREFE, 2SS,

Create || Cancel

1f iScsiBootPg- A ¥ MTU I&E /9 9000

BT THE:

2. &$F iSCS| #ifiEfices, ARBEEHECE iSCSI,
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3.

54

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

EMSBER T, BERNESBT.



B3 Configure iSCSI- vmnhbat4

1ISCSI enabled

» Name & alias

v CHAP authentication

' Disabled '® Enabled

ign.1992-08 com cisco ucsaiscsia

Do not use CHAP

L
» Mutual CHAP authentication Do nat use CHAP =
v Advanced setlings Click to expand
Network port bindings 8 Add port binding
ViMkernel NIC ~  Portgroup ~  [Pv4 address -
Mo port bindings
el R &8 Add statictarget 5] Fe - (@ sea
Target | Address ~ | Port ~
iqn.1992-08.com.netapp:sn.09591199033811e78eb... 1722118334 3260
Dynamic targets 23 Add dynamic target E E {Q Searc!
Address ~ | Port L
No dynamic targets
Save configuration || Cancel

4. BN IP I3k iscsi 1if0las,

o FIPHiE iscsi 1i£01b, iscsi 1if02a #l iscsi 1if02b EE ERFE,

° BREREFEE,

Dynamic targets

B3 Add dynamic target
Address
1722118333
1722118334
172.21.184 .33
172.21.184 24

~ | Port
3260
3260
3260
3260

(D 1EA] LUE@IS7E NetApp £8% Ei51T "network interface show ‘#$8{Z&%& OnCommand R4 EHE
2RHPRIRILR I ARk &, ISCSI LIF IP ik,

FCE ESXi FA

1. EEMSMERP, EENE,
2. 3%3$% vSwitch0
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vmware ESXi
T Navigator

rool@17221.18164 ~ | Help ~ |

+ [ Host

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Manage
Manitor IJ . vSwitch0
i Type: Standard v Switch
%1 Virtual Machines | o o
Port groups: 2
~ [ Storage m Upiinks 2

~ [ datastore1
Monitor
More storage...

~ &3 Networking

iScsiBootv Switch
More networks...

- vSwitch Details
MTU

Forts

Link dizscovery

Aftached VMs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

| ~ vSwitch topology

£3 VM Network
WVLANID: O
€3 Management Network

VLAN ID: 3437
~ VMkernel ports (1)
Bl vmk0: 172211,

 NIC teaming policy |

3. FEIRRIEIRE,
4. 3% MTU 229 9000
5. BFF NIC 48EFHILIE vmnicO #1 vmnic1 2B EPIZE N active o

BoE w4840 VMkernel NIC

1.

HEEMSMERTR, EERMLE,

2. ARBEROAET R,

vmware ESXi

~ [g Host

Manage

| Port groups Virtual switches

|
\

Maonitor Eﬁkddpurtgmup /' Edit settir

1 Virtual Machines Narbe o2 |
H storage €3 VM Network [
:\_‘-‘ Networking g Management Network 1

= iScsiBootv Switch €9 iScsiBootPG 1

v Switchi
More networks...

S —

(]

3. AT VM Network , FAIE1%E$F Edit . 48 VLAN ID 28 ~ <<var_vm_traffic _vlan>>
4. BEHFMiKEOHE,

56

° BIHOHm RN MGMT-Network o

° BN~ <<mgmt_vlan>>" {9 VLAN ID ,,
° HfafRE%ERE vSwitchO .

° BEHEAM.

i Physical adapters
® vmnic1, 10000 Mb. .
™ vmnicO, 10000 Mb._




5. B VMkernel NIC £,

Port groups Uirtuals#vitbhes Physical NICs | VMEkernel NICs

Monitor 8 Add ViMkernel NIC E¢ | @ Refresh | 4% Actons
(=1 Virtual Machines Mame ~ | Porigroup ~ | TERNP stack o
H storage Bl vmkD €9 Management Network == Default TCPIP stack
© Networking IS B vmki € iScsiBootPG == Default TCPAP stack

iScsiBooty Switch

6. FEIFAIN VMkernel NIC .
° 3%$% New Port Group
° ¥imO4A#E N NFS-Network o
° B " <<NFS_VLAN_ id>>" E4 VLAN ID ,
° ¥ MTU &4 9000 -
° BIF IPv4 iR E,
° EEFFHSEE.
° JoHbAEEAIN © <<var_hosta_nfs_ip>>
o JJFMHEETIEN © <<var_hosta_nfs_mask>>"

° BielE,
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7.
8.

58

™ Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

* |Pyd setlings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 only

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

-]
prirtEs

(o o))

Lt F2 LLBIEE vMotion VMkernel o

2

)

700 VMkernel NIC o

. 1%3% New Port Group o
. g3 vMotion

C. %\ * <<vmotion_vlan_id>>" #£3 VLAN ID ,

o

- ¥ MTU 2479 9000 o

e. BFF IPv4 i&E,
f EEEHSEE.,
g. JylthitEg N © <<var_hosta_vmotion_ip>>" .

h. i\ ~ <<var_hosta_vmotion_mask>>" {EF/&H,
.. HARTE IPv4 IR B GiEH vMotion EiE1E,

Create || Cancel

'é.



¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NTU 5000
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask |255.255.255.n |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

@ B LUBE ST AR E ESXi W4, SETEITRIAWNER FER VMware vSphere 37T
XNl MRBEEAHMNEZEEERBTEWSFER, FlexPod Express THFXLAE,
B EREIEFEE

}E;Eﬁﬂ’ﬂ%-’?%ﬁ%@ﬁ%ﬁ%ﬁwmE’\J infra_datastore_1 ¥E7F (& FEM EE IR R infra_swap $iE7ZfE
£

1. BEEMSMERPNERE, ARRERMESIEFEEE,
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L
| T3 Navigaor || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. EFEH NFS $IREEE,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

Create a new datastore by mounting a remote NFS volume

Back

| Mext |:- Finlsh || Cancel

4

3. BTR, TR NFS HEHIFMERENEPRAUTER:
° Zff: infra datastore 1
° NFS fR$328: ~ <<var_noda_nfs_lif>>’
o HZ=: [infra_datastore 1
° HREIZZE NFS 3,
4. BEHRTEM. EAILTE "IEHES " B EIES EETK.
5. EE IR HEE infra_swap FUEFEE:
° ZfF: infra swap
° NFS BRs328: ~ <<var_noda_nfs_lif>>’

e HZ: °Jinfra_swap
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° BIREEE NFS 3,

fCE NTP
EH ESXi FAECE NTP , BRI THE:
1. BEEMSMERTHNERE, TABEKPIERE System , AFET Time & Date »

vmware ESXi rool@1722118163 « | Hep ~ | (U

| Navigator * || [ uesesxia.cienetapp.com - Manage
| - [ Host | system Hardware Licensing Packages Services Security & users
I‘ Monitor Advanced settings & Editseftings | (3 Refresh | 4} Actions
1 Virtual Machines o At Current date and fime Thursday, March 09, 2017. 05:53:04 UTE
— Swap
|+ H storage | 3] NTP client status Enabled
g Time & date
~€3 Networking ﬁg
= vswitchd NTP service status Stopped
iScsiBootv Switch NTP servers MNone
More networks...

2. ERERMEENY (BA NTP EF)

3. %&#% Start # Stop with Host YE9 NTP BRSZ B EhEE&

4. BN\ <<var_ntf>>" E3 NTP R385, ERILUGE L NTP fR%E2:8.
5. BHERE,

& Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time on this host
=

® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host b

NTP servers 10.61/184.251

e
Separate servers with commas, e.g. 10.31.21.2 fe00:2800

Save || Cancel

BRI IR S RI L E
TS BRRME T B XSEMW XU ENFRER.
1. BHAMNSMERPNER, TEERPILE system , ARHEE Swap o
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"% Navigator | [0 ucsesxia.cie.netapp.com - Manage
i - Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
i = Autostart
{1 Virtual Machines 0 Efapicd L
e 5“
B Storage 3 - Datastore Mo
> 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. BEREISE, MNEUBEEMEIZIAIZRE infra_swap o

[B Edit swap configuration
Enabled ® vas () No
Datastore infra_swap v
Local swap enabled ® yes &' No
Host cache enabled ® vos () No
Save || Cancel
4
3. BEHERF.

s,

ZEIEAT VMware VAAI B9 NetApp NFS ifF 1.0.20
BLEFERT VMware VAAI 9 NetApp NFS #5 1.0.20 , IERHRIUTEE,

1 AT a<LUIIEREERA VAA

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcefg -g /DataMover/HardwareAcceleratedInit

NRBAT VAAL, MK ERML Tt
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

2. MNERKBHA VAAI, IBRAUTESUBEA VAA

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

ItE

XEear SR ER A T :

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

3. FHIERTF VMware VAAI B NetApp NFS 5 :
a. BE "N TFEI
b. M REFETIEAT VMware VAAI Y NetApp NFS #ft
C. ¥ ESXi F A,
d. THEMEGFNBRNRGE (zip) HENZREGE (vib) .
4. {EF ESX L 1TRMETE ESXi EH L REItIEH
5. EFEah ESXi e

install

v, but the = = to be effective.

asPlugin 1.1.2-3

“ETE: L3 VMware vCenter Server 6.7"

ZZ3E VMware vCenter Server 6.7
AT FEHNLE T 7E FlexPod RIRACE L2 VMware vCenter Server 6.7 BV 12,

@ FlexPod Express f#F8 VMware vCenter Server i&#& (VCSA) .
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

T#; VMware vCenter Server i%&
1. F#, VCSA, 7518 ESXi BT, BIFREX vCenter Server BRI R) T 855,

1. 'z Navigator £l 13 ucsesxia.cie.netapp.con
: Manage | (] GetvCenter Server
|
Monitor ——n ucses;
| Version:
(51 Virtual Machines | 0 i State:
H storage Upfime:
~E3 Networking E

2. M VMware 55 & VCSA,

@ BIARZIFRE Microsoft Windows vCenter Server , 1B VMware BINIEFEEHFER VCSA
HH 1S0 B,
S1E| vesa-ui-installer>win32 B3R, M installer.exe o
TR,
HENTTE LN T—%,
RERARAFP TR
176#% Embedded Platform Services Controller {fEAERE K E,

i

© N o o & W
e &
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform

Appliance

PIatforn}Se”rvices

sServices Controller Controller
vCenter
Server

External Platform Services Controller PeElEEe

() Platform Services Controller Platform Services

() wCenter Server (Requires External Platform Controller

sServices Controller)

Appliance

vCenter
Server

CANCEL BACK NEXT

()  WREE, FHIE FlexPod Express BATRFHBINIT ARSI,

9. FISHWERITFH, WMADTIFEM ESXi THH IP ikt AR root FHFEZH] root B,
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. BN vesa fEAERTF VCSA B VM ZFFFIEZR, LUSEIEE VM,
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Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size

Select datastore

& Configure network settings

9 Ready to complete stage 1

E
X
Il

1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

e S EHRNERENE, BE T,

1iger\.rcsa|

Select deployment size

CANCEL BACK NEXT

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co
100
4C00
jlololele}

35000

CANCEL BACK NEXT
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12. i%4% infra_datastore_1 $iEZfEE. B2HT—F.

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening
% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported
re_1

£ Select deployment size

infra_=wap MFS 100 GB 09950 GB 10.85 MB Supported
7 Select datastore 2 ikems
& Configure network settings @
9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. £ Configure network settings WEIFHIAUTER, AEEE Nexto
a. 3% MGMT-Network for Network o
b. I NERTF VCSAH FQDN % IP .
C. MNEEAR IP thit,
d. B NEFERANF WL,
e. FARRIAM K,
f. %I\ DNS fR5528,
14. TEEBTRME 1 UE L, WIEERANZSERSIER. BEHETM.
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¢! vCenter Server Appliance Installer =] E3

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

LR % 3 VCSA . It IZR/E L #hEdiE),

15. BiEg 1 efE, BET—FER, BHERM. B Continue LIFFIAE 2 MERELE,
16. 725 2 @ TIE L, BE T,
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17.

18.

19.
20.
21.

Install - Stade 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2
4 Configure CEIP o
5  Ready to complete T\

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

BN * <<var_ntp_id>>" fEJJ NTP AR5 88titit, I LU Z > NTP IP ik,
NREITRIEER vCenter Server SRIAM (HA) , BHEREB A SSH iAiE,
fo&E SSO ig#&, HREMiLmEiF. BET—P,

HIE FTXEEUESE, (53R HES vsphere.local 1B G RER,

NRFE, BN VMware B AT, BHTF—F
EEKRERE, PHSTHEERREIRAREIRE,

R ER—FER, BHERERRRE, ERLEFEFNFLERETN. RHBEMRS.

RERERHRE, XFBE/LOHETE,
R ER—FHER, BRREBEM.

RERFIRMHAMA TR vCenter Server FUFEiE R E T,

"“E ¥ BEZE VMware vCenter Server 6.7 #1 vSphere &8, "

B2E VMware vCenter Server 6.7 1 vSphere £&f

EFIE VMware vCenter Server 6.7 # vSphere 5&%, 1B5EHU TS E:
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1. S47% https:/A\<<FQDN &% vCenter B IP >/vsphere-client/
2. 8 Launch vSphere Client o

3. FEAAF & mailto : administrator@vspehre.local[ administrator@vsphere.local® | F1{&7#E VCSA I BT

IR SSO ZiEE R,
4. 9B E vCenter RFRFHIEFIELEEFR Oo
O BINBUER OB, ARBEHE,

83 vSphere £&f

Eol32 vSphere &£28%, BRI THE:

1. BRBEEMOIEMNEIEFRL, FAFI%ERE New Cluster o
2. BN B TR,

3. EHREIRIELUE AR EF vSphere HA o

4. BEHE,
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mailto:administrator@vspehre.local
mailto:administrator@vsphere.local

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC |Dmme

¥ ESXi EHAINEISEE:
1. AR B EERHERRINEN.
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vmware* vSphere Web Client #=

| Navigator i”ﬁyaﬂm.ﬂ

“.4 Back |L| Getting Start...
v |8 a o |
v5_‘_3]UCSA—B.press.cie.netapp.cnm [| . .
] Lredt L
T -
'q‘j_j ] Actions - FlexPod Expres
% Add Host..
[&, Move Hosts into Cluster..

T

2. B3 ESXi ENURINEISEEE, BRI TSR
a. ANEHNA IP 5 FQDN , BEHET—%,
b. 38N root HF&MEZ, BHET—F,
C. BE2FEENMIIBEIRNE VMware IEBIRSHBEZHIER,
d BHFFVWENE LN T—D,
e. H§iFE + EiRME vSphere EAARINFAIIE,

() =B, TUBERRLSE.

f BET—FUEBERNRFZEARS.
g BE VM UBETTHE ENT—F,
h. EEERTEMIE. £ "RE " IRAHITERERSER " 5T " o
3. %t Cisco UCS E#1 B EEHEE 1 M 2% FAMNE FlexPod HRIERACEPRIERIEMEN, BT TE,

£ ESXi N LA EZOERfE
1. {EF SSH &E#ZEIEIR IP ESXi EH1, A root EABEF R, AR root 3,

2 BIUTHS:

esxcli system coredump network set -i ip address of core dump collector
-v vimkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3 MANERE—I®LE, BETRHEE Verified the configured netdump server is runningo.

FFFARINE FlexPod Express FEVEREMIEN, HMSTRLITTE,
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