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security unlock -username <user 01>
security login password -username <user 01>
set -priv advanced

systemshell local
disk assign -all -node <Cluster-01>-01
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1. Sz playbooks/inventory/group vars/alle
2. fRZ “vault.yml {4 :

ansible-vault decrypt playbooks/inventory/group vars/all/vault.yml
HASRRTERNFEZEN. WAL TIGREZE:
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ansible-vault encrypt playbooks/inventory/group vars/all/vault.yml
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PLAY RECAP
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localhost : o0k=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0’..
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- name: Validate required inputs
ansible.builtin.assert:
that:
- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration

set fact:
raw service request:

. X ‘raw_service_request T,

TR UER UL TED 2z —EX TP EIENXH logic-tasks HEX “raw service request TE

"cluster initial.yml:
° EI:FENE X “raw_service_request T,

{ERYRIEESFI T tutorial-requests.yml X, HFRERNBEBMNE111TERIEIFE1651T. BFRNBEMNLE]
WMIXMHHWEE cluster initial.yml'F ‘raw service request. WA FRFIFAR:

er_initial

cluster name }}"

r_name }}-61"
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T “cluster_initial.yml {5 :

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:

- hostname: "{{ cluster name }}"
license codes:
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
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- hostname: "{{ peer cluster name }}"
license codes:
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
= XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
= XXXXXXXXXXXXXXAAAAAAAAAAAAAA
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— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
message: "New MOTD"

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
message: "New MOTD"

ontap interface:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"

home port: elc



ipspace: Default

use rest: never

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

ontap cluster peer:

- hostname: "{{ cluster name }}"
dest cluster name: "{{ peer cluster name }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"

peer options:
hostname: "{{ peer cluster name }}"

° EI2:fEFAJinjatR iR E XiFK
1S AT LAE A LA R Jinja @i A& TUIREN % “raw_service_request (B,
raw_service request: "{{ cluster initial }}"

4 WE—NEBRRITRERLE:

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01>



MEARIERI. BN HEIR.

o WENEEHEEIAHS:

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>

A — MRS B IR
[ _EREhEIAndsentfaithBIFF kY. SN BB LIXFIMERATER. ML TRAIFR:
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Bl

TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,

13



I

"ontap motd":

{

XXX XX XX XX XX XXXAAAAAAAAAAARAAT,
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
AR XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XX XAAAAAAAAAAAAA",
XX XXX XXX XXX XXXARAAAAAAAAAAAAT

[

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"

b o
"service":

"std name":

6. ZRISPONTAPLGIHIIEERESR

$2: ECESEER LA

"cluster initial",

"none"

SR o

WME. EEILUBIAEIERAMLIFENXHENX ontap interface MRS RECEEEFEILIF

‘cluster initiale

ARSI E XANMBE R EHRERF:

* RGNS EXPREEZHHIRS REARSZBER. WASHITIIER,

i_dlg%uﬁﬂﬁ%ﬁjﬁmf#ﬁﬁﬁixEF'/EXE’J %2

% “execution.yml"REFAPRILFRYINF MRS 5 IR. LUHMEARSENX |

* MRBERPE—1FRE

* MRARSFIERPKBELRFE. WSBbIIER., AEFRSHIEIR,

TR
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1. BME cluster_initial.yml" Seai 8RR, FHiEE EIERESXGRII T TRERIEK

15



16

ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never



2. 1T

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. BRIIBNLEHILEER S B XLRIFRINEISER:

Bl

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true
5 entries were displayed.

B ERE R ALifse XEREN ontap interface MBEBEXHFPEXMIRS “services.ymlo

4. WIIREERXLEEmBIRMIILTER raw_service requesto



Bl

AT ERERX e FRE RS NIENER:

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",

"hostname": "Cluster 02",



"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

S. EX M services.yml M FENX “ontap interface fARES “cluster initiale

R LT TEHIZ S M LAE X RARSS

- name: ontap interface
args: ontap interface
role: na/ontap interface

6. ontap_interface BEFERMXHEHREXMIRS “services.yml. BEEREITIEK:

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

7. BREISPONTAPEFIFHINERE BRMXLELUN,
3T (ME)EEEZ &R
MRBE. BANERERPEES M. EXERN. KANSIERRRTREN,

PR
1 EXHPAEZANEBERIN—1%E cluster initial.yml. UBER—ERPEEXFHIEE,

UTRHEERINE =15 BEES ontap_aggr ¥,
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ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4
- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

2. RERNAF THAREHEMIE cluster initiale
3. B R IUATITEH B XHREIERFMNEFHNEFXR:

ontap cluster peer:

- hostname: "{{ cluster name }}"
dest cluster name: "{{ cluster peer }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"

peer options:
hostname: "{{ cluster peer }}"

4. IB{TAndsRIE 53K :

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>
site.yml -e peer cluster name=<Cluster 02> -e

cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

$47T: YIASVMECE
TSR ER. EREREEHFHISVM,

o
1. S5 “svm_initial SXEHRBYIESK tutorial-requests.yml’ LAEEE SVMAISVMITE X £,

SR EUTRE:

> SVM

20



° SVMBEX R
° §1SVMIISVMIEO
2. EINAREXFHTEEN svm_initiale ERTEBRUTEEEN:
° cluster name
° vserver name
° peer cluster name

° peer vserver
EEMEN, 1BMIER svm_initial' & XEBI*{}"* “req_details’ FH RN EFHBIE Xo
3. EXHFEP RS IEROIZE— XY logic-tasks, FlE, BIE—TBANXH svm initial.ymle
RUUTTERIZIX !

- name: Validate required inputs
ansible.builtin.assert:
that:

- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:

loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

4. ®X ‘raw_service_request L=,

TR LIER U TEDZ — A HES logic-tasks WIENX ‘raw service request L&

svm_lnltlal.
I FohENX ‘raw_service_request L=,

FRYRIEESFTH tutorial-requests.yml X, HIGABNE17917EFRIFE 22217, AR
BIFXHPRETE svm initial.yml'F “raw service request. $ALATFRBIFAR:
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Bl

) “svm_initial.yml 45

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

service: svm_initial
operation: create
std name: none

req details:

ontap vserver:

- hostname: "{{ cluster name }}"
name: "{{ vserver name }}"
root volume aggregate: n0l aggrl
- hostname: "{{ peer cluster name }}"
name: "{{ peer vserver }}"
root volume aggregate: n0l aggrl

ontap vserver peer:

- hostname: "{{ cluster name }}"
vserver: "{{ vserver name }}"
peer vserver: "{{ peer vserver }}"
applications: snapmirror

peer options:
hostname: "{{ peer cluster name }}"

ontap_ interface:



- hostname: "{{ cluster name }}"

vserver: "{{ vserver name }}"
interface name: dataO1l
role: data
address: 10.0.0.200
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never
- hostname: "{{ peer cluster name }}"
vserver: "{{ peer vserver }}"
interface name: data0O1l
role: data
address: 10.0.0.201
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

° JRIN2:E A JinjatR iR E XIEK:

& e] UER LU T Jinjat@ ik A& TUIREXZ raw_service_request B,

raw _service request: "{{ svm initial }}"

S IBITIEK:

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

6. ZEREIENONTAPLFIHIIEAE,
7. AMSVMEZQ,

EXHH services.yml "W FEX “ontap interface BRE “svm initial. ABEEXEITIENK:

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml
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8. ERINENONTAPLAIHLIIREREAESVMIZEL,

F5F . (AIE)BHEEXRSIES

FETEAIPZER. ‘raw_service request TE2EMERIZAY, XMFFES)., FEAMNMRIEEER, XA LGS
A RARSZ1ER,

NREFERAENSESRINNARFEM. W —TRMHT — M ehSE MR RRIED

raw_service requesto

* WR logic operation KREMLHEXZE. MZ logic.yml XHAREMNXHKS
NEAXH “1logic-tasks. XEME raw_service request UHIITAndsiEE IMEFE X
FERITIHRHLANES,

() - XHRPRESYHE logic-tasks BASTH . yml i BN T RELE

"logic_operatione

* XGKRPWES XY logic-tasks REISENX “raw service request, M—HEXR
ERBMEXABIXHEFRNERE—MES. raw_service request

SNfRIEDTSTE X ARSS1BS
AILUBE 275 AN AEBESRHSEXRS1ER TEHIL T Hf—LExn:

* EAXHFEFH—1Anst ESXH logic-tasks
* FARREESHIENTENMIENBEEX AT rav_service requesto

* JAAANdsE L IMREIMBNS — P TRUIRETREHIE. FIg0. JFActive 1Q Unified ManagerfJREST APII
F.

T RBIaSERXH RSN ERISENXRSIEK tutorial-requests.yml:

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01
-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02
-e logic operation=tutorial-requests site.yml

%64 . ZFEONTAP Day 12 R A=
TELMNER. B ESeR L TI21E:

* BRRIBENEREFNERPFTBE XY playbooks/inventory/group vars/alle. S MXHHEE
VARYFRE. LUIEEBEHITEN.

* BEREAFAENESXHEHRME logic-tasks B R.
* BRBEAIFRFEREIESHEHARINE playbook/vars' B .

EAUT < EZEONTAP Day 1##R A EHWIERZERNZITIRR:
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() HEUME. EUBREHER vaullym X, HEARERRED TS

* IBZBITONTAP Day 0fRSS:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* IZ1TONTAP Day 1R :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* NASESEHEIRE:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

BITIBITRRIRE:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e
enable health reports=true -vvvv --ask-vault-pass <your vault password>

EHIONTAP Day 18R A%
EIRBEBERBE X ONTAP Day 1#ERFAE. Er]LURINEEKAndsitEE A,
BB R EAdSenERMIHIES. M BIRSHIT— M. (I, ONTAP Day ORBE S MRS

7:1

,,J\JJ[IAndsLiE % @

ERILUARINANSF] @ A B A EHIFE B EXBRT R, FREABBATANsSIEE EERPEXBARSENFRE
o

RAENIUHE M TERT B ERIRS
 ERTERMSHYIR args.

* WFEMR. EREBRFEERR"Andsing" 41,

26



- RS M ANSTR MISHERBE X B MES,

+ RIEATIEEN BN ER TS AT RNERE,

PR BV HIR S L1

S ABEUAZH L TER:

*mode! MBKWABENAE, N test ZRSANBFEAEFATH "test ymI BIETIREITATR A 2.
()  OFEERRER. FERRTURIX A,

* status: BFATFMHEBMERE, MRKEGLEIREN success. WFREHITIHAE,

* args: EESHBSHEMLENXBFNAGE AIDHYIR,

* global_log_messages: EHITRMFMIAEKRERTHER. 8XPITHBREEER —1FE.
* log name: AFS|IAKXEHNABIRI global log messageso

* task_descr: BXZABNIFANEEIRA,

* service start time: AFRESNAEHNITEHIEINETEIE.

* playbook status: AnsfaZA PR,

* role result: BEACREHESEZEPNEXREEFTNTE global log messageso

T BeLEi
U RBIRME T SRR S B A BRESEN, SO NERILRFFERTENRENTE.
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Bl

BEARABLEN:
- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"
- name: "{{ log name }}"
block:
- set fact:

service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"
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<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"
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REEERERNTE:
* <NAME>. SN MAIRS R R EHRIE,
* <LOG_NAME>: AFHAETRERNABRE. 580, ONTAP VOLUME.
* <TASK_DESCRIPTION>: fHARSSINEEMIEIE IR,
* <MODULE_NAME>: {ES5HAnsiB {1 EIREFF,

@ TR execute.yml IREFMAFISE netapp.ontap S, MRIEREESH—Z 9
‘netapp.ontap, N TEE ST LB ERIRE TR,

* <MODULE_SPECIFIC_PARAMETERS>4FE T T REHRSHIERNANSTT RS, UTIIRNETS
3 GOEEIN Y VA PG E=SEi P pis

° MFEBH. MBEXNRSISEE. TERIAME,

° AT THIRSHNBRINENS (SRR AETIEENEIAETRE).

° FRERISZE1Y default(omit) BYEERIAE.
FAZETREIEARIRSE
FLENetAppiRERIANSE IR EA L RS ITRHEENIRRSE(HIIN. BEEN BIEMNQoSHEA).
WNREAIX LR, N EBIRERA default(omit) RiE2fEA. LEHEUEZMIRBENERE,

NREFBEEASRAFDEEARRBR. WRRKUIINEEFR DA S I HIRS (BR). UHRRS MRS E
Kinl g DR — " RiF s E,

UTRAIERT EEMBIENQSHKIEA. BN 2HmER MRS F.
B MRS B S BEQoSREEA(E:

fixed gos options:

capacity shared: "
loop arg['fixed gos options']['capacity shared'] | default (omit)
P

max throughput iops: "{{
loop arg['fixed gos options']['max throughput iops'] | default (omit)
PE

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops'] | default (omit)
P

max throughput mbps: "{{
loop arg['fixed gos options']['max throughput mbps'] | default (omit)
PE

min throughput mbps: "{{
loop arg['fixed gos options']['min throughput mbps'] | default (omit)

}}"
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EHRS B A BENQoSHKIRAE:

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options'] ['absolute min iops']
expected iops: "

loop arg['adaptive gos options']['expected iops']
peak iops: "

loop arg['adaptive gos options']['peak iops']

default (omit)

default (omit)

default (omit)

}}"

}}"

}}"
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