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NetApp Console B Ei{L,H0

NetApp Console B oi{{H CMBEA

NetApp Console Bk FILZ—RTIIBEIUR S ERNES, AIHNetAppEF. &1EUH
MRIfER. BpFROERESZSTIEEMEE,

RFE—MUBRIRIREERN B HER

&8I LLiAIE] "NetApp Console BEfifbH0" @i IEH] & Web AP Ril, X 1E5ENetApp = mMIRS B ThL
FIZTTARRRVAS, BIAFMEREET — M FE—(E,

fi#IR 75 =2 HNetApp BN

P8 BEhEER T =M A ENetApp BIRFHHIT T Mide B MARRSREH MR ENT P BAIEIER. K
ZIMNEBRE S NetApp I EHREARSS HISE AR

XA

B ERERG REBEEERSHEREBEN ], RARLLUESIEH G Web SRELIEARSG R, BFIEX
HER A IR i = B3R, X2 IRIENetApp/~ mAN T ARSSHLA R,

JIRHEE TE R SR B,
NetAppE T EEEIFA BV E P e E L SRR OMRIFRH BN, Bl THAEE 4L # Console BHEpK
b, LUBREFPBR. RAZENFEAN mEM.

BIFEIREIERIOE

NetAppE P AN A ZE (CXO) Bt HIPAFBEIREIEOE, NREETARG. RBHINEEIER. BEIE
B FHE 4 Emailto: ng) CxO-automance-admins@NetApp. com[CXOBEh{LHIPAl

Amazon FSx for NetApp ONTAPEIE

Amazon FSx for NetApp ONTAPEIE - 1Bk E =i
Ea] LUMERA L B Eh k2R 5 2= Amazon FSx for NetApp ONTAP LA X & 148 %Y

FlexCache,
@ Amazon FSx for NetApp ONTAPEIEH#F /5 FSx for ONTAP,

XTFizRRAR
BRERE, AR IR M B e AR HRIT LA TR (E:
* JIONTAPX f+ Z4tEC E B #7FSx
* AXHRSEZE Storage Virtual Machine (SVM)
* WRAGHBIRRK Z B 0IREHNEXR
* 7£FlexCacheBYRRZH B R A ZBIRIESVMITEXRF
* (AI3%E)fEFFSx for ONTAPRIZEFlexVol#
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* 7£FSx for ONTAPAH Bl — FlexCache®. HAREHIEAMANE 7%
It B Eh iR ERE FDockerflDockerdmbll. @430 FRATIAE HZEELinux I L,

FeaZ Al
EEREEENEE. ERIUHER L TEMG:
* REET# "Amazon FSx for NetApp ONTAPEIZ - |8 % Z =in" i@idNetApp ConsoleWeb Ul SR B zh{E
FRRF R, ZRRAEITEANXHE AWS FSxN _BTC.zipo
 RAZMBETAR ZBIMEIERE,
* BRLTFHHERLinux VM:
> B FDebianfLinux43 &k
° EREFEATFSx for ONTAPECERIF—VPCF&E £
* AWSHKRF,

1L . LEMECEDocker
EE FDebianBILinux AN L EEFEZE Dockero

p
1. EEFR,

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

2. Z2¥DockerH IR IF R,

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker —--version

3. AIMEBXEAEFBFrELinux4,

BRAELNnXRFPREEEEA Docker *, MNREE. FEIRAHFMEAF. BIANERT. Hajshel P
bESAIIEIEA L=

sudo groupadd docker
sudo usermod -aG docker $ (whoami)
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4. BUEFRAFRABREX

MREERAF IR THA, WEEZHEXEEN . BHRITIEREME. EAILUEHELInux. AREFEN. 3
A, EALLUBTTAREn<,

newgrp docker

F24 . ZEDockerfic&
EE F DebianMILinux BN ZZEDockerdm i,

g
1. %Dockerfit B,

sudo curl -L

"https://github.com/docker/compose/releases/latest/download/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker—-compose

2. BIFRR TR,
docker-compose --version
53 HEEDockerfR &

EEEREFINERE B oh AR TS =R HEIDockerBR R,

p
1. BRRFRXHE R "AWS_FSxN_BTC.zip' BIEIE1T Bah LB E Lo

scp -1 ~/<private-key.pem> -r AWS FSxN BTC.zip user@<IP ADDRESS OF VM>

HINSEL "private-key.pem’ B FAWSEIMWL S (0 IRIE(EC25: )R E FBZE AN -
2. SMBIEERRARXHNERXHER. ARRERZ .

unzip AWS FSxN BTC.zip

3. SMAEIREREIRIFRIZRNIIXMER aws_FsxN_BTC. HFIHXMH, BREFIXHE

aws_ fsxn flexcache image latest.tar.gzo



1ls -1la

4. 1n#DockerBRKXX . MBHEIEEERE LI EARTEM.

docker load -i aws fsxn flexcache image latest.tar.gz

5. HaiADockerBR{& EMNE,

docker images

BN EEIFFIE M latest “DockerBRfR “aws fsxn flexcache imageo

REPOSITORY TAG IMAGE ID CREATED SIZE
aws fsxn flexcahce image latest ay98y7853769 2 weeks ago 1.19GB

4% . NAWSEIERIEIFE XM
B FER AN BZ RS BE— AT ENIIENAMTEX . ARRKZXXHERMENZXMAS . envo

HIE
1. FLLFAIE BIE "awsauth.env' X5 :

path/to/env-file/awsauth.env

2. BIUTABRINEIS .

access key=<>
secret key=<>

BIU IS EEFRSTEEE, HFEM value ZESBEM[TE keyo

. ERTERENHRFRMIINEXH Ans_CREDS H ~.envo IY0:

AWS CREDS=path/to/env-file/awsauth.env

E5% . glEIINERE

BREE—INBER R Terraform RS A EMEEZXXHBRAMLRN, BN TerraformiZ XL, 7 dE
BT TIERMERE,

p
1. #£Dockerit 5 Z MBI IMERE:



BRRERTI L ZAEE R (Last2 ) EHM NIE S HI(E.

docker volume create aws fsxn volume

2. FERABLFBINIEHBERMEIFEXFF env:
PERSISTENT VOL=path/to/external/volume:/volume name

BEVRBMBEXHABTHNE SN Fli0:

PERSISTENT VOL=aws fsxn volume:/aws fsxn flexcache

e Pl AER L T an L RNFSHZERMANIMNBE
PERSISTENT VOL=nfs/mnt/document:/aws fsx flexcache

3. EHiTerraformT &,
a. SMEIXHF aws fsxn variableso
b. HEIAFEU TR IXM: terraform.tfvars M “variables.tfo
C. IRIBIFEREENPHME terraform. tfvars,

BXBFMES. BB "TerraformZ R : aws_FSX_raf_File_system ONTAP"

#12 6. Amazon FSx for NetApp ONTAPEEHFlexCachefit & Amazon FSx

&/ LA NetApp ONTAP EIEFFlexCachefit & Amazon FSx for NetApp ONTAP ,

P$IE
SMEIXERIBEFR(aws_fs bTC). AEEHEEHS,

docker-compose -f docker-compose-provision.yml up

LS REIEM N BER. F—1AEREPEFSX for ONTAP, BN RBCIBREHWE. SVMITE. Bins

FFlexCache,

}i.-;- E%ﬂ*io

docker-compose -f docker-compose-provision.yml logs -f

Itan S I SERYiRHiad, EERE BT XHEIREAZE deployment . log. EAILUEL

HEHRTERFXXLEXHH DEPLOYMENT LOGS &I °.envo

IRAEX

X LE

BEX


https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system
https://registry.terraform.io/providers/hashicorp/aws/latest/docs/resources/fsx_ontap_file_system

S8 7. $42RAmazon FSx for NetApp ONTAPEIZ#{FlexCache

1B LUERMIBRFNFE R Amazon FSx for NetApp ONTAPEIEFIFlexCacheo

1. B2 B “terraform.tfivars' TE1&E “flexcache_operation’ /3"Destroy"s
2. SEIXtRIBER(aws_fs_bTC). AFAKHBUTHS,

docker-compose -f docker-compose-destroy.yml up

IS RRIER DB, F— 1B 2EMPRFlexCache. A 23MIFRFSx for ONTAP,

3. MR ERE,

docker-compose -f docker-compose-destroy.yml logs -f

Amazon FSx for NetApp ONTAPEIE - RS

1&0] LUE A It B sh 1k iR R 5 223813 Amazon FSx for NetApp ONTAPEIE R R ZRH TR ME
MmE&EMD

@ Amazon FSx for NetApp ONTAPEIEt#F ;) FSx for ONTAP,

ESFMEN S
BEFEHIA,  LEARR TS SRR MRV B Eh AR IT LA TR (E:

* JONTAPX {4+ A4 ECE B HRFSx

* A ZRSERE Storage Virtual Machine (SVM)

* ERAGHBIRRAZEOIRERNEXR

* ESnapMirrorBVRRFAF B R A Z BIEIESVMMFE X R
* BIEBRE

* EREMBirE ZIEelESnapMirrorx &

* IEREM B inéE Z 8B 5hSnapMirrorf& i

It B o i ERE FDockerflDockerdmill. ATUEIN MR L EFELinux B L.

FriaZHl
EXREENRE. BHIUHE LA TEM:
* fREZETE "Amazon FSx for NetApp ONTAPEIE - Wi E" @13 NetApp ConsoleWeb Ul LI B oh{b i

RB . ZRRFFEYTEUT . FSxN_DR.zip. WWEEEEE AWS_FSxN_Bck Prov.zip @R ERALEX
HREBBA S PIIRAVERR 5 5o

* RERSH BARR S Z B HMNAER,
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* BRLFHHERLinux VM:

> B FDebianfLinux4) &kt

° EBETERTFSx for ONTAPEEERIE—VPCF&E L
* AWSHKF,

B/1Y:

ZEMAZEDocker

EE FDebianBILinux AN A L= FEZE Dockero

p

1. EEFR,

3- //]\\

B
F

4. %

gn
]

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent softwareproperties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

ZHDockerH IR,

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker —--version

ANEH XELHA P BFrSELinuxl,

FIOELinuxRFFEBEFELH Docker o MNRAFE. BEIBAHFMAR. BIABERT. SHalshellA
RARIEIZEH,

sudo groupadd docker
sudo usermod -aG docker $ (whoami)

SERTRVLEFNFE P RE X

REFERBPEIERTHA. WEERIEXLEEN . BERITIHIRE. EnTLUFHELnux. AEEHFHEN. I
« BELUBTTA TSRS,

newgrp docker



$2 . TEDockerfii &
EEFDebianfILinux BN Z3EDockerdw o

P
1. f&EDockerfit B,

sudo curl -L
"https://github.com/docker/compose/releases/latest/download/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker-compose

2. WIFRREEMS.

docker-compose --version

%34 . HEHFDockerlR &k
IS RIRENFINERE B bR 5 iR HEYDockerf 5,

p
1. BRRSRXHEH]  AWS_FSxN_Bck_Prov.zip FIZiE1T B eh bR

scp -1 ~/<private-key.pem> -r AWS FSxN Bck Prov.zip
user@<IP_ADDRESS OF VM>

NS private-key.pem’ A FAWSE I S 19383 (EC252 5By & FAZREAST 1
2. BB OSSR REXHIEFRHEFR. AERERZX S

unzip AWS FSxN Bck Prov.zip

3. SHEIETRE R RAS SIS AWS FSxN Bek Prov. HEIMXH. BREIIXH

aws_ fsxn bck image latest.tar.gzo

1ls -1la

4. N#DockerBR KX o MNEIRIEEE R/ LI HRTEM.

docker load -i aws fsxn bck image latest.tar.gz



5. HaiADockerB & EMNE,

docker images

TN EEIFFIEAN latest "DockerBRR “aws fsxn bck imageo

REPOSITORY TAG IMAGE ID CREATED SIZE
aws fsxn bck image latest da87d4974306 2 weeks ago 1.19GB

4% NAWSEIECIZEIIEX M+
B E RGN EZZRB— AT EHIERNAMTEX 4, ARKZXAERNEZXHR env,

HIg
1. ELL I E B2 "awsauth.env X5

path/to/env-file/awsauth.env

2. BT AR RIMEIS

access key=<>
secret key=<>

BRI 5 FERFRSEMEE, FEM value ZIENEBERITHE keyo
3. FERTEREN XHRFERMBNLHE aws CREDS A .env, fFIY0:

AWS CREDS=path/to/env-file/awsauth.env

858 QIEINERE

BEE-INBEREHRTerraform RS X E MM EE X4 ZXRAER, BN Terraformiz XL . 78
BITTIERMERE,

p
1. 7EDockertEE Z S EIEIMNER S

BRHEREBITH L ZAEERM(LastBH) EfMAE HRIE.

docker volume create aws fsxn volume

2. fERSRINBERRZARMEFFMEMFR . env:



PERSISTENT VOL=path/to/external/volume:/volume name

SURBIEXFABTNE S fla:

PERSISTENT VOL=aws fsxn volume: /aws_fsxn_bck

e A LUER L T e S NFSHERMAMIINGRE
PERSISTENT VOL=nfs/mnt/document:/aws_fsx bck

3. BHfTerraformZT £,
a. FAEIXHE aws_fsxn _variableso
b. HIIAFEEU TN terraform.tfvars M “variables.tfo
C. IRIFFIRFEEMPMNE terraform. tfvarso

BEXFAEE. BB "Terraform#= R . aws_FSX_raf _File_system ONTAP" o

$6L . HWEEMWRLE
el AR EFME B RS SRR 2o

TIE
1. SBIXHFIR(aws_fsxN_Bck_Prov). AR&XHEEBEHR S,

docker-compose up -d

HESTBlE= AR, F— N ARIPEFS for ONTAP, FE - MBI AIBER WS, SYMWENBEF
%, FE=NBBIEIESnapMirrork & FH B EISnapMirror{Eigis

2. iR EE R,

docker-compose logs -f

IS EISERTiR MY, EERENMBEIXAHHIAAE deployment. log, ERILUBE RIEXLE AEX G
HEMTEREHNXLEXHH DEPLOYMENT L0GS & *.envo

Azure NetApp Files

{5 Azure NetApp FilesZZ=O0racle

,dk__fl«/(ﬁﬁﬁlttQEBTJS%@)%E*EEEAzure NetApp Files&HER] AEIMM _EZEEOracle, 74
[5. Oraclex{fAXLLEHITHIEFE,

10
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XFZBRAR
BEERI . AR TS SRIRMERY B oh b RS R HIT LA T RIE:
* 1EAzure_Ei& ENetApplk
* fEAzure LIRBEFHEREM
* RIBE XEBCEAzure NetApp Files®
* BIEEHS
* ¥Azure NetApp FilesBEH IR S
* #ELinuxBRs3288 £ %% Oracle
* Sl MR EUERE
* B RIEIR ¥R (PDB)
* Bapfif2s Al OracleSLfl
© REHFAE “azacsnap SRR LIAIZERIREE
FreaZ Al
BN L. BNIUHE AT FM:
* fREETH "FHAzure NetApp FilesEYOracle" i@idNetApp ConsoleWeb Ul SEI BohUfRR AR, ZER
FERITBAXH na_oraclel9c deploy-master.zipo
* BHEUTHHERLInux VM:
° RHEL 8 (Standard"(#7f£) D8s_v3-rRHEL 8)
° BREIEATAzure NetApp FilesBREMIEI—MNAzure EEIAMLE £
* Azureff

Z B RR S ZUBGR IR M. HEMADockerfDockerta G T, R EIZBINTATIRTELInUXEIMWL £
XA

RN EA < mRedHat/ AR LLEEIAN] sudo subscription-manager registero BRSRHRRERAMNK,
ZiR, MRFEE. EALUE\https://developers.redhat.com/. £ Bl -

1L ZEMEZEDocker
7ERHEL 8 LinuxEE#N A LM B E Docker,

Pz
1. AU TmSREDockerii 5,

dnf config-manager --add
-repo=https://download.docker.com/linux/centos/docker—-ce.repo
dnf install docker-ce --nobest -y

2. JnhDockerH B A LARIA R BRI

11
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systemctl start docker
systemctl enable docker
docker --version

3. ANINEA XEXA P YRR Linux4,
BARRELnuxRFRZEFEA Docker *o MNRKAE. BEIBLAHFMAR. AIAMBERT. SHnishelAF
RARMEIAR,

sudo groupadd docker
sudo usermod -aG docker S$SUSER

4. BUEFBAFAREX
MREERAFP IR T HAE, WFBRFEXLEEN . BRITIRME. ERILUEHELnux. AREFREN.
H. BT U<,

newgrp docker

$£24 . LEDockerEdBENINFSLAIRF
ZRMEIE Dockerft & LU NFSEBIEFH{EE,

p
1. %2%EDockerBL B H B RARZAS LA IARE LI,

dnf install curl -y

curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker-compose

docker-compose --version

2. RENFSEREFRHEE,

sudo yum install nfs-utils

%34 T#HOracleREE 4

THFrEROracleRE£FEHMER X H UM “azacsnap S BIER.
SIE

12



1. RIBFZERE|OracletkFo
2. FHLUTXMH

X i

LINUX.X64 193000 _db_home.zip Bt =&iERr
p31281355_190000_Linux-x86-64.zip LRT—NMES
p6880880_190000_Linux-x86-64.zip B1EF$12.2.0.1.234R
azacsnap_installer_v5.0.run azacsnap"&EIERF

3. BB REXMHMAEXHRR /tmp/archives
4. WREIEZEIRSS 28 LAVPRE AP B XA REE 2R, BN H1T) /tnp/archive,

$4% . HEFDockerlR &
ST IR ENFINERE B LR R 5 RigHEYDockerfR 5,

TE
1. BERRAEXHE S na_oracle19c_deploy-master.zip' EIEiz1T B b BB R

scp -1 ~/<private-key.pem> -r na oraclel9c deploy-master.zip
user@<IP ADDRESS OF VM>

NS private-key.pem’ B AT Azure R B (9 I IERIFASAS 5o
2. EMRAIEERRAAEXGNIERX . AEHREEZ .

unzip na oraclel9c deploy-master.zip

3. SMEIEEARE IR IECI BRIV E na oraclelSc deploy-master. HyIEXH, BB

ora_anf bck image.taro

1ls -1t

4. M#DockerBR KX o MNEIRIEEE R/ LI FHRTEM.

docker load -i ora anf bck image.tar

S. HfailDockerfRM&EMNZ,

docker images

13



BN EFIFRC M latest "DockerB R “ora anf bck images

REPOSITORY TAG IMAGE ID CREATED SIZE
ora anf bck image latest ay98y7853769 1 week ago 2.58GB

5% QNGRS

BRE—IMNBERAERTerraform RS AMEMEBEEXHRRAMLER. DN TerraformiB (X . 7 8E
BITLIERMERE,

p
1. 7EDockertE 5 Z S EIEIMNER S

BRHERCERERZN. AEBEBITHL.

docker volume create <VOLUME NAME>

2. (A FINI BRI ERINEIMEX AR env:
PERSISTENT VOL=path/to/external/volume:/ora_ anf prov(&X)

BEVRBUEXHFRNBTNESHE. Fig:
PERSISTENT VOL= ora anf volume:/ora anf prov

3. BHfiTerraformZT £,
a. SMEIXHE ora_anf variableso
b. BIAETELL TR N : terraform.tfvars # “variables.tfo
C. IRIEIMF IR R EEHMHPAIE terraform. tfvars,

%63 . ¥&EOracle
WE. BaIUEEMZEOracle,

PIE
1. FEREUTHLRFEYIREOracle,

docker-compose up terraform ora anf
bash /ora anf variables/setup.sh
docker-compose up linux config

bash /ora anf variables/permissions.sh
docker-compose up oracle install

14



2. EFMEENBashTE, HiEid 2 RAEBHTTHIA ORACLE HOME,
a. c¢d /home/oracle
b. source .bash profile
C. echo SORACLE HOME

3. &N iZAEEE FFOracle,

sudo su oracle

$74 . 19ifOracleZi
17 Hi\Oracle R IER TN,

ﬁﬂ%
B RELinux OraclefR3 238 H EROracle#ti25|3R, XIGHHIAREZIZTNHASER . F B Oracle#3EEIETEIE
1To

ps —-ef | grep ora

2. BREBGUEE U ESIEEE EH WAL TPDB,

sqlplus / as sysdba

BNERRMTUATRER L

SQL*Plus: Release 19.0.0.0.0 - Production on Thu May 6 12:52:51 2021
Version 19.8.0.0.0

Copyright (c) 1982, 2019, Oracle. All rights reserved.
Connected to:

Oracle Database 19c Enterprise Edition Release 19.0.0.0.0 - Production
Version 19.8.0.0.0

3. HUIT/LAEIERAISQLER < IAFRIA SR ERT A

select name, log mode from vSdatabase;
show pdbs.

15



%85 Liazacsnap"EHEFHRIITIREBE N
ERITIREBED. BEEREHIBITIL azacsnap LHIEF.

p
1. REARR.

docker-compose up azacsnap install

2. {J)#25|SnapshotFE P K,

sSu - azacsnap
execute /tmp/archive/ora wallet.sh

3. REEFMEMNIFAERX M. XK azacsnap.json FEREX .

cd /home/azacsnap/bin/
azacsnap -c configure —--configuration new

4. BUTIRERED

azacsnap -c¢ backup —-other data --prefix ora test --retention=1

B (ALE)EREPDBERZE=
] LRI AZPDBERZ R =,

SIE
1. IRIBIFMEEEEXEFIEED S tfvarso
2. F#%PDB,

docker-compose -f docker-compose-relocate.yml up

iZFF AWS Y Cloud Volumes ONTAP

1IEAFAWSHICloud Volumes ONTAP—Z= X Bl =

AN #ENetApp Cloud Volumes ONTAP for AWS BEhbfRAZE, NetAppRFE&E
iINetApp Console BohEHILIRENIZ AR R 5 o
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&R FAWSHEICloud Volumes ONTAP B sh{b /R 75 S ] {£ FE Terraform B ah 1 1Ti& B FAWSHICloud Volumes
ONTAPE 2 EE. 1LIELHEMFohTIEN A R ZpEE B FAWSHICloud Volumes ONTAP,

FaZ Al

s AT EL "Cloud Volumes ONTAP AWS—R A& | =" @3 %8 Web AR RE LI BELERA R, 1%

FRRFZEITBUT: cvo aws flexcache.zipo
* B TTES Cloud Volumes ONTAPAEREIAIMILE R 3 Linux VM,
* RELinux VM. IUERZAHERTG RPNT BRI,

%1% LEDockerfIDockerfyiE

2% Docker

LX‘F&%%’LXUbuntu 20.04 Debian Linux2? &G A6, EiziTHGLEURFEFERBLInuxD X3, F5RE
FEMEL B B E Linux ) R R STHY .

p

1. BT TS UL EDocker sudo:

sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

2. BIERE,

docker -version

3. WIFREBEELinuxR % LoIiER " Docker "4, MBMNE. EEIEA:

sudo groupadd docker

4. BEEifRIDockerfI P AINEI4A :

sudo usermod -aG docker $ (whoami)

S BNERTEHENERIRIKENA, &, TN AEN:
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newgrp docker

ZiDockerfi &

1. BT TS AR EDockerfit & sudo:

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

2. IIERE,

docker-compose -version

$24 . HEHFDockerlR &k

T
1. Btk x 2% cvo_aws_flexcache.zip  EIZ BT EZBZE Cloud Volumes ONTAPHILinux VM:

scp -1 ~/<private-key>.pem -r cvo aws flexcache.zip
<awsuser>@<IP_ADDRESS OF VM>:<LOCATION TO BE COPIED>

° “private-key.pem @A F L ZBEFIAEX MK,
° “awsuser BN B
> “|P_ADDRESS_OF VM 2VM Pk,
° "LOCATION_TO BE_COPIED @E#HIXHFEHUE,
2. 1ZBY "cvo_aws_flexcache.zip X3, &0]LURENZATBE R B EXUEFHIXXHE,

EREHRSIBRPEIME. 151517

unzip cvo aws flexcache.zip

BEBEXUERRXHAHE. BIE1T:

unzip cvo aws flexcache.zip -d ~/<your folder name>

18



3. MMEFANBG. SHnF "CVO_Aws_Deployment X RHITITIU TS UBE XK :

1ls -1la

BNER— IR, EKUFLUTRA:

total 32
drwxr—-xr-x
drwxr-xr-x
—-YWw—r——-r-—-—
-Yw-r——-r—-—
drwxr-xr-x

drwxr—-xr-x

-rw-r—-r--
deploy.yml
-rw-r—-r-—-

destroy.yml

1

= > 0= B o ©

userl
userl
userl
userl
userl
userl

userl

userl

staff
staff
staff
staff
staff
staff
staff

staff

256 Mar
192 Mar
324 Apr
1449 Mar
480 Mar
128 Apr
996 Mar

1041 Mar

23
22
12
23
23
27
24

24

12:
08:
21:
13:
13:
13:
04:

04:

26
04
37
19
19
43
06

06

.env
Dockerfile

cvo_ Aws source code
cvo Aws variables

docker-compose-

docker-compose-

4. % "cvo_aws_flexcache_ubuntu_image.tar X, HFAEEEBZECloud Volumes ONTAP for AWSFfTEs

BIDockerfR (&,
S. fRIESE 15

docker load -i cvo_aws flexcache ubuntu image.tar

6. EF/L%. FiFDockerBRERNNE

docker images

=Ltk

SEEE. REWIER T B RININE Dockerff 4 :

BYER—1EANEHE latest "tRiEMDockerB& “cvo aws flexcache ubuntu image. SALAF

~AIFRR

REPOSITORY
SIZE

cvo _aws flexcache ubuntu image

1.14GB

TAG

latest

18db15a4d59¢c

IMAGE ID

CREATED

2 weeks ago

@ SR LIARIE R EE M DockerR R B #F, MR E K DockerBE B R, EHRTEMN docker-
compose—destroy‘j{{q:EPE%ﬁDockerﬂgéfgi@w “docker-compose-deployo
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B3 IEFRTEXH

FELRNES, BRI ZANMMETEX S, — M XHRATER AWS 152 AR Z A% AWS Resource Manager
API #1TBHMIE. BZNNERATIRERETE, LUERHIA Terraform #EIREENS EMIFNIIE AWS AP,

SIE
1. ELLTFOIE I "awsauth.env X

path/to/env-file/awsauth.env
a. FUTRERMEIXHEF awsauth.env:
access_key=<> key_key=<>
B a5 FEE TSR TELER,
2. BRI HEEARME env' XA,
BWANSIFET SN IR aWs CREDS " #3188 1F “awsauth.envo
AWS CREDS=path/to/env-file/awsauth.env
3. SfnE)i% "cvo_aws_variable’ X 43 B EIE X 4RI R PRFANZZ A,
RKULTARBRINEIS 4
aws_access_key id <>aws_key_access_key=<>

B 5 EEE AR 2 EE,

S8 4: EMNetAppE BEARSS

B IR AR T AMNetApp B BEARSS, 1&/NEI{4E (PAYGO) SiiEdEEAR(1E. NetAppBREARS &
FENetAppEHHIRE. Cloud Volumes ONTAP. NetApp=/E. NetAppEhZ {41 E MNetApp i Mk
5. NetAppEUIEN LB ESEEMITHT, TEHIMTE,

g
1. M Amazon Web Services (AWS) i"]JF SAnZ| SaaS Hi%#%E iTiHINetAppE BEARSS -

ERILAfER 5 Cloud Volumes ONTAPHEEIRYZE IR, BAILAERRRERHEIRE,
2. FEENetAppizHl&11F LU SaaS TS ANEHI&,

SR L EEMAWSIIFECE L ECE,

ERWEEMIILTHI SR UHRIAERE.,
3. B EEREHRIAMTH &IPS,

20



558 QNGRS

BNEE—IINEE. URE Terraform KIS XHMEMEEX M. EAUTHIR A B i Terraformiz{T TIER
#BE,

p
1. 7EDockertE S Z SMRIESMNERE |

docker volume create <volume name>

i

docker volume create cvo aws volume dst

2. FERUTERZ—!
a. EFEXHRMIMNBBERRR . envo
s ZETE LA PR BRI 0o
o
PERSISTENT VOL=path/to/external/volume:/cvo aws

il
PERSISTENT VOL=cvo_aws_volume dst:/cvo_aws

b. JENFSHERMAIINGEE
BffRDockerA 2R Al LAENFSEZ#HITRE. HABREEBINR(GIMNBE/SNR).
. #Z£DockerfmHIS A HRRNNFSHERZFANINIERIEREZE. WTFAR: &I
PERSISTENT VOL=path/to/nfs/volume:/cvo_ aws

il
PERSISTENT VOL=nfs/mnt/document:/cvo_aws

3. % ‘cvo_aws_variables X143,
ENAEXHEHPERUTETENXH:

° terraform.tfvars

° variables.tf

4. BIEFEEERXXHFME terraform. tfvarse

X PREATEER. BRI ER ST XME terraform. tfvars, RIEMX. ATAMEXIEHLL
KzCloud Volumes ONTAP for AWSX RV EMRR. XEERREZBFIARE. HPEEETMTRMNSHA
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ME(HA) T BIIFRTIE. BEEANFIVMAN,

=45 8B Cloud Volumes ONTAP Terraform #RIRBIFAE ZIF L EIYEE variables.tf X, EwiZns|

‘variables.tf TE RN EI X4 Z B “terraform.tfvars' {4,

S IRIBMEHER, EAILUETR U TIEIIEE NI RKEAD false BHFlexCacheMlFlexClone trues

LT3 B FAFlexCache#FlexClone:

° is flexcache required = true

°is flexclone required = true

%64 . ZFZCloud Volumes ONTAP for AWS

BRIBLIT S EEFZCloud Volumes ONTAP for AWS,
Lz
1. MBS, BT TS UL SRE

docker-compose -f docker-compose-deploy.yml up -d

LA At AR N AR, F— 1A IECloud Volumes ONTAP., £/ A2REE
AutoSupport.

BN RBREFRH. HIBE M AERTRIES R,
2. fEAAEX M ST HNEIEMHE

docker-compose -f docker-compose-deploy.yml logs -f

It ap < PT SEEH R A e L FHE IR LA T B & X RV 3R
deployment.log

telemetry asup.log

ERILUEBE A U FIMR B E8RIEX L HEX 4 RELEHBT .env:
DEPLOYMENT LOGS

TELEMETRY ASUP_LOGS

UTRAIERT I EREEX SR

DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

FERIE
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TR LUER U S BRER I R H IR E S E I P eIEN IR,

SIE
1. tNREEEEFlexCache. BETEXHHIZE LU TIED terraform. tfvars. X 5EFlexCachet
R FI B AVIRET AR,

flexcache operation = "destroy"
()  TEEMEREIE deploy M destroye

2. NREEEEFlexClone. BEZEXHHIEE LU TIED terraform. tfvars. X1 EEFlexClone&H
MpR ST HI RN IR IFIE,

flexclone operation = "destroy"

@ AIRERYIEINEHE deploy M “destroye

i&FAF Azure BY Cloud Volumes ONTAP

& A FAzurefdCloud Volumes ONTAP—ZR X 2=

A~ #ENetApp Cloud Volumes ONTAP for Azure Automation Solution, NetAppZF&]
iBiZNetApp Console B oh{tHOIREUZ AR R A ZR.

i&FFAzurefJCloud Volumes ONTAP B ik g R 75 = Terraform B 511 TiE A FAzureRICloud Volumes
ONTAPR 23 LEE. 1LIELEEMFohTFFNEN AT RIEEFEIE A FAzurefICloud Volumes ONTAP,

FeaZ Al
* AZTE "Cloud Volumes ONTAP Azure—R A& 2| =" B =HIE Web AR RERIM BB RAR, Z
BRFEFTEUT: Ccvo-Azure-Burst-To-Cloud.zipe

* BARTE S Cloud Volumes ONTAPAEREIBIMILE L& Linux VM.
s ZELinux VM. IURIBAER RS RZFRP B REFREIRIIN,

$1%5 ;. LEDockerFlDockertyiE

23 Docker
U TF# L Ubuntu 20.04 Debian Linux73 £ A6, ST SEURTFEFERBLinuxD K3, 1B53HE
AT &R ERIFELinux D RIS,

p

1. BT TS IR EDocker sudo:
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sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

2. IR,

docker -version

3. WIFREBEELinuxR % LoIiER " Docker "HI4H, MNBENE. E0IEA:

sudo groupadd docker

4. BEEARIDockerBI AP AINEI4A :

sudo usermod -aG docker $ (whoami)

O BHNERTEEHENERIRIENA, &, EHaI UV AEN:

newgrp docker

ZHEDockerfit &

TIE
1. BT TS AR ZEDockerfit & sudo:

sudo curl -L
“https://github.com/docker/compose/releases/download/1.29.2/dockercompos
e— (LOJOOC = )= (uname -m)” -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

2. W,
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docker-compose -version

$24 . HEHDockerl &k
PIE

1. Bk E %) "CVO-Azure-Burst-To-Cloud.zip  E1ZE B FEBE Cloud Volumes ONTAPHILinux VM:

scp -1 ~/<private-key>.pem -r CVO-Azure-Burst-To-Cloud.zip
<azureuser>@<IP_ADDRESS OF VM>:<LOCATION TO BE COPIED>

° “private-key.pem’ @ F L ZBERIVFAEAS M
° “azureuser BEIMAF .
> “|P_ADDRESS_OF VM £VM Pk,
° "LOCATION_TO BE_COPIED @E#HIXHFHUE,
2. $ZHY "CVO-Azure-Burst-To-Cloud.zip X%, Er] LRI L E1E R EE XA E PRI H K,

EREHRSIBE RPEE. 151517

unzip CVO-Azure-Burst-To-Cloud.zip

BEBEXUERRXHE. BIE1T:

unzip CVO-Azure-Burst-To-Cloud.zip -d ~/<your folder name>

3. BERBARE. BMEF) CVO_Azure_Deployment X RHZTU TS UEE X

ls -1la

BNER—IXHFIR. EKUFLUTRA:
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drwxr-xr-x@
drwxr-xr-x@
-rw-r--r--(@
-rw-r—--r--@
—rw-r--r--@
-rw-r—--r--0@

-rw-r--r-- 1

11 userl staff 352 May 5 13:56

5

1
1
1
1

userl staff 160 May 5 14:24

userl staff 324 May 5 13:18 .env

userl staff 1449 May 5 13:18 Dockerfile
userl staff 35149 May 5 13:18 LICENSE
userl staff 13356 May 5 14:26 README.md
userl staff 354318151 May 5 13:51

cvo azure flexcache ubuntu image latest

drwxr-xr-x(@
-rw-r—--r--(@
—rw-r--r--@

-rw-r—-r--0@

4
1
1
1

userl staff 128 May 5 13:18 cvo_azure variables

userl staff 996 May 5 13:18 docker-compose-deploy.yml
userl staff 1041 May 5 13:18 docker-compose-destroy.yml
userl staff 4771 May 5 13:18 sp role.json

4. %% "cvo_azure_flexcache ubuntu_image_latest.tar.gz’ X1, HEFEEEZECloud Volumes ONTAP for
AzureFFZE#IDockerBR{%,

o. FRIEZEX !

docker load -i cvo azure flexcache ubuntu image latest.tar.gz

6. FRE/LOH. FiFDockerfREEMBTEE. ARWIERE ERMIhINEDockerBRE :

docker image

S

EBNEE—1MENE®E latest tRIEHIDocke r R
‘cvo azure flexcache ubuntu image latest. SILATFRBIFAT:

REPOSITORY TAG IMAGE ID CREATED SIZE
cvo_azure flexcache ubuntu image latest 18dbl5a4d59c 2 weeks ago 1.14GB

B3 IEFMRTEXH

EUMNER, ERATMBIERNMMETENX . — MR TFERARS A EIEIT Azure BRETESS APl HITEHD
BiE, BINMNXHGETIREMRTE, MUBIEHIS Terraform HRIREETETE (I FNIEIE Azure AP,

p
1. BIEEARSS 1%,

EOIRIMREEEXHZH], HIRBHL R OIZERS A CIE R LLRI % JRRIAZzure Active Directory[i/ F

ERFARRSS A"

2. ¥R A ED RRA I eIZIARS A,

3. BIZBEX AT,
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a. 2% “sp_role.json' X . ABREFIHIVIRIE QTR IINR.
b. HNXLEMNPRHIE B E X A EMINEFEIZENARS A,
4. ZfnF)*Certificates & Secretes*Fi%EiF*New client Secret* LA BIE R F IHH12,

IR P IRE R, ZAER value*T|FEVFAER, BANERELTEBEREIE, EELIERUATES:

° BFig ID
° 1JIID
° fFID
BIEIME T ENFEIER, B UTEIRS EEUIRY* Overview* & 73 1% 21 P ixIDFIFE FIDE o
S. BUEIF R,
a. FELLFIE IR "azureauth.env XX f4:
path/to/env-file/azureauth.env
LU TREARINE X 4
ClientID=<>clientSecret=<>TF1Fld=<>fHF ID=<>
RIS EEFREEER, BRNEZEIRETE.
b. #ELUFAIE 8% “credentials.env' 3Xf4:
path/to/env-file/credentials.env
LT RE AN
Azue_ %8 FID=<>Azue_client_ SECLE=<>Azue_client_ID=<>Azue_Probation_ID=<>
RIS EEFRTEER, BRNEZEIRETH.
6. R RIEIXHER . envo
ESIFRTER NI HPFRNIMEXH .env' B "AZURE RM CREDS #IfERIE “azureauth.enve
AZURE_RM CREDS=path/to/env-file/azureauth.env

ESHIETEM M ERRNIFEXH .env B "BLUEXP TF AZURE CREDS #EXTERE

‘credentials.enve

BLUEXP TF_AZURE_CREDS=path/to/env-file/credentials.env

S8 4: EHNetAppE REARSS

BN EIREEEMNetAppH 8EARSS, #Z/\BH(F2E (PAYGO) FBIFESRIEE. NetAppEEERS &
ENetAppEAFIME. Cloud Volumes ONTAP. NetApp= /2. NetAppEhZin{tiinE FNetApp I Mk
. NetAppHIEL LB EEEMITIAR, TETIMIE
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Uz
1. M Azure ["JFP S/ 2 SaaS FHiE#E iTi%INetAppE REARSS -
2. FEFREER (R, WORMMBIERSZ X 2HBEEZPYGO) it

@A LA 5 Cloud Volumes ONTAPEEIRH A, Ha] UERRERIZIRE,
3. REEFIBIIF LU SaasS TS NIZH &
1Ee] OB AN @A REAE B R L BNECENK P AT, BiEMAzurel 1P ECE LK
RIEEREEEMIAEFI AP UM E.
4. B EERRERIMEH SR PEE,
54 CIRIMNEE

BNEIB— MRS, URE Terraform RS HMEMEBEX M. IR ARl Terraformiz{T TR
BE

TR
1. 7EDockertt 5 Z SMRIESMERE |

docker volume create « volume name »

i

docker volume create cvo azure volume dst

2. ERLUTERZ—:
a. IR RINIMNBERRE . envo
A FETE LA PR BRI 0o
Bo
PERSISTENT VOL=path/to/external/volume:/cvo azure

w5

PERSISTENT VOL=cvo azure volume dst:/cvo azure
b. JENFSHZARIMAINEBE
15HRDockerA2s Al LISNFSHE#HITIBE. HEBEE ERIINR (BN ERIE).
I. ZEDockerfRHIS A MINFSHZRZENIMNBERREE. MTAR: B

PERSISTENT VOL=path/to/nfs/volume:/cvo_azure

28



il
PERSISTENT VOL=nfs/mnt/document:/cvo_ azure

Sn3 “cvo_azure_variables X%,
BRI ZX LR ERUTTEXH:
terraform.tfvars

variables.tf

- RIEFEESHHRME terraform. tfvarse

BRI ERIT2EN. ERTREIEFENSZIFXN terraform. tfvars. IRIEMX. BJAM XU
Bi&FFAzurefYCloud Volumes ONTAPS'H#E’JEWJI% XLEERRESEMAR, HPEFEEIM RIS
A AMHAMEIFRE. BERNFTIVMAI,

=4I & IEF Cloud Volumes ONTAP Terraform f&2IREVEFE LT 2 ETE variables.tf X, &S5 H
‘variables.tf TERIIEIXX A Z B “terraform.tfvars' {5,

CRIEENER, En]LUB IR U T ETISENERBAI false BFFlexCacheMFlexClone “trueo

LT3 B FFlexCache#FlexClone:

°is flexcache required true

°is flexclone required = true

- WERE, BB LIMAZzure Active DirectoryflR S35t E TerraformT £HIE

az_service principal object id:
Szl N REF->FENAER, RAREFETAIEIZIARS EEHE.
b. EFIXRIDHENTerraformZEERIE:

az_service principal object id

%65 : ZFZCloud Volumes ONTAP for Azure

IEIREB LT H B EFZE Cloud Volumes ONTAP for Azure,

p
1. MIRSCfESRAR, BT Ta< LR EE

docker-compose up -d

LA R A TR A2s. B— 1 A282BECloud Volumes ONTAP. -/ NAaEENEIERIZE!
AutoSupport,

BINBRBREFR. HEE N EBATRFAETE,
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2. EAAEX M G BEIEAHE:

docker-compose logs -f

Lt an < AT SRR (At HHEIR LA T B E XX 4P RVEE:
deployment.log

telemetry asup.log

ERI LU A U FIMR T E8RIEX L HEX 4 RELHBT .env:
DEPLOYMENT LOGS

TELEMETRY ASUP_LOGS

UTRAIERT I EREEX G

DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

FERIE
TR AR LU S B ER IR A R H R IR AR B I 2 e 2BV R

p

1. tNREEEFEFlexCache. BENXHFFIZEE LU TIEI terraform. tfvars. XIEEEIEFlexCache& il
FRSca Bl R IRATIRE,

flexcache operation = "destroy"
(D AJRERYIEINELHE deploy Ml “destroyo

2. NRIEEZEFlexClone. IBEXHFIEE LU TIE terraform. tfvars. XEFEEFlexClone® bR
Seai eI IRET IR R,

flexclone operation = "destroy"

(D ATRERYIEINELFE deploy #l “destroyo

iE T Google Cloud AJ Cloud Volumes ONTAP

iEFFGoogle ClouddJCloud Volumes ONTAP—XR %X EI=

ZIXS‘(iﬁNetApp Cloud Volumes ONTAP for Google Cloud Automation Solution, NetApp
Z P al@idNetApp Console B 6 ACIREIZ AR IR TS 5o



i&FFGoogle Cloud#JCloud Volumes ONTAP B &b fi#/R 75 2 A B ahi1Ti& A F Google CloudiJCloud
Volumes ONTAPE 23L& 1LIETEHERIFoh TR A REERZEE B F Google CloudiICloud Volumes
ONTAP,

FreaZ /i
s AT E & T Google CloudAICloud Volumes ONTAP—ZR & 2l =" @3 1THla Web A RESSIEEh
WRRRF R, ZMRRFRITEIUNT: cvo gep flexcache.zipo

s IZATTE S Cloud Volumes ONTAPAERIFIMILR £ 2 Linux VM,
* ZELinux VM. HIURRBZAER RS EZFR P B REFRENKRIIN,

$1%: LEDockerfIDockeriyiE

%% Docker

L,(_F*/F%L,(Ubuntu 20.04 Debian Linux2 R EFAH, EiziTHGLEURTFEFERBLInuxD KB4, BSRE
FEMER B RS E Linux ) R R ST

53?
BT A S AR EEDocker

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

sudo apt-get install docker-ce docker-ce-cli containerd.io

2. BIERE,

docker -version

3. WIFREBELNnuxR S LEI3E R A"Docker "B, MNBRE. FOIEA:

sudo groupadd docker

4. B FEIHRIDockerfI A ARINEIA :

sudo usermod -aG docker $ (whoami)

5' :...\E’JEE&:H'E/I('%#E%’[ F_FHO _‘Z%\ lu\‘w}__l-L/{_LEDr_FHEE&
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newgrp docker

ZiDockerfi &

HIE
1. BT TS AR EDockerfit & sudo:

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

2. IIERE,

docker-compose -version

$24 . HEHFDockerlR &k

T
1. Btk E % cvo_gep_flexcache.zip BB A FEFE Cloud Volumes ONTAPHILinux VM:

scp -1 ~/private-key.pem -r cvo gcp flexcache.zip
gcpuser@IP ADDRESS OF VM:LOCATION TO BE COPIED

° “private-key.pem @A F L ZBEFIAEX MK,
° “gepuser 2EIMNIEBF &,
> |P_ADDRESS_OF VM 2VM IPHttit,
° "LOCATION_TO BE_COPIED @E#HIXHFEHUE,
2. $2BX "cvo_gep_flexcache.zip XK, ERILUIRENEFIE RIEEEX I EFPRIXHE,

EREHRSIBRPEIME. 151517

unzip cvo gcp flexcache.zip
EEEEXNUERNXGX. HET:

unzip cvo gcp flexcache.zip -d ~/<your folder name>
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3 BERENBR. BITUTHLUBEXMA:

1ls -1la

BNER— IR, EKUFLUTRA:

total 32

drwxr-xr-x 8 user staff 256 Mar 23 12:26

drwxr-xr-x 6 user staff 192 Mar 22 08:04

SE—Bo—E == 1 user staff 324 Apr 12 21:37 .env

—-rw-r—--r—- 1 user staff 1449 Mar 23 13:19 Dockerfile

drwxr-xr-x 15 user staff 480 Mar 23 13:19 cvo _gcp source code

drwxr-xr-x 4 user staff 128 Apr 27 13:43 cvo _gcp variables

~rw-r--r-—- 1 user staff 996 Mar 24 04:06 docker-compose-
deploy.yml

-rw-r—--r-—- 1 user staff 1041 Mar 24 04:06 docker-compose-

destroy.yml

4. %% cvo_gep_flexcache_ubuntu_image.tar X1, ERHEEEE1EH FGoogle CloudiICloud Volumes
ONTAPFRFEHIDockerR{&,

O. fREAE

docker load -i cvo _gcp flexcache ubuntu image.tar

6. ERF/L0%. FiFDockerBREEMNE ST, ARIIERS B RINNEDockerR{k :

docker images

BYER—1RBANEHHE latest "tRiEMDockerB & “cvo gecp flexcache ubuntu image. SALAF
IR

REPOSITORY TAG IMAGE ID CREATED
SIZE

cvo gcp flexcache ubuntu image latest 18dbl15a4d59c 2 weeks
ago 1.14GB

@ SR LIARIE R EE M DockerR R B #F, MR E K DockerBE B R, EHRTEMN docker-
compose—destroy‘j{{q:EPE%ﬁDockerﬂgéfgi@w “docker-compose-deployo
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B35 EFHISONXHF

IR ER. & TERARS MK ZEAE UL *cxo-automation-gep.json X4, LUEFFGoogle CloudiZ{HiZREi#1

%ﬁjq_Llﬁo

1. I BB EECloud Volumes ONTAPHIZH & I PRAVARSS K" 7 i X BIZIRSIKFVEZER,

2. FHKFPNZHAXGHEREAX M EESEMIL cxo-automation-gcp.json X, cxo-
automation-gcp.json X FXHEFFF cvo_gcp variableso

Nl

"type": "service account",

"project id": "",

"private key id": "",

"private key": "",

"client email": "",

"client id": "",

"auth uri": "https://accounts.google.com/o/oauth2/auth",
"token uri": "https://ocauth2.googleapis.com/token",

"auth provider x509 cert url":
"https://www.googleapis.com/ocauth2/vl/certs",
"client x509 cert url": "",

"universe domain": "googleapis.com"

XHERRBNS ERERTELMEE,

S8 4: EHiNetAppES BEARSS

BTN SRR EMNetAppH EARSS, 1%/ \BI{F2: (PAYGO) BT EESRETER. NetAppERaEARS €
FENetAppF S FIRE. Cloud Volumes ONTAP\ NetApp= 7 /E. NetAppEh RN E FNetAppk MRk
2o NetAppHiED LB EEEITIAS, THEEMIMTEH,

T
1. EfiZE"Google CloudiZ il &"FHiFEF*ITIRINetAppES BEARSS *S
2. BRENetAppizHI &I T LIS SaaS iTIESNEHIE

&R]LIE#EM Google Cloud Platform i#17EE, EEMEERIIEHI S UBIARE,
3. BEEFRRE HIAEHI A I PPN E.
EXELEER, 5SH"EENetAppiTHI S HY Google Cloud EEMITIA" o

5% . BAFERGoogle Cloud API

S MEB B H/EALLT Google Cloud API 7 8EEBZE Cloud Volumes ONTAPFIIZHI &R,
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Cloud Deployment Manager V2 API
* ZHEIER API

* Cloud Resource Manager API
HE5|Z AP

* BHFAEEE (IAM) AP

"THRBXBR APl NEZER"

Few . gEIINERE

BNEIB— MRS, URE Terraform RS HMEMEBEEX M, LIRS AR Terraformiz{T TIEAR

nﬁéo
PTIE
1. #£Dockeri#ES Z SRl IIMNERE

docker volume create <volume name>
Tl
docker volume create cvo gcp volume dst

2. FRANTETZ—:
a. AR ARINIMIERE . envo
1 LB TR LU TR R RV YIS T
IV
PERSISTENT VOL=path/to/external/volume:/cvo gcp

Tl
PERSISTENT VOL=cvo gcp volume dst:/cvo gcp

b. JENFSHERMAINSE
1EHRDockerB 28 pI LASNFSEZ#HITREIS. H EBAE ERINIR(FIU01R/SHIR).
. ZEDockerdmHISX A HRMNFSHERZIENIMNIBMEE. TR &
PERSISTENT VOL=path/to/nfs/volume:/cvo gcp

i
PERSISTENT VOL=nfs/mnt/document:/cvo gcp

3. Mm%l cvo_gep_variables X3,
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ENERXAFRPER LI

° terraform.tfvars

° variables.tf

BIEEEFNXHFIIE terraform. tfvarss

B P IERIZEEEN. ERTRIEFENZIFX terraform. tfvars, RIEMEX. BIAMXIEHIL
K& FGoogle CloudfJCloud Volumes ONTAPSZIFIVEMA R, XLEEARERBFAARRE. EFPEFEE
T RS AMEHA)NRIFRIE. EEX/NIVMAD,

=4 & 1CIEF Cloud Volumes ONTAP Terraform ##3RBIFRE L SIYETE “variables tf X4, S5 |
“variables tf TERMNEIX 4 Z A “terraform.tfvars’ X5,

BIEEER, @Ea]LUETE L IS E NS REBRS false ZHAFlexCacheMlFlexClone “trueo

LU~ {54% = FBFlexCache#FlexClone:

°is flexcache required true

°is flexclone required true

$74 . HEIEHATFGoogle CloudfyCloud Volumes ONTAP

I U T & BEEER T Google Cloud#ICloud Volumes ONTAP,

p

1.

36

MARX KA, BT T < LA BRE

docker-compose -f docker-compose-deploy.yml up -d

LA A TR A2s. B— 1 A282BECloud Volumes ONTAP. -/ NA2EENEIELIZE
AutoSupport,

BINBRBREFR. HEE N BABAITRFIETE,
EREEX G EEHNESIZAHE:

docker-compose -f docker-compose-deploy.yml logs -f
b AR < FI SSES R Atk H IR LA T B eV EdE |
deployment.log
telemetry asup.log
ll_a\E_[ L/(l_liﬁﬁﬁ L/(—Fi$ §§§ﬁ$ lt: Ib\y{q:;EEE&ﬁ% ﬂ( env.

DEPLOYMENT LOGS



TELEMETRY ASUP LOGS
T RAIRR T E B EX &
DEPLOYMENT LOGS=<your deployment log filename>.log
TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log
SERklE
ERILMER TS BIFRIGR IR H B IR AR E IR P eI R,

p

1. NREEEBEFlexCache. BEEXMHHFIZE L TIED terraform. tfvars. XEREEFlexCacheB
PRITHIBIEMIRRYIF IR,

flexcache operation = "destroy"
@ ATRERYIEINELFE deploy Ml “destroyo

2. NRIEEEEFlexClone. BIEXHHIZE LI TIED terraform. tfvars. XEREEFlexClones F kR
SeEI IR IFIE,

flexclone operation = "destroy"

@ ARERYIEINEIFE deploy #l “destroyo

ONTAP
Day 1
ONTAP Day 1fi#R 75 R ER

&R LAfSEFAONTAP day 0/1 BshfEERAZR, Bid Ansible EREMECEONTAPERE, AR
FEAIMULTIERIRE: "NetApp Console BEI{LHIL"

RERIONTAPEFZE LR
RIBEREK. &) LUERREBRE A FIRIAONTAPRERONTAPEIZ A E,

REREE

&8 LUERIZETONTAPHI A EREE 4 (FISNFASZRAFF R4 EBBULAR R R, S TERLiInux VMERONTAPR
EZREFN B E Storage Virtual MachineEE%,

EIXONTAP

E{FEFAONTAPIRINEZE AR AR, BT MNetAppziFih s FHERHRAsimEIIONTAP, EIIONTAP
ZONTAPHE I EHIMEINRE. BIUONTAPTEWindows. LinuxEiMaciR % EIVMware B EIBIEF PiziTo
JtFWindowsFILinuxEH. HFEAVMware Workstation BN EIBIEFERIITIHR R AR, NREERH
ZEMaci2ER %, BEFERAVMware FusionEBiMN EIRIEF,
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nERigit

WIIZAER. A UE B ERITHEEESHAAMESER. ZERXSD T B RBRRIES(Z1EE)MN
WITHTBEBITE), B THXEENTFRIE. BTl EEXRE.

— AL R RIEFM MKLEIBRIT—RINES, % siteyml FMEEZFM logic.yml F1i% “execution.yml’F
fifto

BITIEKE, 1% site.ymR(EFME L ERZIREFM, ABARIZ logic.yml i 1EFM "execution.yml” LA
1TIRSBIEK,

EAFREEAERNZER. ZEERM T —EET. AIRESRNIIY RERERISEZIN UHRIT. X,
ERILRIETR B B E MAEZRIIAE,

ZBiER
ZIEE AR TER AR :
¢ XEB—ZRME “logic.yml  FAf
* BRPMZEESXH logic-tasks

EHERREM T EZRRHINEE. MEFTHITAENEEXER(BII. EiZEServiceNow), ZiEEEAEERN.
IR SS R RN,

eI, ERIUGTIZER., MRBLSTIFER. 1B7ENX logic_operation' T2, B HIZIAMIZ logic.yml 1%
EFA. AT ERHITHER FHRITEMESREIR. EaTLifER"debug "BARIENERS

‘raw_service_request IEfi,
BEEIRE:
* ZFMIE logic.yml #E “logic operation T8, MIRFEIFBRPEXTTE. MESMERPME

ESXMH logic-tasks. ESXHLIZE ymIX . MREELENESMH R "logic_operation BE X
TE. WEEERKEK.

¢ ;%;%E’\J%ﬁikfﬁ logic_operation‘?ﬂ "Nno-opo WMRKBHENZTE, MEIAR no-op, MR BT

* 918 ‘raw_service_request EEXT 2. MHITELAEFHITE. MRREXMTE. NZEEIERMK,
7B
WITERLUTER AR :

* XR—Z24E “execution.yml Ff

HITE@SAPIEEREEEONTAPEEE, 1% execution.yml FMER ‘raw_service request TEHITITE X T

£,
SFEEX
TR LURYE B CRER U A B E X UILRERT 5o
BE LT BlE:
* B (LRFRIEEFM)

38



* ANAE

BEMNAns} ¥
TRNABT HERDERESHA BE X BAnsableX o

& Wiee
playbooks/inventory B&—NEEENMATIRIMH,
/hosts

playbooks/group_var JBIAnsF] BMth—RMERTENAFZMEN. Eel LU HRABIEISK
s/all/* FREXH, B cfg.yml. « clusters.yml defaults.yml.
services.yml. standards.yml\$ﬂ “vault.ymlo

playbooks/logic- SFFEANSE] AHITRERMES . HERFFEESHITHND B, 8] LA 4370
tasks S5HEXARSS M MAIS o

playbooks/vars/* £ (Andsabilityt&(EFA1) MABPERNSE. USEHMEENBEN. RIEEM
AEAMN, MAYE. ErIUEIL X HRPRERSPIE X,

BENAE
He5h, EEAT B RRERANSIER MR EEHNMIRS REEXBADR. BRREES, HE0EE
s

HEFEFONTAP Day 1#R AR

FEHEENUBRARZE. ERTERONTAPIMEHREMALEANSTS.
DA EE BT

TEERLAR RS ZEBEONTAPEE 2 Hl. BNEFUTEKRMEIEEI,

HARER
BFEARRAR. BHNITUHEUTEAREX:
o IRATRERSTE NP ER @13 ONTAPIREIN 2L 1A 1A ONTAPE {4,
* fSA T RRUN{AI{E R ONTAPER 5,
s AT FRANAIERANSTS BahbiiE T E,
MEEEEIm
EEEBLBICRRARZE. EATHRE .
* Biz{TAns1E AR R E,
* ONTAPZ 4. HNEPEHTONTAPIEIMNZS.

- RERBEEN
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HEZONTAPRS:
TitiE R ERRNIBONTAPRFILEBIZIMONTAP., EAMAERITIMR. AEAEEE BB RAA R,

(FIi%) LRFEAEERIIONTAP
NRBEIONTAPIRINGS I B LR, WA FHFBTTIRBIONTAP,

Feazai
s AT T HHLZEEATIZTIEIMONTAPEIVMware EE I EIREFo
° YNRIBFERBIZEWindowsZELinuxiRER S, 15EAVMware Workstation,
° MNRIGFERNEMaciRER Y. 1BEAVMware Fusion,

() wREERHEMac 0S. ARt b2,
il
AU TR EARMIFIERLZER NONTAPE RS
1. MTFEIEONTAP NetApp 255"

() ReEmwETHIONTAPEMES. ERETH— GRS,

WMRMKRIBEIT. IBERBEIVMware N FHIERF .

KRB THEDSEHE. AEARBEELUERVMware N AREFTHIZX -
REE—ONTAPLAIEI R R,

FHENBE B, AERRHACIEET RER.

a > ©w Db

EZPNONTAPLBIEE LIRS IR,
6. (A1) RINFEEEMER A 7o
MEBNERER, IBITU TGS
security unlock -username <user 01>
security login password -username <user 01>
set -priv advanced

systemshell local
disk assign -all -node <Cluster-01>-01

ONTAPZZBVIRE

TR EIEONTAPRRRIFIAIATS. TR AENEZ @I ONTAPIRINZRIZTT.

WP A HELL TONTAPRLKEK:
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https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate
https://mysupport.netapp.com/site/tools/tool-eula/ontap-simulate

* ONTAPELEHIEEIETT. ERKENXEE.

* kB, ONTAPEBohHE RATIAInSEERIPHILE,

* ML&E]iHIR.

- MEBEEERERE,

* ENE R RS HE B (Message of the Day. MOTD)#&EME L K B IR,

ZEFTEN BRI G
EBNBEXMAILEANdSIE R EEBEE LB RAENESR,
ZHEAnds2E
A L fELinuxsiWindows & 4t &2 ANsTS,
Andsf5LA 5ONTAPE R #H I TBIERIENINBIS H/AESSH,

IBZR "NetApp #1 Ansible N[7]: &3 Ansible"&EAndsTF U B3,

() waERsmE TR L REEASE,

THHESEUBRRG R
TR UERU TS BT HH EEENENBEIUERS =,

1. R "ONTAP - Day 1#llamp; EITHRANE" BEEH S Web BFRRERIBMUBRE R, ZERHER

FTEITF: ONTAP DAYO DAY1.zipo
2. {REzipXX M. HIEXHEHIRIEAndsE L IMEPIEHIT S LA RS,
MIERIAnds 012 HEZRFRE
HITAnsIB A HEZRAIRNIAECE |

1. BME |Jplaybooks/1nventory/group vars/allo
2. iR

% “vault.yml {5 :

ansible-vault decrypt playbooks/inventory/group vars/all/vault.yml

HARRTEWMNFEZE, WAL T IR Z:

NetAppl23!

@ "NetApp 123! "Z FH?%TS'(#*MHF’E’JT‘% ZRYHITRRZMIIGET vaultyml 2558, BXRERE

’ A ﬁ*ﬁﬁﬁlu\ E EE'J“ E%RTK#FL'TTDD

3. AT HIANSHY 15 :
° “clusters.yml & 2Rt X HIE LIS & B HIIFE,
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https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
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https://netapp.io/2018/10/08/getting-started-with-netapp-and-ansible-install-ansible/
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub

° vault.yml-fEEX MG, RIBEIFIREIONTAPER. AR RMNEHRE,

° cfg.yml-IRENXHIRIF log2file, HE R cfg €& “show request A “True UER
‘raw_service requesto

It “raw_service_request TE¥ B/n1E BEX A LUK THAEL,
()  FIEmSIXERELTE. FRRNRECENERH EH TSN

4. EFNNZ vault.yml X1 :

ansible-vault encrypt playbooks/inventory/group vars/all/vault.yml
()  FesRTEEMER AR,

5. £fnZ2| "playbooks/inventory/hosts H#i& B B & HIPythonfi# 225,
&

6. ZBE “framework_test ARSS:

MUTaLIEIT{EN cluster identity info By ‘na ontap info '#R#R “gather subset., X
ERARERSIEH. ARIEEREAIUSEHHITERS.

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<CLUSTER NAME>
-e logic operation=framework-test

MENEEIEITIN R
NIRRT ENERIZMUT AT RGIES

PLAY RECAP

KA AR AR A AR A A AR A A A A A A AR A AR A AR A AR A AR A AR A AR A AR A AR A AR AR AR A A A A A AR AR kA Ak Xk

kK Kk k) k)%

localhost : o0k=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0'..

ERIZAR T ZREFZEONTAPEES

SRESMAYIE. E@aLUERONTAP Day 12175 ZEFAONTAPRIRREIE FEHANS
5 EET,

FERITAT RS ERE. o] ARERLEFENIRNIER. MARERHITIER, BMRIEK, EEn<SiT LAVRIE
FME site.yml A “logic.ymlo
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1% “docs/tutorial-requests.txt (I B B 2t TP ERNMMBE RSB IERIRERE. WREEETT

@ ARZIEKREBEIEME. 7 LUSHEXIERMXHE S tutorial-requests.txt’ E)iZ
‘playbooks/inventory/group_vars/all/tutorial-requests.yml i &. FHiRIEEEENERIDE(PHE
. BERBTE), RE. EROZEEBRINEITILIER,

Tz Al
* BIANEET AnstSo
* BAINE TEHONTAP Day 1#8/R A RHIGZXXHFEEL R T AndsiF UL ITHI T R EBFREAIE,
* ONTAPEAFRESMIVH B ER., FHREHNMEAGHERNEIE,
* BAESER AT PRI E NBES EE"
@ R A ZFHRGIER"Cluster_01"F1"Cluster 02"{E AR MNERMR TR, BTG XEEE R
NIFERERI BT,
F1L . VIREEIE
TEUEPHER. AT — VIR I BT B

p

1. Zfn 3% “playbooks/inventory/group_vars/all/tutorial-requests.yml (I BH & E “cluster_initial' X1 HIIE
Ko FIERIF IR FHITEAMSENEN,

2. EXHRPARSIERGIZ—PXH Llogic-tasks. B, BIER—DERAIX M

cluster initial.ymlo

R TITERIZIHRC:
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ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html
ontap-day01-prepare.html

- name: Validate required inputs
ansible.builtin.assert:
that:
- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration

set fact:
raw service request:

. X ‘raw_service_request T,

TR UER UL TED 2z —EX TP EIENXH logic-tasks HEX “raw service request TE

"cluster initial.yml:
° EI:FENE X “raw_service_request T,

{ERYRIEESFI T tutorial-requests.yml X, HFRERNBEBMNE111TERIEIFE1651T. BFRNBEMNLE]
WMIXMHHWEE cluster initial.yml'F ‘raw service request. WA FRFIFAR:

er_initial

cluster name }}"

r_name }}-61"




Bl

T “cluster_initial.yml {5 :

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:

- hostname: "{{ cluster name }}"
license codes:
- XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA

45



46

hostname:

XX XX XXX XXX XXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA

license codes:

AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA

"{{ peer cluster name }}"



— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:
- hostname:
vserver:

message:

- hostname:
vserver:

message:

ontap interface:
- hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

- hostname:

vsServer:

interface name:

role:
address:
netmask:
home node:
home port:

"{{ cluster name }}"
"{{ cluster name }}"
"New MOTD"

"{{ peer cluster name }}"
"{{ peer cluster name }}"
"New MOTD"

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

10.0.0.101
255.255.255.0

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

10.0.0.101
255.255.255.0

"{{ cluster name }}-01"
elc
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ipspace:
use rest:

hostname:
vserver:
interface name:
role:

address:
netmask:

home node:

home port:
ipspace:

use rest:

hostname:
vserver:
interface name:
role:

address:
netmask:

home node:

home port:
ipspace:

use rest:

ontap cluster peer:
- hostname:

dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

° RIN2:{E A JinjatdR E X IFK:

IR

180

raw_service request:

4 WE—NEBRRITRERLE:

48

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic01

intercluster
10.0.0.101
255.255.255.0

"{{ peer cluster name
elc

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic02

intercluster
10.0.0.101

28850255 .255,0

"{{ peer cluster name
elc

Default

never

"{{ cluster name }}"
"{{ peer cluster name
"{{ peer lifs }}"

"{{ cluster name }}"
"{{ cluster 1lifs }}"

"{{ peer cluster name

BT LAE R LA R Jinjat@ iR A& UIREXIZ “raw_service_request'{Bo

"{{ cluster initial }}"

ansible-playbook -i inventory/hosts site.yml -e

cluster name=<Cluster 01>

}}"
}}"

}p-01"

}}"
}}"

}r-01"

}}"

}}"



MEARIERI. BN HEIR.

o WENEEHEEIAHS:

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>

A — MRS B IR
[ _EREhEIAndsentfaithBIFF kY. SN BB LIXFIMERATER. ML TRAIFR:
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Bl

TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,



TXXXXXXXXXXXXXXAAAAAAAAAARAAAT,
XX XXX XXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXKXXXXXXXXXXXAAAAAAAAAAAAA"T,
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
TXXXXXXXXXKXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXKXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAAT,
"TXXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXXXXXXXXAAAAAAAAAAAAAT,
XX XXX XXXXXXXXXAAAAAAAAAAAAA"

1y
"ontap motd": [

{

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"
}
]

by

"service": "cluster initial",

"std name": "none"

6. ZFEEPNONTAPLBIFHIIEERBEMI.

%24 IEEEEENG &AM
WE. EAILUEI EIERRNILIFE X FHE X ontap interface’ HARSB REEEEEFBILIF

“cluster initialo
ARSSE XA RE R ERF:

* IRENRSEXPAREEHHIRSREARSZER. WARSHITIIER,
ﬁﬂ%’ﬁtﬂlﬁ BREHRSEXPEXHN—IHS MRS BEBFKRPEETZRS. WASHITZIE

o

% “execution.ymI"REFAPRILFRT IR MRS 5 IR LUHEARSENX

* MRBERPE-NFE, HITHEBASHRSEXPEENFELRE args, MWHITZER,
* NRRSFIBERPLBELRNFE. NSPbIiER. AEFRSHIHEIR.

p
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1. BME cluster_initial.yml" Seai 8RR, FHiEE EIERESXGRII T TRERIEK
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ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never
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2. 1T

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. BRIIBNLEHILEER S B XLRIFRINEISER:

Bl

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true
5 entries were displayed.

B ERE R ALifse XEREN ontap interface MBEBEXHFPEXMIRS “services.ymlo

4. WIIREERXLEEmBIRMIILTER raw_service requesto
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Bl

AT ERERX e FRE RS NIENER:

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",
"hostname": "Cluster 02",
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"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

S. EX M services.yml M FENX “ontap interface fARES “cluster initiale

R LT TEHIZ S M LAE X RARSS

- name: ontap interface
args: ontap interface
role: na/ontap interface

6. ontap interface BEBERMNXHPREXMARS “services.yml. BEERIEITIERK:

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

7. EREEPONTAPLAIHIIER T ERIIXLELUN,
£33 (AIL)ERBES R
NRFE. BAUER—BEKRFEESNER. EXBERN, BN IEBHRHEERT.

p
1. EXHRREZNEBERIN—1%E cluster initial.yml. UEER—ERPEEXHE LR,

R RENEERNE-INFZBERFETR ontap_aggr FE&%.
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ontap aggr:

- hostname:
disk count:
name:
nodes:
raid type:

- hostname:
disk count:
name:
nodes:
raid type:

"{{ cluster name }}"

24

n0l aggrl

"{{ cluster name }}-01"

raid4

"{{ peer cluster name }}"

24

n0l aggrl

"{{ peer cluster name }}-01"
raid4

2. RERNAF THAREHEMIE cluster initiale
3. B R IUATITEH B XHREIERFMNEFHNEFXR:

ontap cluster peer:
- hostname:
dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

4. IB{TAndsRIE 53K :

"{{ cluster name }}"
"{{ cluster peer }}"
"{{ peer lifs }}"

"{{ cluster name }}"
"{{ cluster 1lifs }}"

"{{ cluster peer }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>

site.yml -e peer cluster name=<Cluster 02> -e
cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

%47 Y4ESVMECE
EUMEIZRLEIN . ERBEEEEEFPRISVM,
p

1. %7 “svm_initial XEEFAYIEK “tutorial-requests.yml LUEZE SVMAISVMITE X Ko

BB TARA:
s SVM
° SVMXMEXZR
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° §PSVMEISVMEED
2. BIEREXHHEEEN svm_initialo BHIERUTEEEX:
° cluster name
° vserver name
° peer cluster name

° peer vserver
BEHMEN, 1BMBE svm_initial & XSEHI*{}"™* “req_details’ HZARNINERBIE Xo

3. EXHFIAPNRSERCIE—NXMH logic-tasks. Fldl, BIBE—NEAMXMH svm initial.ymlo

RIATITERIZIXH:

- name: Validate required inputs
ansible.builtin.assert:
that:
- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial SVM configuration
set fact:
raw_service request:

4. EX ‘raw_service_request L&,
ERILMER U TR Z — A HFEA 1logic-tasks HIENX ‘raw service request TE
“svm_initial:

TR =

I FRENX ‘raw_service_request L=,

{EFYREEE8FT T tutorial-requests.yml X, HIEABNE1791TERRIE 22217, BARABRMML
EIFXHPILE svm initial.yml K “raw service request. SALAFRFIFAR:
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Bl

) “svm_initial.yml 45

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial SVM configuration
set fact:

raw_service request:

service: svm_initial
operation: create
std name: none

req details:

ontap vserver:

- hostname: "{{ cluster name }}"
name: "{{ vserver name }}"
root volume aggregate: n0l aggrl
- hostname: "{{ peer cluster name }}"
name: "{{ peer vserver }}"
root volume aggregate: n0l aggrl

ontap vserver peer:

- hostname: "{{ cluster name }}"
vserver: "{{ vserver name }}"
peer vserver: "{{ peer vserver }}"
applications: snapmirror

peer options:
hostname: "{{ peer cluster name }}"

ontap_ interface:



- hostname: "{{ cluster name }}"

vserver: "{{ vserver name }}"
interface name: dataO1l
role: data
address: 10.0.0.200
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never
- hostname: "{{ peer cluster name }}"
vserver: "{{ peer vserver }}"
interface name: data0O1l
role: data
address: 10.0.0.201
netmask: 255.255.255.0
home node: "{{ peer cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

° JRIN2:E A JinjatR iR E XIEK:

& e] UER LU T Jinjat@ ik A& TUIREXZ raw_service_request B,

raw _service request: "{{ svm initial }}"

L IBITIBEK:

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

. BRISGIPONTAPEHIH LI E.,
- AMIISVMEZO,

EXHH services.yml "W FEX “ontap interface BRE “svm initial. ABEEXEITIENK:
ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e

peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml
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8. ERINEIMONTAPLAIHELIIRTEAESVMIZL,

E5% . (AIE)EISENX RS IEK

ERERI T EH.
ERARSZEK.

‘raw_service_request BERERIGN, XM FES. FANMRXEEER, EEATLURNE

NREFERENSESRINNARER. W —TRME T — P hSE R R RIED

raw_service requesto

®

A ENTSTE

* W18 logic operation’ *EupVEF'EXxE\ MiZ “logic.yml XHRSMXHEFXE
NEAIXHE “logic-tasks. XEMKE raw_service request HAFEAndsIEE IMEEE X
FHIERITRHR LA HESS

* XHFPPESXHER logic—tasks‘le\fﬁ'—ﬁziﬁ.ymﬂr@% T SEILE

"logic_operationo

* XHRAPPMES XM logic-tasks”® SEEEN ‘raw_service requesto ME—RIEK
EREAEMEX MBI HFPHNRE—MES. raw service request

EXRSEZIES

BILUBE M7 AN RS RMSEXRSIER, TEFIH T HAP Lk

s FEXHEFH—PANs) FEXH logic-tasks
* ARREEEHRIENTENHIENBEEX AT raw_service requesto
* JFAAANdsTE L IMRIMBNS — T RUIRMHFEHSIE. FIg0. IFActive 1Q Unified ManagerfIREST APII

o

T RBIeGSERXGNENERENSENRSZIEK tutorial-requests. yml:

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01

-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02

-e logic operation=tutorial-requests site.yml

$F64:

EZBZONTAP Day 1f2RH =

TEULFER. TS BTl THEIE:

* BEARIBEENEREFNERNFPIIBE XY playbooks/inventory/group vars/alle. S MXHHEE
VR ERE. UEBEHITENR,

* BERERFAENESXHERME logic-tasks' B R,
* BB EAFAERNEIRXHEHRINE playbook/vars' B o

ER LA T ar L EBZONTAP Day 1##R A EZHIIERZBNIZITINR
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() 7ME. EREREHER vautym' St H ARSI T,

iEZ1TONTAP Day 0BRSS :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

iZB{TONTAP Day 1fRSS :

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* NASESEHEIRE:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

* BITIBITRARE:!

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e
enable health reports=true -vvvv --ask-vault-pass <your vault password>

EHIONTAP Day 1R A E
ERBENERBE X ONTAP Day 1R AR, o] LURINEERAndsIEE B,

E@%@ﬁ'\EAndsenﬁEé’EP\]E’\ﬁ%E%o SRS HIT—1MEME. BIg0. ONTAP Day 028 2& L MHARSHIAR
ZJo

FNAndsibIE A

TR LGRINAnsE] BE A e N SRR EEXRT R, FIRABHAEANdSER EERTEXBARSEXKE
o

ABBIURE L TERT BERERHARS
* ERTEPHNSHIIR argso

* WFEMR. EAEBREZEKEY" Andsing "4,
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* EABMANSER RRHAERFEXEMES.
* RIBATIFATANERLES MR AIRRS.

FREBRMARSS 451
BT ABEMUTXRUTEE:

* mode: MRFRIVKENAE, N test TS ANBTRZABAAITH “testyml#EEMASEIRHITZAE,

()  OFEERRER. FERRTURIX A,

* status: BFATFMHEBMERE, MRKEGLEIREN success. WFREHITIHAE,

* args: EESHBSHEMLENXBFNAGE AIDHYIR,

* global_log_messages: EHITRMFMIAEKRERTHER. 8XPITHBREEER —1FE.
* log name: AFS|IAKXEHNABIRI global log messageso

* task_descr: BXZABNIFANEEIRA,

* service start time: AFRESNAEHNITEHIEINETEIE.

* playbook status: AnsfaZA PR,

* role result: BEACREHESEZEPNEXREEFTNTE global log messageso

NN

AT RBIRME T SRR S B A BRSNS, SO NERILTRFFERTENRENTE,
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Bl

BEARABLEN:
- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"
- name: "{{ log name }}"
block:
- set fact:

service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"
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<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"



e ERNTE:
* <NAME>. SN MAIRS R R EHRIE,
* <LOG_NAME>: AFHAETRERNABRE. 580, ONTAP VOLUME.
* <TASK_DESCRIPTION>: fHARSSINEEMIEIE IR,

* <MODULE_NAME>: {ES5HAnsiB {1 EIREFF,

@ TR execute. yml “1REFMBTFIEE netapp.ontap &EH. WREREESHN—L7

‘netapp.ontap, NEFTEIBERREZ R,

* <MODULE SPECIFIC PARAMETERS>4FETFHATFLIEFMRZHIERIANSTT EIREE, UTIIRNABTS

AR D R Sz NI R EL 34T 93 4o
© BEBH FFBLFSIYERE. TAIME
© BARE T MRS HECAMENSR(SEREIEENRIAMERR).
° FREFIRSHEY default(omit) FAERRIAE.

ERZREIAEFNIERSLL

FLENetApp R HEBIANsH IRIRE A S5 R HIENRIRSER (I, BIEM BIENQoSHAEA),

NREMAXLEEIRSM, M RIREER "default(omit) FEMFHR. LERIEZMIMBENERE,

REFBREASRANANRENERSEL. NNRFILINEFD NS MRS (AE). UHERE MRS EHENE

RIFHEDMRHE—N ZRIFHE,
N RAIETT BEMBENQoSHKREEA. MDD HERMARS P
F—TMARS B S EERQoSRKEEAE:
fixed gos options:
capacity shared: "{{

loop arg['fixed gos options']['capacity shared']

}}"

max throughput iops: "{{
loop arg['fixed gos options']|['max throughput iops']
PR

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops']
PR

max throughput mbps: "{{
loop arg['fixed gos options']['max throughput mbps']
PR

min throughput mbps: "{{

loop arg['fixed gos options']['min throughput mbps']
}}"

default (omit)

default (omit)

default (omit)

default (omit)

default (omit)
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EHRS B A BENQoSHKIRAE:

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options']['absolute min iops'] | default (omit) }}"
expected iops: "

loop arg['adaptive gos options']['expected iops'] | default (omit) }}"
peak iops: "

loop arg['adaptive gos options']['peak iops'] | default (omit) }}"
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