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Guest Operating System Guest Operating System
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Host Operating System Host Operating System

Physical Infrastructure Physical Infrastructure

Vitual Machines (VMs) Containers
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a File the Disk a File the Disk
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SnapShot SnapShot SnapShot
Copy 1 Copy 1 Copy 2

A Snapshot copy records only changes to the active file
system since the last Shapshot copy.
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FlexClone copies share data blocks with their parents, consuming no
storage except what is required for metadata.
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i, BB Trident>X 14"

1. NetAppE i A IERIAIPod Bl Sz ¥ FlexGroupHyTrident Backend,

TEITGIELRER T MAAAIPodFIERE ML (SVM) B2 #5FlexGroupiyTrident Backend. Lt/Eum{ER
“ontap-nas-flexgroup ZEIREHEF. ONTAPZIFMMEEHIBEBEIEL: FlexVolflFlexGroup, FlexVol&


https://hub.jupyter.org/helm-chart/
https://hub.jupyter.org/helm-chart/
https://hub.jupyter.org/helm-chart/
https://hub.jupyter.org/helm-chart/
https://hub.jupyter.org/helm-chart/
https://artifacthub.io/packages/helm/bitnami/mlflow
https://artifacthub.io/packages/helm/bitnami/mlflow
https://artifacthub.io/packages/helm/bitnami/mlflow
https://artifacthub.io/packages/helm/bitnami/mlflow
https://artifacthub.io/packages/helm/bitnami/mlflow
https://www.deploykf.org
https://www.deploykf.org
https://www.deploykf.org
https://www.deploykf.org
https://www.deploykf.org
https://www.netapp.com/us/contact-us/index.aspx?for_cr=us
https://www.netapp.com/us/contact-us/index.aspx?for_cr=us
https://www.netapp.com/us/contact-us/index.aspx?for_cr=us
https://www.netapp.com/us/contact-us/index.aspx?for_cr=us
https://www.netapp.com/us/contact-us/index.aspx?for_cr=us
../infra/ai-aipod-nv-intro.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html

MR/ NZEIRE (BERSAEY, RAKXNRTRERNEE) . 5—FHE, FlexGroupHr] A&t
F&EIER% 20PB #4000 121X %, MMRHEE—sRTIE, KABUHIEEE, FEit, FlexGroupExid
BRFAEEIER Al 71 ML TIERE,

MREVIBREEEER), HBEBEEFHFlexVolEmMmAEFlexGroup®E, NI LLEIEREA ontap-nas fZAEIX
BhiEF, MARE ontap-nas-flexgroup ZZEIRTHFERE-

$ cat << EOF > ./trident-backend-aipod-flexgroups-ifacel.json
{

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"backendName": "aipod-flexgroups-ifacel",
"managementLIF": "10.61.218.100",
"dataLIF": "192.168.11.11",

"svm": "ontapai nfs",

"username": "admin",

"password": "ontapai"

}
EOF

$ tridentctl create backend -f ./trident-backend-aipod-flexgroups-
ifacel.json -n trident

o o
e tomm fom - +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o o

e et tomm - tomm - +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup | b74cbddb-e0b8-40b7-

b263-b6da6decObdd | online | 0 |

o o

o fomm————— e +

$ tridentctl get backend -n trident

o o

e ettt et Fomm————— R +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o o

o fomm—— e +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup | b74cbddb-e0b8-40b7-
b263-bodacdecO0bdd | online | 0 |

2. NetAppiRZiX Iz #FFlexVol#yTrident Backend, f&rIRER LB AFlexVol&ERITEIFANBRER. FiEs
R. W, AAEEE, MREEMAFlexVolE, MHAEIE—1 3% B EFlexVollTrident/5im. Y
e B RNE 6 & B B & N FlexVol Y Tridentf5 .
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$ cat << EOF > ./trident-backend-aipod-flexvols.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "aipod-flexvols",
"managementLIF": "10.61.218.100",
"dataLIF": "192.168.11.11",
"svm": "ontapai nfs",

"username": "admin",

"password": "ontapai"

}

EOF

$ tridentctl create backend -f ./trident-backend-aipod-flexvols.json -n
trident

Fommmmmmemoososmesonoomoms Fommmmmmemenoneososoos

o - e fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fmm
Fommmmmmmmesesessse s s e e o= Pommmmmm== +

| aipod-flexvols | ontap-nas | 52bdb3bl-13a5-4513-a9cl-
52a690657fabe | online | 0 |

Rttt P csseseseme=
Fommmmmmrmessrrrrrrr e reme e e e e o Fommmmom= Fommmmmom= +

$ tridentctl get backend -n trident

Rttt P cemsmesememe=
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= Fommmmmom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e e e
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| aipod-flexvols | ontap-nas | 52bdb3bl-13a5-4513-a9cl-
52a69657fabe | online | 0 |

| aipod-flexgroups-ifacel | ontap-nas-flexgroup | b74cbddb-e0b8-40b7-b263-
bo6daocdecObdd | online | 0 |

NetApp AIPodZfZE R Kubernetes 77(&3 R

E{EF Trident?E Kubernetes &EB¥H o) SEEEFE R R 28], BHAEIE— M HZ D
Kubernetes StorageClasses, LA FRHHLER T IMREEUTUESZ ARG VAN,
NIFTREEEBIZEAREZERM StorageClasses: "NetApp AlPod" , 3% StorageClasses
MNEZER, UNKEMFEEAFER StorageClasses i, HEHE Trident>Z44",


../infra/ai-aipod-nv-intro.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html

1. NetAppRiX N EERT HRIENZHFFlexGroupAITrident Backend Bl StorageClass"NetApp AlPodEfE
HTrident/EiRn G, B 1, TEARGIEGRSER T IARIEZ 1 StorageClasses, XL
StorageClasses 5T IRV R 5 Backend FHXTR"NetApp AIPodEZBE R Trident/Fimmnfl", $B 1 - )
F"EF RDMA i NFS"EB— PR,

AT HBIRFAEERBRMERNAY PersistentVolumeClaim (PVC) BRI AE MBS, WU T REIER
reclaimPolicy MIME ‘Retain. HX ‘reclaimPolicy’ FE%, BZHE A "Kubernetes SXH4"

AE: LUTRf StorageClasses ERBRAERANA 262144, EFERILRERERA), S0
TEONTAPE L BN A E R KEH A/ 1BSIR"ONTAP 34" T fRiE15,

F: EfFEF NFS over RDMA, EATEONTAPZRA S EERE NFS over RDMA, 1525 "ONTAP SXi4" 7 fi#i¥

5o

AR LUTRfIF, StorageClass XX HH Y storagePool FERIERE 7 A& Backend,
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ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
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ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
ai-osmlops-trident-backend.html
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/

$ cat << EOF > ./storage-class-aipod-flexgroups-retain.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain
provisioner: csi.trident.netapp.io
mountOptions: ["vers=4.1", "nconnect=16", "rsize=262144",
"wsize=262144"]
parameters:
backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.*"
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexgroups-retain.yaml
storageclass.storage.k8s.io/aipod-flexgroups-retain created
$ cat << EOF > ./storage-class-aipod-flexgroups-retain-rdma.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain-rdma

provisioner: csi.trident.netapp.io

mountOptions: ["vers=4.1", "proto=rdma", "max connect=1l6",
"rsize=262144", "wsize=262144"]
parameters:

backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.*"
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexgroups-retain-rdma.yaml
storageclass.storage.k8s.io/aipod-flexgroups-retain-rdma created
$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om

2. NetAppiRZ X BIE— NS EERT P E)ZER T FFFlexVolf Trident Backend 18I HY StorageClass"FH
FAIPodEZER TridentGFimnGl"d, $& 2, TEIRGIEGHS ERAMFEAFlexVolERIEE D
StorageClass,

AR ETEARGIG, StorageClass X XHFHHY storagePool FEXKRIEERFER Backend, = {R{FEH

Kubernetes SEEIEF AL StorageClass &R, Trident2Z X ERERITBINGE, Z/GEiHER ontap-

nas’ E_M;ﬂw
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ai-osmlops-trident-backend.html
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$ cat << EOF > ./storage-class-aipod-flexvols-retain.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexvols-retain
provisioner: netapp.io/trident
parameters:
backendType: "ontap-nas"
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexvols-retain.yaml
storageclass.storage.k8s.io/aipod-flexvols-retain created
$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om
aipod-flexvols-retain csi.trident.netapp.io Om

Apache Airflow

Apache Airflow 2fE
ETINTBTE Kubernetes 285 ERZE Airflow A5V ESS

@ B LA7E Kubernetes LIMIYTES EEBZE Airflow, 7E Kubernetes LUIMYTES EEZBE Airflow BT
AR RAEE,

HITR R

ERITETERNEIBESI 28, BINBRIZEEERITT UUTES:

1. BBEE— 1A LUBTTHY Kubernetes §E%,
2. {RB 27T Kubernetes SER¥ PR EEHAIE 7 NetApp Trident . BHXTridenttIEZFMER, BFZIF TridentZ
/=S
Z4E Helm
Airflow {8 Helm (Kubernetes BUR1TEEIESS) HITEE, 7EZE Airflow Z B, HMEIPEBGE N L
Helm, EEZPEBkIE TN L Helm, 15IRIB "2 A" Helm B A X4,

REEIA Kubernetes StorageClass

7EERE Airflow Z /], fE/TE Kubernetes SEB¥HR15E —NEAIA StorageClass, Airflow ZE S FE= A EREAIA
StorageClass REZEFHHIEA L, WREHISE StorageClass fE/ERIA StorageClass, NIZPELM, EBEE
Bfrh15EBAIA StorageClass, 1BEER "KubeflowZiE "853, MREELETEEHIETE T #IA StorageClass, M
B AR P B
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https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html

/8 Helm ZBZE Airflow
E(HF Helm 7£ Kubernetes B EFZ Airflow, BMEBEBkEE ENHITIUTIES:

1. #REBLIT IR BEER Helm 2BE Airflow "23E15% FH"& & Artifact Hub EBIE 7 Airflow BXR, TEHREIHS
BT EB Helm 25 Airflow, &2, ZI0F/ZMIER “custom- values.yaml {RIEERVIFEFFAELRE, R
BEECEXH,

$ cat << EOF > custom-values.yaml
FHAFH A H AR H AR S
# Airflow - Common Configs
FHAFHHEHHH AR
airflow:
## the airflow executor type to use
#4
executor: "CeleryExecutor"
## environment variables for the web/scheduler/worker Pods (for
airflow configs)
#4
#
FHAFH A H A
# Airflow - WebUI Configs
ifgsstsas s iasE s AL AR EEEEEEEEE
web:
## configs for the Service of the web Pods
#4
service:
type: NodePort
FHASH A AR
# Airflow - Logs Configs
FHAFHHEHHH AR
logs:
persistence:
enabled: true
FHA#H A H A
# Airflow - DAGs Configs
FHAFH S A H AR A H SRR S RS SHHH
dags:
## configs for the DAG git repository & sync container
#4
gitSync:
enabled: true
## url of the git repository
##
repo: "git@github.com:mboglesby/airflow-dev.git"
## the branch/tag/shal which we clone
#4


https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow

branch: master
revision: HEAD
## the name of a pre-created secret containing files for ~/.ssh/

##

## NOTE:

## - this is ONLY RELEVANT for SSH git repos

## - the secret commonly includes files: id rsa, id rsa.pub,

known hosts
## - known hosts is NOT NEEDED if ‘git.sshKeyscan' is true

#4

sshSecret: "airflow-ssh-git-secret"

## the name of the private key file in your ‘git.secret’
#4

## NOTE:

## - this is ONLY RELEVANT for PRIVATE SSH git repos

#4

sshSecretKey: id rsa

## the git sync interval in seconds

##

syncWait: 60
EQOF
$ helm install airflow airflow-stable/airflow -n airflow --version 8.0.8
--values ./custom-values.yaml

Congratulations. You have just deployed Apache Airflow!
1. Get the Airflow Service URL by running these commands:
export NODE PORT=S$ (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
export NODE IP=$ (kubectl get nodes --namespace airflow -o
jsonpath="{.items[0].status.addresses[0] .address}")
echo http://$NODE_IP:$NODE_ PORT/
2. Open Airflow in your web browser

2. ¥3INFRE Airflow pod 3B BohFH IETEIETT. FiE pod BEIAIRERE L9 FhA(aEl,

$ kubectl -n airflow get pod

NAME READY STATUS RESTARTS AGE
airflow-flower-b5656d44f-h8qgjk 1/1 Running 0 2h
airflow-postgresqgl-0 1/1 Running 0 2h
airflow-redis-master-0 1/1 Running 0 2h
airflow-scheduler-9d95fcdf9-clfib 2/2 Running 2 2h
airflow-web-59c94db9c5-z7rg4 1/1 Running 0 2h
airflow-worker-0 2/2 Running 2 2h

3. IREBLE 1 A {EH Helm ZPE Airflow BFFTENZIIESI & 8935 BBFAEN Airflow Web AR URL,
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$ export NODE PORT=S$ (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
$ export NODE IP=$ (kubectl get nodes --namespace airflow -o
jsonpath="{.items[0] .status.addresses[0] .address}")

$ echo http://$NODE IP:$NODE PORT/

4. HIAEEILAIAIE Airflow Web BRSS.

B 08 ¥ rinew-DaGe ® o+

£ (-4 4 Mot Secore| 10.69.188.112:30366 /adming T @ o o=

¥ Airflow DAGs Data Profing Browse v Arran » acs Abaut v

DAGs
Saearch:
Last
Fun
Li] DAG Schadule Owner  Recent Tasks @ Li) DAG Run: @
G R G g _rul [ Hooe | Nethpp
G F croate_data sclenbst workspaco m Nm.ﬂpp
G M aa o= Airtiow
G MW = e
G ™M®  compls bransh opssator [ Sctain | Airfiow
G (MR acampls complex =3 il
G FEE cowampie oxloenn| tnak macker child = nirflow
G M « AI0rTA_tasH,_marker panent = airficw
G MW o tip. oparats Alrflow
G M exampie kubemetes executar confy = Alrfioa
= N sunrnpls nested_beanch_dng [ Sctaity | Airfleny
G M owmpie passing parms via_test command | [ETEEEER airflw
G BN orampi pi operaior = it
G (P m Alrflow
c M oxan Alrfiow
G |F  exampie skip d 1 ey, eenceo0 PRI
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DataOps Toolkit 5 Airflow Z£&EH, EATLUENetAppIEEIRIRIE (FIUN6IZE REEF 5T

f2) SFHEIE Airflow AR BIETIEREZEF,

BER "UnnG'BEXEZIAESS Aiflow AEFERANIFHAES, 1E5Si#NetApp DataOps Toolkit GitHub 7Zfi#

FErRRIER S

17


https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Airflow
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JupyterHub

JupyterHub ZE
EFITERTE Kubernetes SEEFHERE JupyterHub ST EVESS

@ B LATE Kubernetes LISMYSE & _EEBE JupyterHub, 7E Kubernetes LISMAE & EEFE
JupyterHub B H T AsfRR 5 REVEE,

IR &M

ERITATEIRNEEB LS 281, BIMRIREEBERITT UTES:

1. BEBELE—1NAILUBT1THY Kubernetes 5£8%,

2. EB 7T Kubernetes SEB¥ L EEHECE T NetApp Trident . BXTridenttIEZFAE L, BFEH " Trident
"

Z % Helm

JupyterHub f#F Helm (Kubernetes RURTTEIEIERS) #HI1TEFE. 7EERE JupyterHub ZHi, EHATE
Kubernetes 1&HI75 55 E L% Helm, BERE Helm, 15IRER "22E15 A "7E Helm B X4,

REEIA Kubernetes StorageClass

TEEBE JupyterHub Z g1, EHATE Kubernetes SREFHIETE —1NEAIA StorageClass, BEEEEFFIEEIA
StorageClass, 15 "KubeflowZfZE &3, WMNREBETEEEPIERE T 2 StorageClass, NTT BT It

qJRo

EZR8%E JupyterHub

SR ERTERE, EMERLUERE JupyterHub, JupyterHub SPEEELUTHE:

B2 & JupyterHub ZpE

TEEREZ A, RIFHMNZBERIFRANL JupyterHub EE. ERILAGIE—1 config.yaml SXHHTEER Helm
REPEHAEIERE,

A TE LTI B R B config.yaml X https://github.com/jupyterhub/zero-to-jupyterhub-k8s/blob/HEAD/
jupyterhub/values.yaml

7EIIt config.yaml X, &R LLAINetApp Trident StorageClass 1% &
@ (singleuser.storage.dynamic.storageClass) £#, XEHTHAZMEFP LEXEESNEE

%,

ANHEES
WREEAFRE JupyterHub AR ERHRZES, EAILAERMIAZREM config.yaml, 30, MIREE—1BH

jupyterhub-shared-volume BJ3£ZE PersistentVolumeClaim, MIBILUEE{EA /home/shared ¥EEHTEFFE AR
pod A, WIFR:
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singleuser:
storage:
extraVolumes:
- name: jupyterhub-shared
persistentVolumeClaim:
claimName: jupyterhub-shared-volume
extraVolumeMounts:
- name: jupyterhub-shared
mountPath: /home/shared

() =RT#sE, CANRERBREXLSY,

£/ Helm Chart 2§ JupyterHub

it Helm T ## JupyterHub Helm BIZ&RTEfEZE.

helm repo add jupyterhub https://hub.jupyter.org/helm-chart/
helm repo update

XN IZ BRI i

Hang tight while we grab the latest from your chart repositories...
.Skip local chart repository
.Successfully got an update from the "stable" chart repository
.Successfully got an update from the "Jjupyterhub" chart repository
Update Complete. [l Happy Helming![]

MEBEIMEBEEER config.yaml BB FIETTIU TS RLEREM config.yaml BLERIEIZR:

helm upgrade --cleanup-on-fail \
--install my-jupyterhub jupyterhub/jupyterhub \
--namespace my-namespace \
--create-namespace \
--values config.yaml

OB E

<helm-release-name> & & f my- -jupyterhub, X&) JupyterHub FRZASEYE R, <k8s-namespace> & &
79 my-namespace, XEEELL JupyterHub Bar & == (8], WRFRTEARFE, NER --create-namespace
IMEREERBTIE, --values IREIEEESFAHECE LAY config.yaml XX {4,
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FEHE 2 m178Y, EEILLEE LA T e < B EIEECIEM pod:

kubectl get pod --namespace <k8s-namespace>

Z1F hub #0 proxy pod # A Running RZ.

NAME READY STATUS RESTARTS AGE
hub-5d4ffd57cf-k68z8 1/1 Running 0 37s
proxy-7cb9bcdcc-9bdlp 1/1 Running 0 37s

518] JupyterHub

EIFATAT LA RIAR] JupyterHub BY IP, IE1TA T @<, BEMCEAHEARSH EXTERNAL-IP v]F, WnfisE
HFfRo

@ FATHE config.yaml XHHEEAT NodePort fRSS, ErILURIBERNIZE (190 LoadBalancer)
ARIEHIIFE,

kubectl --namespace <k8s-namespace> get service proxy-public

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

proxy-public NodePort 10.51.248.230 104.196.41.97 80:30000/TCP
1m

EEMA JupyterHub, HTENEBEFRNARELHIRSSHIFMNE 1P,

¥&NetApp DataOps TE 15 JupyterHub 55 1E

X "EAT Kubernetes FINetApp DataOps TEE"AILLS JupyterHub £ &1E M, @i
¥%NetApp DataOps Toolkit 5 JupyterHub & A, RABRF T UEET Jupyter
Notebook H8EHF TIEX &/ EIBREIER B IENEIRER,

IR E

7E% DataOps Toolkit 5 JupyterHub —itCfEF Z /], Ew4ZM JupyterHub 23 ER45 =N Jupyter Notebook

Server pod B9 Kubernetes RS 1% FI1E HAIMNPR, JupyterHub FFH
“singleuser.serviceAccountName JupyterHub Helm B RE & X HFHHTE,

79 DataOps Toolkit SIEER AT
B, BIE—1R A netapp-dataops’NEE AR, ZAEEGLIESRIBAIER Kubernetes API R,
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$ vi clusterrole-netapp-dataops-snapshots.yaml
kind: ClusterRole

apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: netapp-dataops-snapshots

rules:
- apiGroups: [""]
resources: ["persistentvolumeclaims", "persistentvolumeclaims/status",
"services"]
verbs: ["get", "list"]
- apiGroups: ["snapshot.storage.k8s.io"]
resources: ["volumesnapshots", "volumesnapshots/status",

"volumesnapshotcontents", "volumesnapshotcontents/status"]
verbs: ["get", "list", "create"]

$ kubectl create -f clusterrole-netapp-dataops-snapshots.yaml
clusterrole.rbac.authorization.k8s.io/netapp-dataops—-snapshots created

BEHRACDIAEICRIRS2ERZ MK
BIEE— M AEYE, & netapp-dataops-snapshots’SEEE AT D ECLAIE LR TEIFAE LRSS . F180, w0

ES
'si

o'
_X

& 1E jupyterhub’ s B =8P ZLEE T JupyterHub, HE@EIUTARIEE T BRIV RS K
Jupy py

ngleuser.serviceAccountName T =, EHEEIE ‘netapp-dataops-snapshots” B F B 2 EZL4“jupyterhub”dn

TR BN ARSI, N BIFR.
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$ vi rolebinding-jupyterhub-netapp-dataops—-snapshots.yaml
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: jupyterhub-netapp-dataops-snapshots

namespace: jupyterhub # Replace with you JupyterHub namespace
subjects:
- kind: ServiceAccount

name: default # Replace with your JupyterHub
singleuser.serviceAccountName

namespace: jupyterhub # Replace with you JupyterHub namespace
roleRef:

kind: ClusterRole

name: netapp-dataops-snapshots

apiGroup: rbac.authorization.k8s.io

$ kubectl create -f ./rolebinding-jupyterhub-netapp-dataops-snapshots.yaml

rolebinding.rbac.authorization.k8s.io/jupyterhub-netapp-dataops-snapshots
created

Jupyter Notebook F 8 &RIE

IWE, JupyterHub F3F FILIERINetApp DataOps Toolkit %M Jupyter Notebook FIBlIEREIRER, 1T HIFR
o
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Execute NetApp DataOps Toolkit operations within JupyterHub

This notebook demonstrates the execution of NetApp DataOps Toolkit operations from within a Jupyter Notebook running on JupyterHub

Install NetApp DataOps Toolkit for Kubernetes (only run once)

Mate: This cell only needs to be run once. This is a one-time task

%pip install —-user netapp-dataops-k8s

Import NetApp DataOps Toolkit for Kubernetes functions

from netapp_dataops.kBs import List volumes, list_volume snapshots, create volume snapshot

Create Volume Snapshot for User Workspace Volume
The foliowing example shows the execution of a "create volume snapshot” operation for my user workspace volume,

jupyterhub_namespace = “jupyterhub"
my_user_workspace _vel = “"claim-moglesby

create_volume_snapshot{namespace=jupyterhub_namespace, pvc_name=my_user_workspace_vol, print_output=True)

Creating VolumeSnapshot 'ntap-dsutil.28240726002955' for PersistentVelumeClaim (PVC) ‘claim-moglesby' in namespace 'jupy
terhub® .

VolumeSnapshot 'ntap-dsutil.20240726802955' created, Waiting for Trident to create snapshot on backing storage.

Snapshot successfully created.



fEFINetApp SnapMirrori§#3ES N\ JupyterHub

NetApp SnapMirrore—MEHIEAR, FIILIETENetApp EiE RS2 (Bl E HIEIE,
SnapMirrora] F FRE3E MIZFZIFIRIREXE] JupyterHub,
R TERENETR

BE"it Tech ONTAPEE X E"B X EMANetApp SnapMirrorf§25#ES A\ JupyterHub BIIF BRI TERIZAIE
No

MgsFE S
MLflow3[E
ETITBTE Kubernetes SE285HHERE MLflow A5 EYESS

@ B LLTE Kubernetes LASMNIYTF A FERZ MLflow. 7E Kubernetes LISMNYTES EZFZ MLflow BT
AR EHIEE,

ElEr 4a

ERITETERNIBELSI 251, BNBRIREEELHITTUATES:

1. BBEEE— 1A LUBTTHY Kubernetes §E%,

2. IRBZ1E Kubernetes SEE¥ PR3 HACE 7 NetApp Trident . HXTridenttIEZFMER, BFZIF TridentZ
=

Z4E Helm

MLflow {EH Helm (Kubernetes BUR{TEEIE2S) H1TIE, 7EZFE MLflow Z A, HITE Kubernetes &5
B ERE Helm, BLRE Helm, 15IRIR "5 A £ Helm B A4S,

REEIA Kubernetes StorageClass
7EEPE MLflow Z g, E#ITE Kubernetes S£8¥RI5E—1NEAIA StorageClass, BEEEEFIEEIIA

StorageClass, &R "KubeflowZZE"& 73, MNREEEZEEEFPIETE 7 #AIA StorageClass, NIELABKS LS
B,

ZFZ MLflow
REIAREZHERES, ERAILUER Helm Chart 738 MLflow SF&,

B2 E MLflow Helm Chart Zf3&,
7E{EF Helm BIFRERE MLflow Z 81, FAIAILLEA config.yaml X{4HiEERE L E S fEANetApp TridentfZfigz
HEREMBSEHLUBRRNNER, Eal UL TMEKRE config.yaml XHHRAEI: https:/github.com/

bitnami/charts/blob/main/bitnami/miflow/values.yami
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(D &/ LUTE config.yaml X{4EH ] global.defaultStorageClass £ Fi& & Trident storageClass (
{540 storageClass: “ontap-flexvol”) o

%%t Helm Chart

AILEARA U TS Helm BRS MLflow BIEE X config.yaml S {F—iogest:

helm install oci://registry-1.docker.io/bitnamicharts/mlflow -f
config.yaml --generate-name --namespace jupyterhub

(D Zan LB IR AT config.yam* XA TE B E X AL EHHY Kubernetes &£8% EEE MLflow, MLflow
HEELLTENGRTET, Hi@T kubernetes AZARAIRIE—NHEN LT RZ Ko

Helm BIXR&EETG, ERILERU TSR ERSEE A

kubectl get service -n Jjupyterhub

(D % iupyterhub BN EENEMIEAEBIHE S,

BNIZEB R TRS:

NAME TYPE CLUSTER-IP EXTERNAL-TIP
PORT (S) AGE

mlflow-1719843029-minio ClusterIP 10.233.22.4 <none>
80/TCP, 9001/TCP 25d

mlflow-1719843029-postgresqgl ClusterIP 10.233.5.141 <none>
5432/TCP 25d

mlflow-1719843029-postgresgl-hl ClusterIP None <none>
5432/TCP 25d

mlflow-1719843029-tracking NodePort 10.233.2.158 <none>

30002:30002/TCP 25d

()  BMEET config.yaml XA LUER NodePort BRSSiE1#O 30002 £AY MLfow,

117 MLflow

—B 5 MLflow HxHIFrE RS EBEhHIETT, EREILIERALER NodePort 3§ LoadBalancer IP #iitifa] e
(30 http://10.61.181.109:30002)
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{EFINetApp#l MLflow SEEREUE S RIE R A9 BT B 1%

"&FTF Kubernetes FINetApp DataOps TE "8I LIS MLflow BYSCISIRERINEELE S 1F
ﬁH, PUSEI SR E IR A oy T EX EIAR B A mT 1B M

ELNHBIEEIRE R T EXEREERE, RFANIGEITIREPER DataOps Toolkit BIZIEE T
EXERIR, MUTREIREA AR, AR SREERFMRBERFRFNSEIERE MLflow SLIRRER
AR5 B2V EISRE T RAVAR R

from netapp dataops.k8s import create volume snapshot

with mlflow.start run()

namespace = "my namespace" # Kubernetes namespace in which dataset
volume PVC resides
dataset volume name = "projectl" # Name of PVC corresponding to

dataset volume
snapshot name = "runl" # Name to assign to your new snapshot

# Create snapshot

create volume snapshot (
namespace=namespace,
pvc _name=dataset volume name,
snapshot name=snapshot name,
printOutput=True

# Log data volume name and snapshot name as "tags"

# associated with this training run in mlflow.
mlflow.set tag("data volume name", dataset volume name)
mlflow.set tag("snapshot name", snapshot name)

Kubeflow

KubeflowZ$E
ETNATE Kubernetes S8 ERE Kubeflow WANSERBIES

RIRE AT

FERITETIRRRERBA I ZR], BARREELRITT UTES:
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1. MELE—1IE1T8 Kubernetes $£5%, #E,UIET_J\:?‘_LU'Hﬁ‘*B%E’J Kubeflow hrZ<3Z#F8Y Kubernetes
hrzs, BXZHZFE Kubernetes hids513%, 15517 Kubeflow hRZSHIKEIIN " Kubeflow B 73314

2. ZBL7E Kubernetes SEB¥ L EHEIE T NetApp Trident o BXTridenttIEZFAE L, BFEH " Trident
"

REEIA Kubernetes StorageClass

Tf f& Kubeflow Z g, FATEINTE Kubernetes EEB#HIEE— 1 #A1A StorageClass, Kubeflow ZfZEIFEAIEE

=SINERERIA StorageClass EEEMIVIFAE. NREBISTE StorageClass {E/IERIA StorageClass, MEFE
T‘H‘E%QE)HSZO BIEEEEPISE NN StorageClass, BEMEBEBE ENMITUTES, NRECEEERPIETE
T BRI\ StorageClass, MaTLABKE tEH IR,

1. A StorageClass Z—35FE NI StorageClass, U TFRFIEHSERT B ontap-ai-flexvols-retain {F
FERINBI StorageClass,

X “ontap-nas-flexgroup’ Trident Backend &g/ PVC RTHEH K. FIABERT, Kubeflow
() =MBEANMAI GB # PVC, Bit, ERRIZIEERRA ontap-nas-flexgroup EHEAHER
Kubeflow ZBEBIRAIA StorageClass,

$ kubectl get sc

NAME PROVISIONER AGE
ontap-ai-flexgroups-retain csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h
ontap-ai-flexvols-retain csi.trident.netapp.io 3s

$ kubectl patch storageclass ontap-ai-flexvols-retain -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'
storageclass.storage.k8s.io/ontap-ai-flexvols-retain patched

$ kubectl get sc

NAME PROVISIONER AGE

ontap-ai-flexgroups-retain csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h

ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h

ontap-ai-flexvols-retain (default) csi.trident.netapp.io 54s
KubeflowZB &%

#E Kubeflow BRZARERIER. BFEH Kubeflow B75 XAE"RENEREIRINT R, AREERESERRAVIE
Tio

() AT®IEEN, BERUTHRBET Kubeflow 1.7 HEKF 0.1.1,

NEERIFEREF LA GiRE Jupyter Notebook TEX

Kubeflow REISIRIRECEFAY Jupyter Notebook ARSZ e ENEUERIF R TIEX, BX
Kubeflow £ FXXHEY Jupyter Notebooks IEZEE, 15EIH] "Kubeflow B 75 314"
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¥&NetApp DataOps TE 15 Kubeflow £551F

X "EFHTF Kubernetes HINetApp#iEHlE T A" AT IASKubeflowE S5 1EH. ENetAppEk
ERFTHEES Kubeflow & FRE AR T :
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FROM pytorch/pytorch:latest

RUN pip install torchvision numpy scikit-learn matplotlib tensorboard
WORKDIR /app

COPY . /app

COPY train mnist.py /app/train mnist.py

CMD ["python", "train mnist.py"]

RIEENER, REBTIEFFMENFIEXEEMNE, TSV aFEIRE 2, RIFEEEE— 1 AETH
Kubeflow ZRE,

8 PyTorch #1 Kubeflow Pipelines 7£ MNIST %%3E_E3)II47/)\E! NN

FAVERTE MNIST B LGN MEMEERNREl, MNIST #IEEH 0-9 WFESHFEGAM. BEHBR
T 28x28 &, ZEIEE S 60,000 FKIILREERF 10,000 KIGIEEER, ASLINFARANHENEZE—12E
IR, 1)II4R2ER Kubeflow Pipelines #1178, 1BEIRXH "IN THREZEE, 1189 Kubeflow EEE
BT FOREZMHFEHY docker %o

Experiments * MNIST Train Pipeline

¢ @ mnist pipeline 2024-04-03 15-57-35

Graph Run output Config
mnist_train_op @
r_’
dataset-snapshot & mnist_test op @

{#F Tensorboard BJ#l{k4s
—B&EA)I4R5eRE, FA1FA LUER Tensorboard &R L.  "Tensorboard"EAN Kubeflow ¥Rk ERY—

Hihaeteftt. ERIUNEHNIFEIZBEXKER. TERVREIRTR T IIGERE SRR U RIIZRRK S B HA
HHxRE.
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EHRTESHEME, UWRIFERFABETMNRESHAS, ErIE Ul IENESOPENXLESE, 3E, &
AUENX —MNEEXRENEN YAML X4, T2 Katib S2I8H93588 -
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« Experiment details B OELETE
Objective

Hame Walidaton-accurocy

Additional metrics Tefir-nccuiney
& Kaib ’
Trials

Max talled inals
Max trials

Parolel trials
Parameters

I Parameter type: double hin: 0,0 Max: 0,03
num-layers Parnmeter typecint M1 Mo 64

optimizer Parameter type: categotical  agd, adam, firf

Algorithm

Name

Metrics collector

Collector type File
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— “accessModes FIf1E "ReadOnlyMany 7E/Rfjl PVC #SEXHHIEE. BX ‘accessMode FE&, 1BEEIH
"Kubernetes B/ X14"

$ cat << EOF > ./pvc-import-pb fg all-ifacel.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pb-fg-all-ifacel

namespace: default
spec:

accessModes:

- ReadOnlyMany

storageClassName: ontap-ai-flexgroups-retain-ifacel
EQOF
$ tridentctl import volume ontap-ai-flexgroups-ifacel pb fg all -f ./pvc-
import-pb fg all-ifacel.yaml -n trident

e tomm
e e
o tomm fom - +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE |
MANAGED |

e tom
e pom -

it tomm fom o +

| default-pb-fg-all-ifacel-7d9f1 | 10 TiB | ontap-ai-flexgroups-retain-

ifacel | file | b74cbddb-e0b8-40b7-b263-b6dabdecObdd | online | true
|

o tomm -
e pomm -
ittt tom fom - +

fesssessss s sessesossssssss s fremememm=s

R R fe=========
e e e L L +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fr e
fossssssssssssssessssoessososssss=== fre=s===m==e
fesssssssssscsesessosssssassassssassaaa femmmm=== fommsmm=a== 4

| default-pb-fg-all-ifacel-7d9fl | 10 TiB | ontap-ai-flexgroups-retain-
ifacel | file | b74cbddb-e0b8-40b7-b263-b6da6decO0bdd | online | true
|

frecsmemem s o s a e e e
fosssssssssssscsessssosssososssss==s fre=s=m=m==s
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$ kubectl get pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE

pb-fg-all-ifacel Bound default-pb-fg-all-ifacel-7d9f1l

10995116277760 ROX ontap-ai-flexgroups-retain-ifacel 25h
RIHHE

R LAER TridentfENetAppFhE R A BT & _LECEH &

{#H8 kubectl FeBHE
LT REIHSEREE kubectl BEE #HEIFIexVol volume,

— “accessModes BIf1{& "ReadWriteMany 7 FEIRVRGI PVC EXXHHIEE. BX "accessMode FE%,
F&E "Kubernetes B 77 3X14"

$ cat << EOF > ./pvc-tensorflow-results.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: tensorflow-results
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-ai-flexvols-retain
EQOF
$ kubectl create -f ./pvc-tensorflow-results.yaml
persistentvolumeclaim/tensorflow-results created
$ kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE
pb-fg-all-ifacel Bound default-pb-fg-all-ifacel-7d9f1l
10995116277760 ROX ontap-ai-flexgroups-retain-ifacel 26h
tensorflow-results Bound default-tensorflow-results-
2£de60 1073741824 RWX ontap-ai-flexvols-retain

25h

{£FANetApp DataOps T E Qi BE#HE

&R AT LA FINetApp DataOps Toolkit for Kubernetes TENetAppEE R AT & LECEHE. NetApp DataOps
Toolkit for Kubernetes A Trident>RECEE, BiE T AP BRIE, ESH" 14" T #RiF5.
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AIPodZEN S EREIEL R
TS S Al TIERE

BT Kubernetes EEEFRH{TE T S Al F1 ML 1Rk, EMEBEBEE THHITUTES. £
FATrident, &0 LUBIRRIAMBIZETREE S PB LEUENEUES, LUH Kubernetes T{EfM
Hikml, AT ELZEEIESTIM Kubernetes pod RNERIAIRI, RELE pod EXHISE
PVC,

@ FHRIZEBELFZIHAE Kubernetes SEEFRHITAVRE Al F1 ML TR EE 2316 (X Docker
BaEER) o

1. U RAIGSSERT MAEAFER ImageNet FIEER TensorFlow £/ T{EfAEH B2 Kubernetes k. BX
ImageNet #IBEMNEZER, 1SR "ImageNet WLE",

EERBIFEIIER/\ GPU, REMAIUERB/\TMHESZ GPU R GPU TIET R LiaiT. tRBIfElL el
MEERBEPRR, ZEHPAETAE/\1MHES GPUNITEDT R, HEZRERS— M ITEAH LA,
NRZ, BWARFLBRFFLIERS, BEEXHFNTHETRAA.

o, ATHERARBREMIRSEET S, SFBIIGESIENEEZELLIEN pod FHZETHR, B—
EMRELE pod F, BZERFRATEFHESERMIEN. XEEEEIENXF@EIFER PVC WK IH. &
* Kubernetes {EILIIEZEE, 15BIR "Kubernetes B 75314

— “emptyDir £ “medium’ BB "Memory Z2£E! “/dev/shm 7E LR EIVELLBIER pod o BRIAK/N
‘/dev/ishm’Docker B23iz1TH Boh 8 BRIEINE BB TT/E7HE TensorFlow BIFEK. &% "emptyDir a0 T
Fir, SERMET BB KB /devishm EhE, BXEZER "emptyDir#&, B0 "Kubernetes B 75 314"

R EIEITE X PIgERE N B s F securityContext > privileged\ﬁ’ﬂﬁl\ﬁ ‘true, ZERL
ERSEMFEEEN EERSE root iHRINR, EXMERTERILERE, EAEERITHREIEAHEE
root IFAA PR, BEARN, TIERHERITHEREFIRIERE root iHRINPR. AEXZESR privileged: true’
AREREVENRTEEERITHRE TEAFHNER,

$ cat << EOF > ./netapp-tensorflow-single-imagenet.yaml
apiVersion: batch/vl
kind: Job
metadata:
name: netapp-tensorflow-single-imagenet
spec:
backoffLimit: 5
template:
spec:
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
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- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--dgx version=dgxl",
num devices=8"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?
- mountPath: /tmp
name: results
securityContext:
privileged: true
restartPolicy: Never
EOF
$ kubectl create -f ./netapp-tensorflow-single-imagenet.yaml
job.batch/netapp-tensorflow-single-imagenet created
$ kubectl get Jjobs
NAME COMPLETIONS DURATION
netapp-tensorflow-single-imagenet 0/1 24s

2. WINEEDE 1 PRIEMFIERIERIETT. UTFRAsS<SHINE MRFLEET — pod (fFILEXH

FRIERE) , #FH1Z pod HAEIEEEFP— GPU TIF TR LEIETT,

$ kubectl get pods -o wide

NAME READY STATUS
RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-single-imagenet-m7x92 1/1 Running
3m 10.233.68.61 10.61.218.154 <none>

3. WIAEESE 1 hEIBMELEMIhTEM. MU TRAs<SHEIAEL ERIhTTR.
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$ kubectl get jobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5m42s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 11lm

$ kubectl logs netapp-tensorflow-single-imagenet-m7x92
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 702
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 711

Total images/sec = 6530.59125

================ (Clean Cache !!!| ==================

mpirun -allow-run-as-root -np 1 -H localhost:1 bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 8 -H localhost:8 -bind-to none -map-by
slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py --model=resnet50 --batch size=256 --device=gpu
-—force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—-nodistortions --num gpus=1 --data format=NCHW --use fplé6=True

-—use tf layers=False --data name=imagenet --use datasets=True
--data_dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %$d --datasets prefetch buffer size=2000
-—datasets use prefetch=True --datasets num private threads=4

-—horovod device=gpu >

/tmp/20190814 105450 tensorflow horovod rdma resnet50 gpu 8 256 b500 ima
genet nodistort fpl6 rl1l0 m2 nockpt.txt 2>&1

4. Nk FEBITERR. UTREIGSERRRESE 1 PeIENELHR,
LIEHIBRIEL X RBY, Kubernetes &= B ohfflBR{ERIFEXHY podo
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$ kubectl get jobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5m42s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 1lm

$ kubectl delete Jjob netapp-tensorflow-single-imagenet
job.batch "netapp-tensorflow-single-imagenet" deleted
$ kubectl get Jjobs
No resources found.
$ kubectl get pods
No resources found.

WITRZ DHI0 Al TIEAEH

21% Kubernetes SEFFHITREILZ Z T Al 71 ML 7Rk, 1BEEREBKIZ TN ERITUUTE
5o ISR EEREBET AEMETENetAppE EVEHE, HERLLENTIET mFreeiRHAVE
ZH GPU, 1B5SR TEITRERD DM Al fElk R,

1.
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Kubemetes {kis) Cluster

@ 58I NHFELEL, BFOAIFELEIUBBRESEEMIGERE. XTRSIELERS

PRI BILER BYITIERBH T A SHSRISEE

Kube API

Data Data
$ b

Master Node

UTRAE<ERTIAEIR— TR, RZIESRSS5ATRFIRER T R ERITHRE— TensorFlow
EHENXEVHRTZ AHARITHITET R Al TERE" EXMIENFIFH, RBE T —PIIES,
e RERD IR R EHRITH.

R G TERZFEIBER/\ GPU, ELrIUEERER/\1MNRES GPU BEA GPU T{ERT R LiziT. 1R
889 GPU TET = EBEBE 8 1~ GPU, AT HRAREMIES 4L, ErlgeE BRI FIEmMEESTFENT
ETSFrEBER GPU #1&, BX Kubernetes SFEMEZEE, 1B5ZE 5 "Kubernetes B /514"
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FEULRBIREIR T Kubernetes 28, EAXMIENBRU LIFIZEFXELEBITTM. Hit, £H
Kubernetes R ZiEREBBE B REE X, MRENTEERRITHEENEITTM, BAERIELA
IEREPEEH TIFERTRERBER XM,

I RFIZBERSEFISER pod #EIRF hostNetwork BIME “trueo UEEMKE pod EFHFNITIET S
BIMEEHERL, AR Kubernetes I@E NS pod BIERIEINMLE K, EXMER MEALER, RAE
ETIEREHAKFiIT Open MPI. NCCL #1 Horovod UIEF 2GR ARXHITIENH. Ft, eEEifnE
WML, BX Open MPl. NCCL # Horovod BYiTiEBH T AXIESER, REXZEE hostNetwork:
true IR EEVEIURATEEERTIRELEAENER, BX hostNetwork' FE&, 1EBI# "Kubernetes
BAXE"

$ cat << EOF > ./netapp-tensorflow-multi-imagenet-worker.yaml
apivVersion: apps/vl
kind: Deployment
metadata:
name: netapp-tensorflow-multi-imagenet-worker
spec:
replicas: 1
selector:
matchLabels:
app: netapp-tensorflow-multi-imagenet-worker
template:
metadata:
labels:
app: netapp-tensorflow-multi-imagenet-worker
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py2
image: netapp/tensorflow-py2:19.03.0
command: ["bash", "/netapp/scripts/start-slave-multi.sh",
"22122"]
resources:

limits:

37


https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/

nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?
- mountPath: /tmp
name: results
securityContext:
privileged: true
EOF
$ kubectl create -f ./netapp-tensorflow-multi-imagenet-worker.yaml
deployment.apps/netapp-tensorflow-multi-imagenet-worker created
$ kubectl get deployments

NAME DESTIRED CURRENT UP-TO-DATE
AVAILABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 4s

2. WINEES R 1 PRIEN TFEFEEE KB UTRFIHTHIABRIBERRET — P IIFER pod (

3.
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NERBEXFFR) , HEi% pod HRIEAHEFP— GPU TIFiEFT R LET.

$ kubectl get pods -o wide

NAME READY
STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1
Running 0 60s 10.61.218.154 10.61.218.154 <none>

$ kubectl logs netapp-tensorflow-multi-imagenet-worker-654fc7f486-v6725
22122

NERS[OIE— Kubernetes {Ell, ZFIREEEN. BEEHRERD 2T R ELBHIT. TRl
LEIE— 1 ERSEE, ZERSEF 6. %’—E#EEEEZISFH_'@UEPT% TR EHITE94EE TensorFlow &
AR BRI DRI T HITET = Al TEAE",

HERFIEFIFR/ND GPU, BRI UERR/\THEZ GPU E’J%A GPU T = LiB17. dIRERY
GPU T MAHET 8 1 GPU, 17 BAREMIZEMLE, CAERERILETEMEETETIES
RFTEAR GPU #&,

LR BIFEILE X PIEERIE Pod IR T ‘hostNetwork‘E’JﬁHE ‘true’ MG TR T T "hostNetwork BYf
B true TP T 1 Fo BXAFAFTBRERNFAESE, BERATE 1.

$ cat << EOF > ./netapp-tensorflow-multi-imagenet-master.yaml
apiVersion: batch/vl
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kind: Job
metadata:
name: netapp-tensorflow-multi-imagenet-master
spec:
backofflLimit: 5
template:
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--port=22122", "--
num devices=16", "--dgx version=dgxl", "--
nodes=10.61.218.152,10.61.218.154"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?2
- mountPath: /tmp
name: results
securityContext:
privileged: true
restartPolicy: Never
EQOF
$ kubectl create -f ./netapp-tensorflow-multi-imagenet-master.yaml
job.batch/netapp-tensorflow-multi-imagenet-master created



$ kubectl get Jjobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 0/1 25s 25s

4. BINEES R 3 PEIBRM TR IEEERIZT. UTREASSHWIAENZIELEIET —1ZE pod (WFILE

XHFR) , HBi% pod HEIEEHEP— GPU TEN R LIz T, BENZEE, EESE 1 ARIEE
B TAE pod 372117, FEZE pod M ITE pod ERENT R _LEIET.

$ kubectl get pods -o wide

NAME READY
STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-master-ppwwj 1/1
Running 0 45s 10.61.218.152 10.61.218.152 <none>
netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1
Running 0 26m 10.61.218.154 10.61.218.154 <none>

o WINETES R 3 PRIENEFWEMINITERM. U TRGIsSHIAELERMINTTR.

40

$ kubectl get Jjobs

NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 9ml18s
$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppww]j 0/1

Completed 0 9m38s

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 35m

S kubectl logs netapp-tensorflow-multi-imagenet-master-ppww]j
[10.61.218.152:00008] WARNING: local probe returned unhandled
shell:unknown assuming bash

rm: cannot remove '/lib': Is a directory

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702

[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

Total images/sec = 12881.33875

================ (Clean Cache !!!| ==================

mpirun -allow-run-as-root -np 2 -H 10.61.218.152:1,10.61.218.154:1 -mca
pml obl -mca btl “openib -mca btl tcp if include enpls0f0 -mca



plm rsh agent ssh -mca plm rsh args "-p 22122" bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 16 -H 10.61.218.152:8,10.61.218.154:8
-bind-to none -map-by slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH
-mca pml obl -mca btl "“openib -mca btl tcp if include enplsO0f0 -x
NCCL_IB HCA=mlx5 -x NCCL NET GDR READ=1 -x NCCL_IB SL=3 -x

NCCL IB GID INDEX=3 -x

NCCL SOCKET IFNAME=enp5s0.3091,enpl2s0.3092,enpl32s0.3093,enpl39s0.3094
-x NCCL IB CUDA SUPPORT=1 -mca orte base help aggregate 0 -mca

plm rsh agent ssh -mca plm rsh args "-p 22122" python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py —-model=resnet50 --batch size=256 --device=gpu
-—force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—nodistortions —--num gpus=1 --data format=NCHW --use fpl6=True

--use tf layers=False --data name=imagenet --use datasets=True

--data dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—-datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %d --datasets prefetch buffer size=2000 --
datasets use prefetch=True --datasets num private threads=4

-—-horovod device=gpu >

/tmp/20190814 161609 tensorflow horovod rdma resnet50 gpu 16 256 b500 im
agenet nodistort fplé rl0 m2 nockpt.txt 2>&l

EABEEIEHEN, BHRE. UTRAa<LERRRESE 1 helEN TEFERHERNR,
1EHIPR TEEPEITRET, Kubernetes & B ohfibREEI XA TER 28,
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$ kubectl get deployments

NAME DESIRED CURRENT UP-TO-DATE
AVATLABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 43m

$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppwwj 0/1

Completed 0 17m

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 43m

S kubectl delete deployment netapp-tensorflow-multi-imagenet-worker
deployment.extensions "netapp-tensorflow-multi-imagenet-worker" deleted
$ kubectl get deployments

No resources found.

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppwwj 0/1 Completed 0
18m

7oank: BEEEVTH, UTRFSs<LERHFESE 3 PRI EFLNR.
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$ kubectl get Jjobs

NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 19m
$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppww]j 0/1 Completed 0
19m

$ kubectl delete Jjob netapp-tensorflow-multi-imagenet-master
job.batch "netapp-tensorflow-multi-imagenet-master" deleted
$ kubectl get Jjobs
No resources found.
$ kubectl get pods
No resources found.
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