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root@node2:~# cat sai nfs to default pvl.yaml

apiVersion:

kind: PersistentVolume

metadata:

name: karthik-pvl

spec:

capacity:

storage:
volumeMode:

vl

250G1
Filesystem

accessModes:

- ReadWriteOnce

persistentVolumeReclaimPolicy: Retain

storageClassName:

local:

default

path: /vectordbsc/milvus/milvusl

nodeAffinity:

required:

nodeSelectorTerms:

- matchExpressions:

- key: kubernetes.io/hostname

operator:

values:

root@node?2:~

node?2
node3
node4
nodeb5
nodeb6

#

LA
"IN

KeEIFAL, SARER kubect! get pv’IGIEE BII7E



root@node2:~# for i in $( seq 1 12 ); do kubectl apply -f
sai nfs to default pv$Si.yaml; done
persistentvolume/karthik-pvl created
persistentvolume/karthik-pv2 created
persistentvolume/karthik-pv3 created
persistentvolume/karthik-pv4 created
persistentvolume/karthik-pv5 created
persistentvolume/karthik-pv6 created
persistentvolume/karthik-pv7 created
persistentvolume/karthik-pv8 created
persistentvolume/karthik-pv9 created
persistentvolume/karthik-pvl0 created
persistentvolume/karthik-pvll created
persistentvolume/karthik-pvl2 created
root@node?2: ~#

S. ATEMEFEIE, Mivus TIFMREMAARSZ, 1490 MinlO. Azure Blob #1 S3, 7EZigmA, FHilE
FH S3, UTHBIERATFONTAP S3 #lStorageGRIDI T R 7Ffi#, A 1ERH Helm FEZBE Milvus &, M
Milvus FEIE FEHECE XY values.yaml, BXIEAN1TEARXEHFE AR values.yaml XH, BSRMIR.

6. HfRE N ERD B storageClass” i B /9 default”, BEHE. etcd. zookeeper F bookkeeper,
7. 7 MinlO %53, F MinlO,
8. MONTAPZStorageGRIDIF R1ZfE B2 NAS Fi#EiE, HERAXNREFSIEEHEESTEIMNB S3 /A,

FHAFHHEH A AR H RS SHSH RS SEHH
# External S3
# - these configs are only used when “externalS3.enabled” is true
FHAFH A H AR
externalS3:

enabled: true

host: "192.168.150.167"

port: "80"

accessKey: "24G4C1316APP2BIPDESS"

secretKey: "Zd28p43rgzaU44PX ftT279z9nt4jBSro97387Bx"

useSSL: false

bucketName: "milvusdbvoll"

rootPath: ""

useIAM: false

cloudProvider: "aws"

iamEndpoint: ""

region: ""
useVirtualHost: false

9. 7EBIE Milvus EEBE Hil, 1BH{R PersistentVolumeClaim (PVC) &BE AT EENZE,
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root@node2:~# kubectl get pvc
No resources found in default namespace.
root@node2:~#

10. A Helm A values.yaml ERE X2 H B 5 Milvus 8%,

root@node2:~# helm upgrade --install my-release milvus/milvus --set

global.storageClass=default -f values.yaml

Release "my-release" does not exist. Installing it now.
NAME: my-release

LAST DEPLOYED: Thu Mar 14 15:00:07 2024

NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

root@node?2: ~#

1. I3 PersistentVolumeClaims (PVC) BJIRZS,
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root@node2:~# kubectl get pvc

NAME

VOLUME CAPACITY ACCESS MODES STORAGECLASS
data-my-release-etcd-0

karthik-pv8 250G1 RWO default
data-my-release-etcd-1

karthik-pv5 250G1 RWO default
data-my-release-etcd-2

karthik-pvi4 250Gi RWO default

AGE

3s

2s

3s

my-release-pulsar-bookie-journal-my-release-pulsar-bookie-0

karthik-pv10 250G1 RWO default

3s

my-release-pulsar-bookie-journal-my-release-pulsar-bookie-1

karthik-pv3 250G1 RWO default

3s

my-release-pulsar-bookie-journal-my-release-pulsar-bookie-2

karthik-pvl 250G1 RWO default

3s

my-release-pulsar-bookie-ledgers-my-release-pulsar-bookie-0

karthik-pv2 250G1 RWO default

3s

my-release-pulsar-bookie-ledgers-my-release-pulsar-bookie-1

karthik-pv9 250G1 RWO default

3s

my-release-pulsar-bookie-ledgers-my-release-pulsar-bookie-2

karthik-pvll 250G1 RWO default

my-release-pulsar-zookeeper-data-my-release-pulsar-zookeeper-0

karthik-pv7 250G1i RWO default
root@node2:~#

3s

3s

STATUS

Bound

Bound

Bound

Bound

Bound

Bound

Bound

Bound

Bound

Bound



12. #7 pod BIIRZS.

root@node2:~# kubectl get pods -o wide

NAME READY STATUS
RESTARTS AGE IP NODE NOMINATED NODE
READINESS GATES

<content removed to save page space>

R Pod RSN EEEIT BIZFHEATF

13. JMR7E Milvus FMNetApp At RTEEH S NFIREEIE,
° {EF3“prepare_data_netapp_new.py’Python i2F 5 A&,

root@node2:~# date;python3 prepare data netapp new.py ;date
Thu Apr 4 04:15:35 PM UTC 2024

=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus ntapnew updateZ sc exist in Milvus:
False

=== Drop collection - hello milvus ntapnew update2 sc ===
=== Drop collection - hello milvus ntapnew update2 sc2 ===
=== Create collection "hello milvus ntapnew update2 sc ===
=== Start inserting entities ===

Number of entities in hello milvus ntapnew update2 sc: 3000
Thu Apr 4 04:18:01 PM UTC 2024

root@node?2: ~i

° f£A“verify_data_netapp.py’Python SX{iZEVEIRE,

root@node2:~# python3 verify data netapp.py
=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus ntapnew updateZ sc exist in Milvus: True

{'auto_id': False, 'description': 'hello milvus ntapnew update2 sc',
'fields': [{'name': 'pk', 'description': '', 'type': <DataType.INT64:
5>, 'is primary': True, 'auto id': False}, {'name': 'random',
'description': '', 'type': <DataType.DOUBLE: 11>}, {'name': 'wvar',
'description': '', 'type': <DataType.VARCHAR: 21>, 'params':

{'max length': 65535}}, {'name': 'embeddings', 'description': '',
'type': <DataType.FLOAT VECTOR: 101>, 'params': {'dim': 16}}]}

Number of entities in Milvus: hello milvus ntapnew update2 sc : 3000

=== Start Creating index IVF FLAT ===

13



14

=== Start loading ===
=== Start searching based on vector similarity ===

hit: id: 2998, distance: 0.0, entity: {'random': 0.9728033590489911},
random field: 0.9728033590489911

hit: id: 2600, distance: 0.602496862411499, entity: {'random':
0.3098157043984633}, random field: 0.3098157043984633

hit: id: 1831, distance: 0.6797959804534912, entity: {'random':
0.6331477114129169}, random field: 0.6331477114129169

hit: id: 2999, distance: 0.0, entity: {'random':
0.02316334456872482}, random field: 0.02316334456872482

hit: id: 2524, distance: 0.5918987989425659, entity: {'random':
0.285283165889066}, random field: 0.285283165889066

hit: id: 264, distance: 0.7254047393798828, entity: {'random':
0.3329096143562196}, random field: 0.3329096143562196

search latency = 0.4533s

=== Start querying with “random > 0.5 ===

query result:

-{'random': 0.6378742006852851, 'embeddings': [0.20963514,
0.39746657, 0.12019053, 0.6947492, 0.9535575, 0.5454552, 0.8236044¢0,
0.21096309, 0.52323616, 0.8035404, 0.77824664, 0.80369574, 0.4914803,
0.8265614, 0.6145269, 0.80234545], 'pk': 0}

search latency = 0.4476s

=== Start hybrid searching with “random > 0.5 ===

hit: id: 2998, distance: 0.0, entity: {'random': 0.9728033590489911},
random field: 0.9728033590489911

hit: id: 1831, distance: 0.6797959804534912, entity: {'random':
0.6331477114129169}, random field: 0.6331477114129169

hit: id: 678, distance: 0.7351570129394531, entity: {'random':
0.5195484662306603}, random field: 0.5195484662306603

hit: id: 2644, distance: 0.8620758056640625, entity: {'random':
0.9785952878381153}, random field: 0.9785952878381153

hit: id: 1960, distance: 0.9083120226860046, entity: {'random':
0.6376039340439571}, random field: 0.6376039340439571

hit: id: 106, distance: 0.9792704582214355, entity: {'random':
0.9679994241326673}, random field: 0.9679994241326673

search latency = 0.1232s

Does collection hello milvus ntapnew update2 sc2 exist in Milvus:
True

{'auto_id': True, 'description': 'hello milvus ntapnew update2 sc2',



'fields': [{'name': 'pk', 'description': '', 'type': <DataType.INT64:

5>, 'is primary': True, 'auto id': True}, {'name': 'random',
'description': '', 'type': <DataType.DOUBLE: 11>}, {'name': 'wvar',
'description': '', 'type': <DataType.VARCHAR: 21>, 'params':
{'max length': 65535}}, {'name': 'embeddings', 'description': '',

'type': <DataType.FLOAT VECTOR: 101>, 'params': {'dim': 16}}]}

BEF L EIE, Kubernetes SREFIBENERR, B FERANetAppEiEITHIZSTE Kubernetes EE3E
Milvus ££8%, AEFIRMETEA. A RESMIAMESMIBIREEERAS R, EEATFRHET
MBS EMIRNIRES BN ITERTIEES], FERAREIENBMA TS ETERHVIEEER
FR, WMEFHERAGFERIFASE (PV), UAMNetApp ONTAPEIZEE A NFS %, BIMREERRF]
BERNBUEEIE, RKRIE PersistentVolumeClaims (PVC) #1 pod BPRZS LKA RS ANFIIEENAY S T2 -
BPRMET IR E BRI ERNIRIE. FRONTAPEStorageGRIDI RIFMER F HiEH—F 18R T
HIENEARENZ 2. 2EME, XMREARTFIRET —MEHE4 BN SIEEEMR AR
, AJLAREE &P RS KINEES RMELEY B,

Milvus 5Amazon FSx ONTAP for NetApp ONTAP - XX{FFIX &R —TiE

AT iTeEAAmMazon FSx ONTAP INetAppie iR EHUEER IR M milvus EEEHE
Bo

Milvus 5 Amazon FSx ONTAP for NetApp ONTAP — X4 IR — ot

TEATHR, BITENBATABTEECTHBBEREHIREE, MUK Docker B2 HIAmazon FSx ONTAP for
NetApp ONTAPHEREREHIEE (milvus JRIZAR) BIFRE.

EoHhHPEREHEEET L NEZ0EL, FI2M FEEMEBESHEIUEMRTHEMEERNNBRER. 8%,
EF-SERET I BY, AFRWNIRARRRLUEN RIS KIWHIEENE RN, XBEREUEEEBEX
AR ANRER, FENFREFSMEE. X, osHBRETSUBEMMAMERE, ENEIER UTEARRE IR
BEEH|, RAREMREEIEZRLON, HAREGEERINEHEREEERSIREIRS. =, EAEREK
@, ARNEBRFEANEERNZRGEE, HETLURBERT KH4ENIE, NMEEEREG LT KENFIHIK
Ko &=fE, EoPHEXRSHIRER LULEIME, EARUMNEAMAIHRANEZEHE, NMEEEFEHNT
EREIRIREHAY RS, EfEAAmMazon FSx ONTAP for NetApp ONTAPZ LIS IEFfEE FARY milvus JRITZEH),
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Customer Data and Milvus config data /

Amazon FSXn for
NetApp ONTAP

1. JINetApp ONTAPL I Amazon FSx ONTAP , #Fi2 T VPC. VPC Z2£AMFMAVFHAEE. BliE
EC2 LHINFEILEE. EAIUFELLRIREIEZIFHME R - htps://us-east-1.console.aws.amazon.com/fsx/
home?region=us-east-1#file-system-create

2. BE— EC2 Lffl, HfR VPC. LA FM5Amazon FSx ONTAP for NetApp ONTAPLfIH VPC. %
AN FMITE,

3. fEAE < “apt-get install nfs-common”Z& 4t nfs-common, FH{#EMA“sudo apt-get update”EFE(E E.
4. BIBE—MEESEEHEE HEEHIEA T NetApp ONTAP HJAmazon FSx ONTAP .

ubuntu@ip-172-31-29-98:~$ mkdir /home/ubuntu/milvusvectordb
ubuntu@ip-172-31-29-98:~$ sudo mount 172.31.255.228:/voll
/home/ubuntu/milvusvectordb

ubuntu@ip-172-31-29-98:~$ df -h /home/ubuntu/milvusvectordb

Filesystem Size Used Avail Use% Mounted on
172.31.255.228:/voll 973G 126G 848G 13% /home/ubuntu/milvusvectordb
ubuntu@ip-172-31-29-98:~5

5. A “apt-get install”& %t Docker #1 Docker Composes
6. 1R#& docker-compose.yaml XHHEE Milvus E£&f, ZXHR LM Milvus PG T &
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https://us-east-1.console.aws.amazon.com/fsx/home?region=us-east-1#file-system-create
https://us-east-1.console.aws.amazon.com/fsx/home?region=us-east-1#file-system-create

root@ip-172-31-22-245:~# wget https://github.com/milvus-
io/milvus/releases/download/v2.0.2/milvus-standalone-docker-compose.yml
-0 docker-compose.yml

--2024-04-01 14:52:23-- https://github.com/milvus-
io/milvus/releases/download/v2.0.2/milvus-standalone-docker-compose.yml
<removed some output to save page space>

7. 7£ docker-compose.yml X8y “volumes 2B 7, RiNetApp NFS FEH MRS EIABRAY Milvus R38R,
E{A7E etcd. minio #1 standalone 1, #&E"H{F D: docker-compose.yml"Ex% yml BEXXAEMEE

8. IIFEREMNXHFRMH,

ubuntu@ip-172-31-29-98:~/milvusvectordb$ 1s -1ltrh
/home/ubuntu/milvusvectordb

total 8.0K

-rw-r--r-- 1 root root 1.8K Apr 2 16:35 s3 access.py
drwxrwxrwx 2 root root 4.0K Apr 4 20:19 volumes
ubuntu@ip-172-31-29-98:~/milvusvectordb$ 1s -1ltrh
/home/ubuntu/milvusvectordb/volumes/

total O

ubuntu@ip-172-31-29-98:~/milvusvectordb$ cd
ubuntu@ip-172-31-29-98:~$ 1s

docker-compose.yml docker-compose.yml~ milvus.yaml milvusvectordb
vectordbvoll

ubuntu@ip-172-31-29-98:~5

9. ME%E docker-compose.yml XHHIE Fiz1T“docker-compose up -d”,

10. #& Milvus BEEHVIRES,
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ai-vdb-docker-compose.html
ai-vdb-docker-compose.html
ai-vdb-docker-compose.html
ai-vdb-docker-compose.html
ai-vdb-docker-compose.html
ai-vdb-docker-compose.html
ai-vdb-docker-compose.html

ubuntu@ip-172-31-29-98:~$ sudo docker-compose ps

Name Command State
Ports
milvus-etcd etcd -advertise-client-url ... Up (healthy)
2379/tcp, 2380/tcp
milvus-minio /usr/bin/docker-entrypoint ... Up (healthy)

0.0.0.0:9000->9000/tcp, :::9000->9000/tcp, 0.0.0.0:9001-
>9001/tcp, :::9001->9001/tcp

milvus-standalone /tini -- milvus run standalone Up (healthy)
0.0.0.0:19530->19530/tcp, :::19530->19530/tcp, 0.0.0.0:9091-
>9091/tcp, :::9091->9091/tcp

ubuntu@ip-172-31-29-98:~$

ubuntu@ip-172-31-29-98:~$ 1s -ltrh /home/ubuntu/milvusvectordb/volumes/
total 12K

drwxr-xr-x 3 root root 4.0K Apr 4 20:21 etcd

drwxr-xr-x 4 root root 4.0K Apr 4 20:21 minio

drwxr-xr-x 5 root root 4.0K Apr 4 20:21 milwvus
ubuntu@ip-172-31-29-98:~$

1. JT7HIFAmazon FSx ONTAP for NetApp ONTAPH R E3IEE M EEIERIREThEE, FANER T Python

Milvus SDK #13 B PyMilvus BRfFIF2RE. fEF “apt-get install python3-numpy python3-pip” A BRI 4
a1, HERpip3 install pymilvus”& 3 PyMilvus,

12. ISFAEE3ERE S Amazon FSx ONTAP for NetApp ONTAPHYEGES NFIIEE21E,

18

root@ip-172-31-29-98:~/pymilvus/examples# python3
prepare data netapp new.py

=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus ntapnew sc exist in Milvus: True
=== Drop collection - hello milvus ntapnew sc ===

=== Drop collection - hello milvus ntapnew sc2 ===

=== Create collection "hello milvus ntapnew sc’ ===

=== Start inserting entities ==
Number of entities in hello milvus ntapnew sc: 9000
root@ip-172-31-29-98:~/pymilvus/examples# find

/home /ubuntu/milvusvectordb/
<removed content to save page space >

/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/103/4487898457



91411923/b3def25f-cl117-4fba-8256-96cb7557cd6e
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/103/4487898457
91411923/b3def25f-c117-4fba-8256-96cb7557cd6c/part.1
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/103/4487898457
91411923/x1.meta
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/0
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/0/448789845791
411924
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/0/448789845791
411924/x1 .meta
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/1
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/1/448789845791
411925
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/1/448789845791
411925/x1 .meta
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/100
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/100/4487898457
91411920
/home/ubuntu/milvusvectordb/volumes/minio/a-bucket/files/insert log
/448789845791611912/448789845791611913/448789845791611939/100/4487898457
91411920/x1 .meta

13. fEAverify_data_netapp.pyBlZAsi& 2 i ERE,

root@ip-172-31-29-98:~/pymilvus/examples# python3 verify data netapp.py
=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus ntapnew sc exist in Milvus: True

{'auto id': False, 'description': 'hello milvus ntapnew sc', 'fields':
[{'name': 'pk', 'description': '', 'type': <DataType.INT64: 5>,

'is primary': True, 'auto id': False}, {'name': 'random', 'description':
'', '"type': <DataType.DOUBLE: 11>}, {'name': 'var', 'description': '',

'type': <DataType.VARCHAR: 21>, 'params': {'max length': 65535}}, {'
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name': 'embeddings', 'description': '', 'type': <DataType.FLOAT VECTOR:
101>, 'params': {'dim': 8}}], 'enable dynamic field': False}
Number of entities in Milvus: hello milvus ntapnew sc : 9000

=== Start Creating index IVF FLAT ===

=== Start loading ===

=== Start searching based on vector similarity ===

hit: id: 2248, distance: 0.0, entity: {'random': 0.2777646777746381},
random field: 0.2777646777746381

hit: id: 4837, distance: 0.07805602252483368, entity: {'random':
0.6451650959930306}, random field: 0.6451650959930306

hit: id: 7172, distance: 0.07954417169094086, entity: {'random':
0.6141351712303128}, random field: 0.6141351712303128

hit: id: 2249, distance: 0.0, entity: {'random': 0.7434908973629817},
random field: 0.7434908973629817

hit: id: 830, distance: 0.05628090724349022, entity: {'random':
0.8544487225667627}, random field: 0.8544487225667627

hit: id: 8562, distance: 0.07971227169036865, entity: {'random':
0.4464554280115878}, random field: 0.4464554280115878

search latency = 0.1266s

=== Start querying with "random > 0.5 ===

query result:

-{'random': 0.6378742006852851, 'embeddings': [0.3017092, 0.74452263,
0.8009826, 0.4927033, 0.12762444, 0.29869467, 0.52859956, 0.23734547],
'pk': 0}

search latency = 0.3294s

=== Start hybrid searching with "random > 0.5° ===

hit: id: 4837, distance: 0.07805602252483368, entity: {'random':
0.6451650959930306}, random field: 0.6451650959930306

hit: id: 7172, distance: 0.07954417169094086, entity: {'random':
0.6141351712303128}, random field: 0.6141351712303128

hit: id: 515, distance: 0.09590047597885132, entity: {'random':
0.8013175797590888}, random field: 0.8013175797590888

hit: id: 2249, distance: 0.0, entity: {'random': 0.7434908973629817},
random field: 0.7434908973629817

hit: id: 830, distance: 0.05628090724349022, entity: {'random':
0.8544487225667627}, random field: 0.8544487225667627

hit: id: 1627, distance: 0.08096684515476227, entity: {'random':



0.9302397069516164}, random field: 0.9302397069516164

search latency = 0.2674s

Does collection hello milvus ntapnew sc2 exist in Milvus: True

{'auto id': True, 'description': 'hello milvus ntapnew sc2', 'fields':
[{'name': 'pk', 'description': '', 'type': <DataType.INT64: 5>,

'is primary': True, 'auto id': True}, {'name': 'random', 'description':
'', '"type': <DataType.DOUBLE: 11>}, {'name': 'var', 'description': '',
'type': <DataType.VARCHAR: 21>, 'params': {'max length': 65535}}, ({'
name': 'embeddings', 'description': '', 'type': <DataType.FLOAT VECTOR:
101>, 'params': {'dim': 8}}], 'enable dynamic field': False}

14 MREFBEBT S3 hilGAE (GREY) KREHUEZESNIXA NFS BUBLIAT Al TR, NWEILERE
B/ Python 2 #H1TINIE, — MIFAURRES— T NAREFNEGRIBINEER, NATHINER
SRR EIRVARHE,

root@ip-172-31-29-98:~/pymilvus/examples# sudo python3
/home/ubuntu/milvusvectordb/s3 access.py -1 172.31.255.228 --bucket
milvusnasvol —--access-key PY6UF318996I86NBYNDD --secret-key
hoPctr9aD88clj0SkIYZ2uPal03v1bgKAOc5feKo6F

OBJECTS in the bucket milvusnasvol are
R b b I b b b b b b b I b b b b b b b b b b b b b b (b b b b b b b b b b b b 4

<output content removed to save page space>

bucket/files/insert 1og/448789845791611912/448789845791611913/4487898457
91611920/0/448789845791411917/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/1,/448789845791411918/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/100/448789845791411913/x1.meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/101/448789845791411914/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/102/448789845791411915/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/103/448789845791411916/1c48abbe-
1546-4503-9084-28c629216¢c33/part.1
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611920/103/448789845791411916/x1.meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611939/0/448789845791411924/x1 .meta
volumes/minio/a-bucket/files/insert 10g/448789845791611912
/448789845791611913/448789845791611939/1/448789845791411925/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611939/100/448789845791411920/x1 .meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
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/448789845791611913/448789845791611939/101/448789845791411921/x1.meta
volumes/minio/a-bucket/files/insert 1og/448789845791611912
/448789845791611913/448789845791611939/102/448789845791411922/x1 .meta
volumes/minio/a-bucket/files/insert 10g/448789845791611912
/448789845791611913/448789845791611939/103/448789845791411923/b3def25f-
cll7-4fba-8256-96cb7557cd6c/part.1
volumes/minio/a-bucket/files/insert 10g/448789845791611912
/448789845791611913/448789845791611939/103/448789845791411923/x1 .meta
volumes/minio/a-bucket/files/stats 1og/448789845791211880
/448789845791211881/448789845791411889/100/1/x1.meta
volumes/minio/a-bucket/files/stats 1og/448789845791211880
/448789845791211881,/448789845791411889/100/448789845791411912/x1.meta
volumes/minio/a-bucket/files/stats 10g/448789845791611912
/448789845791611913/448789845791611920/100/1/x1.meta
volumes/minio/a-bucket/files/stats 1og/448789845791611912
/448789845791611913/448789845791611920/100/448789845791411919/x1.meta
volumes/minio/a-bucket/files/stats 1og/448789845791611912
/448789845791611913/448789845791611939/100/1/x1 .meta
volumes/minio/a-bucket/files/stats 10g/448789845791611912
/448789845791611913/448789845791611939/100/448789845791411926/x1.meta

KAKR KA KR A A A A AN A AR AR A AN A AR A A AR Ak A XA A XA Kk %k

root@ip-172-31-29-98:~/pymilvus/examplesi

AR EYMERT B WATE Docker BasPEFEFIRIEIRILAY Milvus 1€E, HF]H Amazon BINetApp
FSx ONTAP#1TNetApp ONTAPHURETE E. IIKE AR F FIRREHIEENRATIEE KA IES L LR
HITEZREN, FrEXEEHIUERYT BESMHI Docker BEIF BT, @id iR EA FNetApp
ONTAPSZFIFIITEZHY EC2 SEfFIfYAmazon FSx ONTAP , &P o] LIRS ERZRF ARNBIEEIE,

FSx ONTAPTER EHIRBEPHIEE NFIIREURIERNRINIIEAR PRI T IR, —HAVEIEIRERRIL,
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root@node2:~# python3 prepare data netapp.py

=== start connecting to Milvus ===

=== Milvus host: localhost
Does collection hello milvus netapp sc test exist in Milvus: False

=== Create collection "hello milvus netapp sc test ===

=== Start inserting entities ===
Number of entities in hello milvus netapp sc test: 3000
=== Create collection "hello milvus netapp sc test2 ===

Number of entities in hello milvus netapp sc_test2: 6000

root@node2:~# for i in 2 3 4 5 6 ; do ssh node$i "hostname; sync; echo
'sync executed';" ; done
node?2

sync executed
node3
sync executed
node4
sync executed
nodeb
sync executed
nodeb6
sync executed
root@node2 :~#

6. IOIIF S3 NAS TFERAPBIEIE. ERNMWRGIF, HHNIEE2024-04-08 21:22"HIX 42
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root@node2:~# aws s3 1s —--profile ontaps3 s3://milvusdbvoll/
--recursive | grep '2024-04-08"

<output content removed to save page space>

2024-04-08 21:18:14 5656

stats 10g/448950615991000809/448950615991000810/448950615991001854/100/1
2024-04-08 21:18:12 5654

stats 10g/448950615991000809/448950615991000810/448950615991001854/100/4
48950615990800869

2024-04-08 21:18:17 5656

stats 10g/448950615991000809/448950615991000810/448950615991001872/100/1
2024-04-08 21:18:15 5654

stats 1og/448950615991000809/448950615991000810/448950615991001872/100/4
48950615990800876

2024-04-08 21:22:46 5625

stats 10g/448950615991003377/448950615991003378/448950615991003385/100/1
2024-04-08 21:22:45 5623

stats 10g/448950615991003377/448950615991003378/448950615991003385/100/4
48950615990800899

2024-04-08 21:22:49 5656

stats 1og/448950615991003408/448950615991003409/448950615991003416/100/1
2024-04-08 21:22:47 5654

stats 10g/448950615991003408/448950615991003409/448950615991003416/100/4
48950615990800906

2024-04-08 21:22:52 5656

stats 10g/448950615991003408/448950615991003409/448950615991003434/100/1
2024-04-08 21:22:50 5654

stats 10g/448950615991003408/448950615991003409/448950615991003434/100/4
48950615990800913

root@node2:~#

7. fEF“milvusdb” B R —E 144 (CG) REBREHEH
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root@node2:~# python3 prepare data netapp.py

=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus netapp sc testnew exist in Milvus: False
=== Create collection "hello milvus netapp sc testnew ===
=== Start inserting entities ===
Number of entities in hello milvus netapp sc testnew: 3000
=== Create collection "hello milvus netapp sc testnew2 ===
Number of entities in hello milvus netapp sc testnew2: 6000
root@node?2 : ~f
9. ME—MRERHIT S3 NAS TFERITEEME,

Job Details X
Restore 'scaleserver1.mssglanf.local\Storage\milvusdb’

« ¥ Restore 'scaleserver!.mssglanf.local\Storage\milvusdb’

B v scaleserverl.mssglanf.local

v Restore

v * Validate Plugin Parametars

W * Pre Restore Application

o ® File or Volume Restore

o ¥ Recover Application

v » Cleaning Storage Resources

v » Clear Catalog on Server

v » Application Clean-Up -
© Task Name: Restore Start Time: 04/08/2024 2:37:21 PM End Time: 04/08/2024 2:37:55 PM

1 r
View Logs | Close
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10. &M Python BIZASZ&IER B “hello_milvus_netapp_sc_test’#1“hello_milvus_netapp_sc_test2” s & HIEUHE,
root@node2:~# python3 verify data netapp.py

=== start connecting to Milvus ===

=== Milvus host: localhost ===

Does collection hello milvus netapp sc test exist in Milvus: True

{'auto 1id': False, 'description': 'hello milvus netapp sc test', '
fields': [{'name': 'pk', 'description': '', 'type': <DataType.INT64: 5>,
'is primary': True, 'auto id': False}, {'name': 'random', 'description':
'', 'type': <DataType.DOUBLE: 11>}, {'name': 'var', 'description': '',
'type': <DataType.VARCHAR: 21>, 'params': {'max length': 65535}}, ({'
name': 'embeddings', 'description': '', 'type': <DataType.FLOAT VECTOR:
101>, 'params': {'dim': 8}}1]}

Number of entities in Milvus: hello milvus netapp sc test : 3000

=== Start Creating index IVF FLAT ===

=== Start loading ===

=== Start searching based on vector similarity ===

hit: id: 2998, distance: 0.0, entity: {'random': 0.9728033590489911},
random field: 0.9728033590489911

hit: id: 1262, distance: 0.08883658051490784, entity: {'random':
0.2978858685751561}, random field: 0.2978858685751561

hit: id: 1265, distance: 0.09590047597885132, entity: {'random':
0.3042039939240304}, random field: 0.3042039939240304

hit: id: 2999, distance: 0.0, entity: {'random': 0.02316334456872482},
random field: 0.02316334456872482

hit: id: 1580, distance: 0.05628091096878052, entity: {'random':
0.3855988746044062}, random field: 0.3855988746044062

hit: id: 2377, distance: 0.08096685260534286, entity: {'random':
0.8745922204004368}, random field: 0.8745922204004368

search latency = 0.2832s

=== Start querying with "random > 0.5 ===
query result:

-{'random': 0.6378742006852851, 'embeddings': [0.20963514, 0.39746657,
0.12019053, 0.6947492, 0.9535575, 0.5454552, 0.82360446, 0.21096309],
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'pk': 0}
search latency = 0.2257s

=== Start hybrid searching with "random > 0.5 ===

hit: id: 2998, distance: 0.0, entity: {'random': 0.9728033590489911},
random field: 0.9728033590489911

hit: id: 747, distance: 0.14606499671936035, entity: {'random':
0.5648774800635661}, random field: 0.5648774800635661

hit: id: 2527, distance: 0.1530652642250061, entity: {'random':
0.8928974315571507}, random field: 0.8928974315571507

hit: id: 2377, distance: 0.08096685260534286, entity: {'random':
0.8745922204004368}, random field: 0.8745922204004368

hit: id: 2034, distance: 0.20354536175727844, entity: {'random':
0.5526117606328499}, random field: 0.5526117606328499

hit: id: 958, distance: 0.21908017992973328, entity: {'random':
0.6647383716417955}, random field: 0.6647383716417955

search latency = 0.5480s

Does collection hello milvus netapp sc test2 exist in Milvus: True
{'auto_id': True, 'description': 'hello milvus netapp sc test2', '
fields': [{'name': 'pk', 'description': '', 'type': <DataType.INT64: 5>,
'is primary': True, 'auto id': True}, {'name': 'random', 'description':
'', '"type': <DataType.DOUBLE: 11>}, {'name': 'var', 'description': '"',
'type': <DataType.VARCHAR: 21>, 'params': {'max length': 65535}}, {'
name': 'embeddings', 'description': '', 'type': <DataType.FLOAT VECTOR:
101>, 'params': {'dim': 8}}1}

Number of entities in Milvus: hello milvus netapp sc test2 : 6000

=== Start Creating index IVF FLAT ===

=== Start loading ===

=== Start searching based on vector similarity ===

hit: id: 448950615990642008, distance: 0.07805602252483368, entity: {
"random': 0.5326684390871348}, random field: 0.5326684390871348
hit: id: 448950615990645009, distance: 0.07805602252483368, entity: {
"random': 0.5326684390871348}, random field: 0.5326684390871348
hit: id: 448950615990640618, distance: 0.13562293350696564, entity: {
"random': 0.7864676926688837}, random field: 0.7864676926688837
hit: id: 448950615990642314, distance: 0.10414951294660568, entity: {
'"random': 0.2209597460821181}, random field: 0.2209597460821181
hit: id: 448950615990645315, distance: 0.10414951294660568, entity: {
"random': 0.2209597460821181}, random field: 0.2209597460821181



hit: id: 448950615990640004, distance:

0.7765521996186631}, random
search latency = 0.2381s

'random':

=== Start querying with "random > 0.5°

query result:
—{'embeddings':
'random': 0.7820620141382767}
search latency = 0.3106s

0.11571306735277176, entity:

field: 0.7765521996186631

[0.15983285, 0.72214717, 0.7414838, 0.4447149¢6,
0.50356466, 0.8750043, 0.316556, 0.7871702],

=== Start hybrid searching with "random > 0.5 ===

hit: id: 448950615990642008, distance:

'random' :
hit: id:
'random' :
hit: id:
'random' :
hit: id:
'random':
hit: id:
'random' :
hit: id:

'random':

0.5326684390871348}, random
0.5326684390871348}, random
0.7864676926688837}, random
0.7765521996186631}, random
0.7765521996186631}, random
0.9742541034109935}, random

search latency = 0.4906s
root@node2:~#

. PIESEEPABFEEALBERTEENES.

448950615990645009, distance:

448950615990640618, distance:

448950615990640004, distance:

448950615990643005, distance:

448950615990640402, distance:

0.07805602252483368, entity:

field: 0.5326684390871348

0.07805602252483368, entity:

field: 0.5326684390871348

0.13562293350696564, entity:

field: 0.7864676926688837

0.11571306735277176, entity:

field: 0.7765521996186631

0.11571306735277176, entity:

field: 0.7765521996186631

0.13665105402469635, entity:

field: 0.9742541034109935

'pk': 448950615990639798,

31



root@node2:~# python3 verify data netapp.py

=== start connecting to Milvus ===

=== Milvus host: localhost

Does collection hello milvus netapp sc testnew exist in Milvus: False
Traceback (most recent call last):
File "/root/verify data netapp.py", line 37, in <module>
recover collection = Collection(recover collection name)
File "/usr/local/lib/python3.10/dist-
packages/pymilvus/orm/collection.py"”, line 137, in  init
raise SchemaNotReadyException (
pymilvus.exceptions.SchemaNotReadyException: <SchemaNotReadyException:
(code=1, message=Collection 'hello milvus netapp sc testnew' not exist,
or you can pass in schema to create one.)>
root@node?2 : ~4

B2, £/ NetApp BISnapCenters{RiF 1+ BEONTAPH R K EHUIEESUIEF Milvus HUERILUAEZ A HREE
BRE, S EHIETEMEXEENITIL, FIANEFHIE, SnapCenter BEBSIE—HHE D HIITREDN
BIRME, WRRXBEUE (FIWIERAMSAM S G) FeREEEREFEMD)EMmEK. XN UBGLEE
Erhitr, Be] RS LEE RSk,

EETH, HNVER T WAEE SnapCentersRRIPIFZEONTAPHIEIE, SIEFHVNIKE. FEIEGHNRE
MEE, UNERABENXRBEMMAXELMIEENERR. BITERR T IAER —SIEARBRITRMFHIIUE
S3 NAS =g rEE,

o, BATEINT FPELERVERFELWESHE R, EXMMEFRT, SnapCenter MILBTHIIRIBHITE
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S ERERIVTIREN FTEARKRIFEER, SAMIHRHTRIE, BROMNOBERNES, MERFEERN
4P, FItk, NetApp BYSnapCenteri™ /& P i T 38 A Al SR ER RPN EEBRT 2o

fEFINetApp SnapMirrori#{TA MR E
KTI118fEASnapMirrorINetAppSE MR EHURER RS RN DR (REME)

f£FANetApp SnapMirror#t{ TR MRS
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MR ER EBMIEFENFREARATHEEEXEENFR, ERHRRESTNSUERMANXRER, K&
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AT, BIETRNARKELHIERE (170 Milvus 1 pgvecto.rs) BIMEREINIE, BERFIFENNFMEMEE
FHIE, 5190 1/0 BECE X 4H] NetApp TFAEITHIZZTE LLM E£epAHANS s RAG AMIETFAHMITH, XL
EESONTAPTHER RS REGH, HAFHEHRAERMEEERRER. HINODITEET XBEERET,
FlnE RN EIE (QPS) -

ERETEBF milvus MIHERT 5,

FHES Milvus (SEAFIEEES) Postgres (pgvecto.rs) #
version 2.3.2 0.2.0
Filesystem iISCSI LUN EHAJ XFS
T e EF SRR "VectorDB-Bench"—v0.0.5
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768 NMEE * BIREKR/ NN
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w48 Milvus JH3752%1Y VectorDB-Bench

A 1EAvectorDB-BenchfEmilvusIRIZSE8F_E#1T 7 LATIEREIRIE, milvus IR I S B¥ R AR S5 285 el
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Management network

_______________________________________________________________

wle-A800-A-01

I I ; milvus-standalone | | I | | | |
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”””l milvus-minio

; milvus-etcd l |

iSCSI 100Gbps network docker
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https://github.com/zilliztech/VectorDBBench

FEATHR, HIDZENE Mivus JRIZBIEERENLER, o Bl 1iERE DiskANN (EAXEMIRBIRSIKE, .
1REN. RAEFIEIEARLY 100GB HUREMRS|IKAFE 5 M, TEIFHRIERIAER2EEE, B& 20 ™R
% (BRBLIZEHT 40 1 vCPU) B9 Milvus ARSSSBELIE R KR CPU BE 100% 51T, Ff1& I DiskANN
NTFBIRARNENNARBBEELNEE, . TERMER, BITURIISHERREK (QPS) 9 10.93, &
[E27y 0.9987, EIHHIE 99 MEDIERNEN 708.2 Zih,

MEERERE, BUREERI. BARMANRSICIEMERAE KL 1,000 MEFRY. EEEMER, EEX
= 32,000 RIR1E,

LUR BB IR fE M BEFE AT

TESAENER = &
HUBIREAEN B IOPS < 1,000
IER < 400 fHhFb
IEE BERE, TEREA
10 K/ 64 KB
i IOPS I%{&932,000
R < 400 f4#b
TS 100% Z&171%EY
10 K/ FEI8KB

VectorDB-bench &R0 T,
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.<~. VDB
Z’ Benchmark

Vector Database Benchmark

Filtering Search Performance Test (5M Dataset, 1536 Dim, Filter 1%) A

Qps (more is better)

Milvus 1093

Recall (more is better)

Vi L5 09987

Load_duration (less is better)

M a5 15,3605

Serial_latency_p99 (less is better)

i L5 708.2ms

MIHIZ Milvus SRBIRIIEREIIIESRE, HRTRVISEREUSHE 500 H I MEE. 4EN 1536 NEESE. RITEH
EFEREEBHNRR, FWHRAZIR.

=8 milvus £E£HY VectorDB-Bench

FEERTR, FINTILTE Kubernetes IFEAERE Milvus 8%, It Kubernetes I8 E1932F VMware vSphere Z3E
2L, ZEEREE Kubernetes T =M TIET =,

LITRER93 4R VMware vSphere #1 Kubernetes ZRERI¥4H(E B

36



Management network

wle-A800-A-01

wle-A800-A-02

iSCSI 100Gbps network

VMware vSphere

A

vm-kube-worker-14

vm-kube-worker-15

vm-kube-worker-16

vm-kube-master-01 vm-kube-master-02 vm-kube-master-03

vm-kube-worker-17

vm-kube-worker-18

vm-kube-worker-19
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0000

indexnode-1 indexnode-2  indexnode-3

= = r-%?' """"""""""""""""""""""""""""
my-release-eted my-release-minio my-release-milvus-indexnode

——————————————————————————————————————————————————————————————

|

|

|

|

|

:

|

| =H] 5 : i
: mv-releasar-bookie m?-releass-sar-hroker ® @ @ @ @
| :

|

|

|

|

|

|

|

|

|

querynode-0 querynode-1 qQuerynode-2 querynode-3 querynode—d :

-

|

|

|

|

|

. querynode-5 querynode-68 querynode-7  querynode-8 qunrynodn—ﬂ |
g | ey | |
|

|

|

|

|

=5 S N ;
my-rel pulsar-zookeeper my-release-milvus-querynode

----- OO0O000O| -

kube-worker-14 kube-worker-15 kube-worker-16 kube-worker-17 kube-worker-18 kube-worker-19

| |
0-0-0

kube-master-01  kube-master-02 kube-master-03

FEATR, FAINET IR Milvus BIEEFEIMRERMER, * EANEKRSIZEEE DiskANN, * FRILERTE
032 500 S NEE (HEEH 1536) FPRIIBEMEHIBBHNER. HINRE, TEMMED, LEREANGE
NSRRI ERE, SIRIISEMRLE, EEESEREINNE 99 TEIMBERRELD TR E. * REERE
EPNENEIE (QPS) XKE, BHRAZFEIKF,

Metric | Milvus Standalone | Milvus Cluster

QPS @ Recall 10.93 @ 0.9987 18.42 @ 0.9952 +40%
p99 Latency (less is better) 708.2 ms 117.6 ms -83%
Load Duration time (less is better) 18,360 secs 12,730 secs -30%

TERMET SMEEETNIE, SEFEERIERMNE IOPS (B HMNAHIRE) -
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, Summary

Cluster Latency

800 ps
600 ps

400 ps
200 s ﬁp fi |
Ops

17:30 18:00 18:30 19:00 19:30 20:00

IR ER D T B X BRI hE 1 REFET.

TR ENER
SHRREAEN S

LJ

21:00 21:30

=L
IOPS
IR
TEE
10 K/
IOPS
JER
T2
10 K]

Total OPS

18:00 18:30 19:00 19:30 20:00 20:30 21:00 21:30

== wle-a800-a-01 == wle-a800-a-02

&

< 1,000

< 400 fFb

WERE, FEREAN
64 KB

I&{E9147,000

< 400 50

100% Z&1FI%REX
FE8KB

ETIRIT Milvus A Milvus SREBFRUMEREINIE, FfIRR T #26% /0 ECEXHRIIFAESE. * Tl TREE] /0 icE

NXAHEIRI BREME B B E P RTF

%o

w8 Postgres fvectorDB-Bench (pgvecto.rs)

* 1216 10PS FUMREIMEF ] VTR FERHERNZ A IHHER

A 11EF VectorDB-Bench ¥t PostgreSQL (pgvecto.rs) #1T T W1 Fi2{E: PostgreSQL (B{F3Ki%
, pgvecto.rs) HIMLEFARS 2IEZIFR/IT:
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Management network

wle-A800-A-01 ‘
T 11111 s

wle-A800-A-02

Postgres :

docker

EARTH, FHDZMA PostgreSQL #IEE (4532 H pgvecto.rs) FINMERFER, * I 1iEEFE HNSW 1
FXLENMIARS|12KEY, EAFEMIRLES, DiskANN REBTF pgvecto.rs, * TEHUEIRENMNER, FAIMET
Cohere $ESE, ZIUEEES 1000 A NAE, HEHN 768, ZIIIEALYFER 4.5 /)\BY, * EEIBMER, Al
MEEIFFEIFREL (QPS) 7 1,068, BEIFH 0.6344, TIHME 99 NEDNMIERNERN 20 27 TR
Z{TEtEIN, EPFim CPU #8LL 100% MAEIE T,

TERMET SMEFEETNIE, SEFMEERERSL I0PS (BRRNELERME -

« Summary

The following section presents the key storage performance metrics.
image:pgvecto-storage-perf-metrics.png["ZEIEREN/ MHNEERR S BEAS"]

milvus 5 postgres 7 Vector DB Bench LAJMEAEITLL
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.%<~-. DB
',),,7' Benchmark

Vector Database Benchmark

Note that all testing was completed in July 2023, except for the times already noted.

Search Performance Test (10M Dataset, 768 Dim) A

Qps (more is better)

Pgvectors-20c_250g 001 |, :.0c5
Milvus-20c_250g 002 [ 106

Recall (more is better)

Mitvus-20c_250g_002 |, 0.9842
Pgvectors-20c_250g 001 | 0. 344

Serial_latency_p99 (less is better)

Mitvus-20c_250g 002 | 15.8ms
PgVectors-20c_250g 001 |, 20ms

RIEFAVER VectorDBBench Xf Milvus #1 PostgreSQL #1TRIMREIRIE, FATMERFILUTIER:

* ZX5|2KA): HNSW
* HUEE: B8 768 MEER 1000 F N EE

A1 &M pgvecto.rs BIEFIEIBER (QPS) i£ZF 1,068, BIEIEH 0.6344, M Milvus FIEFIEITEL (QPS) iXE!
106, BEIZEH 0.9842,

NRIERFTEEEWRISIEE, ABA Milvus BIERELT pgvecto.rs, RAEES M ERPHRREIESLLFIRIE

XIB, B, RSN EERHRE—NEXEIEAZR, 4 pgvecto.rs FiEBid T Milvus, BEFIENE,
1#d pgvecto.rs IZRIVEIERERME, KLY 37% HIEREREFEXNIME.

RIBIRA A REIIES HAYMRER |
RIEBA IR MEREIIE, Bl ML T LUFIRER:

7£ Milvus #1, 1/0 BEEXHS OLTP TEfAEIEEMEM), 140 Oracle SLOB HHY T Ef %, EAMRXEIE=1
MYES: BEIREX. ST, FBMEBEEL 64KB B NIRIENIFIE, MEIEMEBEES N 8KB IR, &
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N#HZEONTAPREIS ALK IR Milvus 1/0 TaH,

PostgreSQL I/0 BEEEXH A= HREAEIENEFHEITER R, £TEMEEHTHAERI, BMEEEM
BB MEEUEIE 1/0,

DiskANN R AEFEX DHIX B A, EESAEHEFEREBBRAZANFLRHITERY B, AM, FX
AREBEAEFREEBIEERS] (FI50 HNSW) EiIfFiEitaEES.

MERESRIZ, SR5IREN HSNW B, FREESIEMBRATEXREIER, MEWM BRI RAG MARY
REWEEFEREZIVREMNR. XENSNEFEMEETZEZRNXEN AR VB,

£/ PostgreSQL A Instaclustr X=2%#EZE: pgvector

AL instaclustr 7= mIN{AI 5 NetApp R 2R ERR TS ZHHY postgreSQL HY pgvector
IheESE ALY BL{R 4RI,

f£F8 PostgreSQL B9 Instaclustr X=#EZE: pgvector

EATE, HITPERNRIT instaclustr == @INMAITE pgvector THEE_ES postgreSQL SERMIBIRAT, Fi1E—
MaIF“an{alEEA PGVector 1 PostgreSQL 2= LLM /EMMAMEE: 8RB TH] PGVector BIER", iBIRE"
HELIRENEZER,

REWIREERH
AT IR T NetApp SR B HIE BRI 5 S2HIF B,

REWIEZERD
EATH, BINHER A, FIERAARESHENGFIERERMNApD IT BIXHEA.

ERAREIESIRE (LLM) #1TIRZRIERERY (RAG)

Retrieval-augmented generation, or RAG, is a technique for enhancing the
accuracy and reliability of Large Language Models, or LLMs, by augmenting
prompts with facts fetched from external sources. In a traditional RAG
deployment, vector embeddings are generated from an existing dataset and
then stored in a vector database, often referred to as a knowledgebase.
Whenever a user submits a prompt to the LLM, a vector embedding
representation of the prompt is generated, and the vector database is
searched using that embedding as the search query. This search operation
returns similar vectors from the knowledgebase, which are then fed to the
LLM as context alongside the original user prompt. In this way, an LLM can
be augmented with additional information that was not part of its original
training dataset.

NVIDIA Enterprise RAG LLM Operator 7EE I H5EHE RAG WERATLR, ZREFRTHTEHETEMN RAG E
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https://www.instaclustr.com/blog/how-to-improve-your-llm-accuracy-and-performance-with-pgvector-and-postgresql-introduction-to-embeddings-and-the-role-of-pgvector/
https://www.instaclustr.com/blog/how-to-improve-your-llm-accuracy-and-performance-with-pgvector-and-postgresql-introduction-to-embeddings-and-the-role-of-pgvector/
https://www.instaclustr.com/blog/how-to-improve-your-llm-accuracy-and-performance-with-pgvector-and-postgresql-introduction-to-embeddings-and-the-role-of-pgvector/
https://www.instaclustr.com/blog/how-to-improve-your-llm-accuracy-and-performance-with-pgvector-and-postgresql-introduction-to-embeddings-and-the-role-of-pgvector/
https://www.instaclustr.com/blog/how-to-improve-your-llm-accuracy-and-performance-with-pgvector-and-postgresql-introduction-to-embeddings-and-the-role-of-pgvector/

B, RAG EERLIERIAEERM Milvus 5 pgvecto (FAFIERIIRERANRERERE. AXFMAES, 15
e =1

NetApp has validated an enterprise RAG architecture powered by the NVIDIA
Enterprise RAG LLM Operator alongside NetApp storage. Refer to our blog
post for more information and to see a demo. Figure 1 provides an overview
of this architecture.

= 1) HENVIDIA NeMo RS FINetAppig itz 1F891 1k RAG
Existing data sources
- ~
SlerageGRID

Qg NVIDIA HeMa Microsarvicns
mviDeA
ONTAP
Hribiwninslon
Any Kubarpoles — clowd or an-pramises
Amazon F3x for NobApp ONTAP I
HotfApp Intelligent Dala Storage

Entwrpriae RAG

All-feeh applances, nalivo clowd aenvisas
@ Arirg NeApp Fies
Enterprise data profection and govemancs
from NetApp
Gotgh Coud NoLABE Volirms / :
EWS Ml
[ 5

On-prem and/or cloud Datacenter

Cln-prqm andfor eloud

NetApp IT B X428 A B!

NetApp RYEIRA2E AR RELIEENS — ML AG, EXMIERT, NetApp Private OpenAl Sandbox J9&

HRE NetApp WEAFHNEERME T —1EM. REABMHNTFE, BUESSTBHIREPIN. SHHBIES

EEE%,JEI’EH:E’\J)\I CHERLIEREST, bﬁlIEl_f_f_ SSO B IIEREARFAFPHABMIRFAMIRESR
B, BRI, XMIEMOETRMETRHRAUSIZUBR AR ONEERSERIE.
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Azure OpenAl
Base Model

A.5,0
Filtering
A File
-
Weaviate

S3 Storage Vector DB

Engine

_____ -

File

o
3
3 Mongo DB
(=4
Redis d MariaDB @
nede—— €
-
Chat History Rabbitmq Ingestion Azure OpenAl
Embedding Model

BRI AN EEE .

F PR SR 3ERIIEIE ©
* BREAEREINetAppRE R ER (SSO) MiERAR P HIF 1,

* BMRIERINGE, RASKEVPNIEZURRIIEFRNRZ S,

BB LI IE
MariaDB

« —B VPN iE&d, $3EM @D NetAlChat 3 NetAlCreate Web N 2R &1%x %! MariaDB,
—MRERSRHIEIBERS, BT EEMEERPHUE,
* A5, MariaDB %152 % 1%%INetApp Azure 215, ZSEf4E B P EUBIEIER Al LM IEE T,

5 OpenAl FINE ISR E :
* Azure LRI FRIBALZZEINBTIERS. ZRAE
TEIR SR NREEH & 1%X3) Azure OpenAl EAREIER!, ZERIARIE N E LA

ERHESHITLIE,

MEISz 4 AN B A%
* BANEEMERAmN, DBRREEHEHTEABTINE
* EEdE, BMNAXEAR. hEZaHERAF RN EERREN. ERIE LRSS,

ZER1B
AT BT NetApplI R B HIBEERRR T .
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HRIE

BMEZ, =XHEEEBIART ENetAppEEfFRA AR EBEMERERELIRE (190 Milvus F pgvector) o F

113732 T #FINetApp ONTAP#IStorageGRIDX RTFERI R A IZ ISR, HilEd XHFMXNREMFICIET AWS

FSx ONTAPHAH Milvus E#&E 2,

HAHRET NetApp FIXHAMR T, IERTEMUERTREMIEEFHHE, BERTREMYAERF. &K
IMEERNTAT NetApp BB EEFmSnapCenterdfAl AR EHIEFELIER M E ). MEMTIETIEE, iR

SRR MM AT A,

ZOEIERNIFIT T NetApp BURE SRR A RINAE A ZIFEPIRHEIEE HIFFERP, MMmigfxsE. 2
SHEIEEIEMEIE, FiTxNetApp ONTAP_E Milvus # pgvecto FREHIEEREREIOITIRME T fE, FHigd

THEXHEMENAT BENERES.

=E, BIPTHeTRMNER A Bfl: %8 LLM B9 RAG 1 NetApp FIAIEB ChatAl, XLELPRRBISRIE T 483
P EDABI LSRN SKRRBYSE PR FARNGF AL, SRR, W FEMABEFIA NetApp SBABEFIEFRRGEZREERR

BHIEENARYR, AEEE—(DEEAER,.

A=

EER OB TIaE U E MR MR BAITERIA, A3 NetAppZ A MINetAppIURE B fHE.

1. Sathish Thyagarajan, NetApp ONTAP Al 59t R EHTIZIH
NetAppiz RNE$E LHZIM Mike Oglesby

NetApp= £k a s AJ Mahajan

NetApp L{Ef1 214 e TI242IE Joe Scott

NetApp Fsx P EIEm Lk S 4 Puneet Dhawan

NetApp FSx P mBElPAEZ = m4E Yuval Kalderon

o o & w N

EMEALKRIEZER
ETREXEXEPHERNEENEZER, BFEE T XS/ MLE:
* Milvus 3X# - https://milvus.io/docs/overview.md
* Milvus 837344 - https://milvus.io/docs/v2.0.x/install_standalone-docker.md

* NetAppr=mXiHhttps://www.netapp.com/support-and-training/documentation/[]

* instaclustr -"installclustr 324"

RS 52
hRs B XiEhRAs 8
1.0 hR 2024548 HIakRZAS

Mi® A: Values.yaml
TR ENetApp R ELGEER R K EPEANERTAE YAML 55,

45


https://milvus.io/docs/overview.md
https://milvus.io/docs/v2.0.x/install_standalone-docker.md
https://www.instaclustr.com/support/documentation/?_bt=&_bk=&_bm=&_bn=x&_bg=&utm_term=&utm_campaign=&utm_source=adwords&utm_medium=ppc&hsa_acc=1467100120&hsa_cam=20766399079&hsa_grp=&hsa_ad=&hsa_src=x&hsa_tgt=&hsa_kw=&hsa_mt=&hsa_net=adwords&hsa_ver=3&gad_source=1&gclid=CjwKCAjw26KxBhBDEiwAu6KXtzOZhN0dl0H1smOMcj9nsC0qBQphdMqFR7IrVQqeG2Y4aHWydUMj2BoCdFwQAvD_BwE
https://www.instaclustr.com/support/documentation/?_bt=&_bk=&_bm=&_bn=x&_bg=&utm_term=&utm_campaign=&utm_source=adwords&utm_medium=ppc&hsa_acc=1467100120&hsa_cam=20766399079&hsa_grp=&hsa_ad=&hsa_src=x&hsa_tgt=&hsa_kw=&hsa_mt=&hsa_net=adwords&hsa_ver=3&gad_source=1&gclid=CjwKCAjw26KxBhBDEiwAu6KXtzOZhN0dl0H1smOMcj9nsC0qBQphdMqFR7IrVQqeG2Y4aHWydUMj2BoCdFwQAvD_BwE
https://www.instaclustr.com/support/documentation/?_bt=&_bk=&_bm=&_bn=x&_bg=&utm_term=&utm_campaign=&utm_source=adwords&utm_medium=ppc&hsa_acc=1467100120&hsa_cam=20766399079&hsa_grp=&hsa_ad=&hsa_src=x&hsa_tgt=&hsa_kw=&hsa_mt=&hsa_net=adwords&hsa_ver=3&gad_source=1&gclid=CjwKCAjw26KxBhBDEiwAu6KXtzOZhN0dl0H1smOMcj9nsC0qBQphdMqFR7IrVQqeG2Y4aHWydUMj2BoCdFwQAvD_BwE
https://www.instaclustr.com/support/documentation/?_bt=&_bk=&_bm=&_bn=x&_bg=&utm_term=&utm_campaign=&utm_source=adwords&utm_medium=ppc&hsa_acc=1467100120&hsa_cam=20766399079&hsa_grp=&hsa_ad=&hsa_src=x&hsa_tgt=&hsa_kw=&hsa_mt=&hsa_net=adwords&hsa_ver=3&gad_source=1&gclid=CjwKCAjw26KxBhBDEiwAu6KXtzOZhN0dl0H1smOMcj9nsC0qBQphdMqFR7IrVQqeG2Y4aHWydUMj2BoCdFwQAvD_BwE
https://www.instaclustr.com/support/documentation/?_bt=&_bk=&_bm=&_bn=x&_bg=&utm_term=&utm_campaign=&utm_source=adwords&utm_medium=ppc&hsa_acc=1467100120&hsa_cam=20766399079&hsa_grp=&hsa_ad=&hsa_src=x&hsa_tgt=&hsa_kw=&hsa_mt=&hsa_net=adwords&hsa_ver=3&gad_source=1&gclid=CjwKCAjw26KxBhBDEiwAu6KXtzOZhN0dl0H1smOMcj9nsC0qBQphdMqFR7IrVQqeG2Y4aHWydUMj2BoCdFwQAvD_BwE

Mi= A: Values.yaml

root@node2:~# cat values.yaml
## Enable or disable Milvus Cluster mode
cluster:

enabled: true

image:
all:
repository: milvusdb/milvus
tag: v2.3.4
pullPolicy: IfNotPresent
## Optionally specify an array of imagePullSecrets.
## Secrets must be manually created in the namespace.
## ref: https://kubernetes.io/docs/tasks/configure-pod-container/pull-
image-private-registry/
#4
# pullSecrets:
# - myRegistryKeySecretName
tools:
repository: milvusdb/milvus-config-tool
tag: v0.1.2
pullPolicy: IfNotPresent

# Global node selector

# If set, this will apply to all milvus components

# Individual components can be set to a different node selector
nodeSelector: {}

# Global tolerations

# If set, this will apply to all milvus components

# Individual components can be set to a different tolerations
tolerations: []

# Global affinity

# If set, this will apply to all milvus components

# Individual components can be set to a different affinity
affinity: {}

# Global labels and annotations
# If set, this will apply to all milvus components
labels: {}

annotations: {}

# Extra configs for milvus.yaml
# If set, this config will merge into milvus.yaml
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# Please follow the config structure in the milvus.yaml

# at https://github.com/milvus-io/milvus/blob/master/configs/milvus.yaml
# Note: this config will be the top priority which will override the
config

# in the image and helm chart.

extraConfigFiles:
user.yaml: |+

# For example enable rest http for milvus proxy
# Proxy:
# http:
# enabled: true
## Enable tlsMode and set the tls cert and key
# tls:
# serverPemPath: /etc/milvus/certs/tls.crt
i serverKeyPath: /etc/milvus/certs/tls.key
# common :
# security:
# tlsMode: 1

## Expose the Milvus service to be accessed from outside the cluster
(LoadBalancer service).
## or access it from within the cluster (ClusterIP service). Set the
service type and the port to serve it.
## ref: http://kubernetes.io/docs/user-guide/services/
#4
service:
type: ClusterIP
port: 19530
portName: milvus
nodePort: ""
annotations: {}
labels: {}

## List of IP addresses at which the Milvus service is available

## Ref: https://kubernetes.io/docs/user-guide/services/#external-ips
#+4

externallIPs: []

# - externallpl

# LoadBalancerSourcesRange is a list of allowed CIDR values, which are
combined with ServicePort to

# set allowed inbound rules on the security group assigned to the master
load balancer

loadBalancerSourceRanges:

- 0.0.0.0/0

# Optionally assign a known public LB IP



# loadBalancerIP: 1.2.3.4

ingress:
enabled: false
annotations:
# Annotation example: set nginx ingress type
# kubernetes.io/ingress.class: nginx
nginx.ingress.kubernetes.io/backend-protocol: GRPC
nginx.ingress.kubernetes.io/listen-ports-ssl: '[19530]"'
nginx.ingress.kubernetes.io/proxy-body-size: 4m
nginx.ingress.kubernetes.io/ssl-redirect: "true"
labels: {}
rules:
- host: "milvus-example.local"
path: "/"
pathType: "Prefix"

# - host: "milvus-example2.local"
# path: "/otherpath"
# pathType: "Prefix"
tls: []
# - secretName: chart-example-tls
# hosts:
# - milvus-example.local
serviceAccount:

create: false
name:
annotations:
labels:

metrics:

48

enabled: true

serviceMonitor:

# Set this to “true’ to create ServiceMonitor for Prometheus operator

enabled: false

interval: "30s"

scrapeTimeout: "10s"

# Additional labels that can be used so ServiceMonitor will be
discovered by Prometheus

additionallabels: {}

livenessProbe:
enabled: true
initialDelaySeconds: 90
periodSeconds: 30



timeoutSeconds: 5
successThreshold: 1
failureThreshold: 5

readinessProbe:
enabled: true
initialDelaySeconds: 90
periodSeconds: 10
timeoutSeconds: 5

=

successThreshold:
failureThreshold: 5

log:

level: "info"

file:
maxSize: 300 # MB
maxAge: 10 # day
maxBackups: 20

format: "text" # text/json

persistence:
mountPath: "/milvus/logs"

## If true, create/use a Persistent Volume Claim
## If false, use emptyDir
#4
enabled: false
annotations:
helm.sh/resource-policy: keep
persistentVolumeClaim:
existingClaim: ""
## Milvus Logs Persistent Volume Storage Class
## If defined, storageClassName: <storageClass>
## If set to "-", storageClassName: "", which disables dynamic
provisioning
## If undefined (the default) or set to null, no storageClassName
spec is
#4 set, choosing the default provisioner.
## ReadWriteMany access mode required for milvus cluster.
##
storageClass: default
accessModes: ReadWriteMany
size: 10Gi
subPath: ""

## Heaptrack traces all memory allocations and annotates these events with

stack traces.
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## See more: https://github.com/KDE/heaptrack
## Enable heaptrack in production is not recommended.
heaptrack:
image:
repository: milvusdb/heaptrack
tag: v0.1.0
pullPolicy: IfNotPresent

standalone:

replicas: 1 # Run standalone mode with replication disabled
resources: {}
# Set local storage size in resources
# limits:
# ephemeral-storage: 100Gi
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:

enabled: false
disk:

enabled: true

size:

enabled: false # Enable local storage size limit

profiling:

enabled: false # Enable live profiling

## Default message queue for milvus standalone
## Supported value: rocksmg, natsmg, pulsar and kafka
messageQueue: rocksmg
persistence:
mountPath: "/var/lib/milvus"
## If true, alertmanager will create/use a Persistent Volume Claim
## If false, use emptyDir
#4
enabled: true
annotations:
helm.sh/resource-policy: keep
persistentVolumeClaim:
existingClaim: ""
## Milvus Persistent Volume Storage Class
## If defined, storageClassName: <storageClass>
## If set to "-", storageClassName: "", which disables dynamic
provisioning
## If undefined (the default) or set to null, no storageClassName

spec is
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#H set, choosing the default provisioner.
#4

storageClass:

accessModes: ReadWriteOnce

size: 50Gi

subPath: ""

Proxy:
enabled: true
# You can set the number of replicas to -1 to remove the replicas field
in case you want to use HPA
replicas: 1
resources: {}
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling
http:
enabled: true # whether to enable http rest server
debugMode:
enabled: false
# Mount a TLS secret into proxy pod
tls:
enabled: false
## when enabling proxy.tls, all items below should be uncommented and the
key and crt values should be populated.
# enabled: true
# secretName: milvus-tls
## expecting base64 encoded values here: i.e. S$(cat tls.crt | base6cd -w 0)
and $(cat tls.key | base64 -w 0)
key: LSOtLS1CRUJJTiBQU--REDUCT
crt: LSOtLS1CRUJJTiBDR--REDUCT
volumes:
- secret:
secretName: milvus-tls
name: milvus-tls
volumeMounts:

- mountPath: /etc/milvus/certs/

H H= FH H H= FH H = FHE

name: milvus-tls

rootCoordinator:
enabled: true
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# You can set the number of replicas greater than 1, only if enable
active standby

replicas: 1 # Run Root Coordinator mode with replication disabled

resources: {}

nodeSelector: {}

affinity: {}

tolerations: []

extrakEnv: []

heaptrack:

enabled: false
profiling:

enabled: false # Enable live profiling
activeStandby:

enabled: false # Enable active-standby when you set multiple replicas

for root coordinator

service:
port: 53100
annotations: {}
labels: {}
clusterIP: ""

queryCoordinator:

enabled: true

# You can set the number of replicas greater than 1, only if enable
active standby

replicas: 1 # Run Query Coordinator mode with replication disabled

resources: {}

nodeSelector: {}

affinity: {}

tolerations: []

extrakEnv: []

heaptrack:

enabled: false
profiling:

enabled: false # Enable live profiling
activeStandby:

enabled: false # Enable active-standby when you set multiple replicas

for query coordinator

service:
port: 19531
annotations: {}
labels: {}
clusterIP: ""
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queryNode:
enabled: true
# You can set the number of replicas to -1 to remove the replicas field
in case you want to use HPA
replicas: 1
resources: {}
# Set local storage size in resources
# limits:
# ephemeral-storage: 100Gi
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
disk:
enabled: true # Enable querynode load disk index, and search on disk
index
size:
enabled: false # Enable local storage size limit
profiling:
enabled: false # Enable live profiling

indexCoordinator:
enabled: true
# You can set the number of replicas greater than 1, only if enable
active standby
replicas: 1 # Run Index Coordinator mode with replication disabled
resources: {}
nodeSelector: {}
affinitys: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling
activeStandby:
enabled: false # Enable active-standby when you set multiple replicas

for index coordinator

service:
port: 31000
annotations: {}
labels: {}
clusterIP:

mwn
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indexNode:
enabled: true
# You can set the number of replicas to -1 to remove the replicas field
in case you want to use HPA
replicas: 1
resources: {}
# Set local storage size in resources
# limits:
# ephemeral-storage: 100Gi
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling
disk:
enabled: true # Enable index node build disk vector index
size:
enabled: false # Enable local storage size limit

dataCoordinator:
enabled: true
# You can set the number of replicas greater than 1, only if enable
active standby
replicas: 1 # Run Data Coordinator mode with replication
disabled
resources: {}
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling
activeStandby:
enabled: false # Enable active-standby when you set multiple replicas
for data coordinator

service:
port: 13333
annotations: {}
labels: {}
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clusterIP:

dataNode:
enabled: true
# You can set the number of replicas to -1 to remove the replicas field
in case you want to use HPA
replicas: 1
resources: {}
nodeSelector: {}
affinity: {}
tolerations: []
extraEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling

## mixCoordinator contains all coord
## If you want to use mixcoord, enable this and disable all of other
coords
mixCoordinator:
enabled: false
# You can set the number of replicas greater than 1, only if enable
active standby
replicas: 1 # Run Mixture Coordinator mode with replication
disabled
resources: {}
nodeSelector: {}
affinity: {}
tolerations: []
extrakEnv: []
heaptrack:
enabled: false
profiling:
enabled: false # Enable live profiling
activeStandby:
enabled: false # Enable active-standby when you set multiple replicas

for Mixture coordinator

service:
annotations: {}
labels: {}
clusterIP: ""
attu:
enabled: false
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name: attu
image:
repository: zilliz/attu
tag: v2.2.8
pullPolicy: IfNotPresent
service:
annotations: {}

labels: {}
type: ClusterIP
port: 3000

# loadBalancerIP: ""
resources: {}
podLabels: {}
ingress:
enabled: false
annotations: {}
# Annotation example: set nginx ingress type
# kubernetes.io/ingress.class: nginx
labels: {}
hosts:
- milvus-attu.local

tls: []

# - secretName: chart-attu-tls
i hosts:

# - milvus-attu.local

## Configuration values for the minio dependency
## ref: https://github.com/minio/charts/blob/master/README .md
#4

minio:
enabled: false
name: minio
mode: distributed
image:
tag: "RELEASE.2023-03-20T20-16-18z"
pullPolicy: IfNotPresent
accessKey: minioadmin
secretKey: minioadmin
existingSecret: ""
bucketName: "milvus-bucket"
rootPath: file
useIAM: false
iamEndpoint: ""

region: ""



useVirtualHost: false
podDisruptionBudget:
enabled: false
resources:
requests:

memory: 2Gi

gcsgateway:
enabled: false
replicas: 1
gcsKeyJson: "/etc/credentials/gcs key.json"
projectId: ""

service:
type: ClusterIP
port: 9000

persistence:
enabled: true
existingClaim: ""
storageClass:
accessMode: ReadWriteOnce
size: 500Gi

livenessProbe:
enabled: true
initialDelaySeconds: 5
periodSeconds: 5
timeoutSeconds: 5
successThreshold: 1
failureThreshold: 5

readinessProbe:
enabled: true
initialDelaySeconds: 5
periodSeconds: 5
timeoutSeconds: 1
successThreshold: 1
failureThreshold: 5

startupProbe:
enabled: true
initialDelaySeconds: 0
periodSeconds: 10
timeoutSeconds: 5
successThreshold: 1

57



58

failureThreshold: 60

## Configuration values for the etcd dependency
## ref: https://artifacthub.io/packages/helm/bitnami/etcd
#4

etcd:

enabled: true

name: etcd

replicaCount: 3

pdb:
create: false

image:
repository: "milvusdb/etcd"
tag: "3.5.5-r2"
pullPolicy: IfNotPresent

service:
type: ClusterIP
port: 2379
peerPort: 2380

auth:
rbac:
enabled: false

persistence:
enabled: true
storageClass: default
accessMode: ReadWriteOnce

size: 10G1i

## Change default timeout periods to mitigate zoobie probe process
livenessProbe:

enabled: true

timeoutSeconds: 10

readinessProbe:
enabled: true
periodSeconds: 20

timeoutSeconds: 10

## Enable auto compaction
## compaction by every 1000 revision
##

autoCompactionMode: revision



autoCompactionRetention: "1000"

## Increase default quota to 4G

##

extraknvVars:

- name: ETCD QUOTA BACKEND BYTES
value: "4294967296"

- name: ETCD HEARTBEAT INTERVAL
value: "500"

- name: ETCD ELECTION TIMEOUT
value: "2500"

## Configuration values for the pulsar dependency
## ref: https://github.com/apache/pulsar-helm-chart
##

pulsar:
enabled: true

name: pulsar

fullnameOverride: ""
persistence: true

maxMessageSize: "5242880" # 5 * 1024 * 1024 Bytes,

message in pulsar.

rbac:
enabled: false
psp: false
limit to namespace: true

affinity:
anti affinity: false

## enableAntiAffinity: no

components:
zookeeper: true
bookkeeper: true
# bookkeeper - autorecovery
autorecovery: true
broker: true
functions: false
proxy: true
toolset: false
pulsar manager: false

Maximum size of each
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monitoring:
prometheus:
grafana:

node exporter:

alert manager:

images:
broker:
repository:
pullPolicy:
2.8.2

autorecovery:

tag:

repository:
2.8.2
pullPolicy:

tag:

zookeeper:
repository:
pullPolicy:
tag: 2.8.2

bookie:
repository:
pullPolicy:
tag: 2.8.2

Proxy:
repository:
pullPolicy:

tag: 2.8.2

false

false

false
false

apachepulsar/pulsar
IfNotPresent
apachepulsar/pulsar
IfNotPresent
apachepulsar/pulsar

IfNotPresent

apachepulsar/pulsar
IfNotPresent

apachepulsar/pulsar
IfNotPresent

pulsar manager:

repository:
pullPolicy:
tag:

zookeeper:

volumes:

persistence:

data:
name :

size:

resources:
requests:
memory:

0.3
configData:

cpu:

PULSAR MEM:
-Xmsl1l024m
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data
20Gi
storageClassName:

apachepulsar/pulsar-manager

IfNotPresent

true

#SSD Required
default

1024M1i

>



- Xmx

1024m

PULSAR GC: >

-Dc
_Dj

-XX:
-XX:
-XX:
-XX:
-XX:

-Dz
pdb:
usePol

bookkeeper
replicaC
volumes:
persis
journa
name
size
stor
ledger
name
size
stor
resource
reques
memo
cpu:
configDa

om.sun.management. jmxremote
ute.maxbuffer=10485760
+ParallelRefProcEnabled
+UnlockExperimentalVMOptions
+DoEscapelAnalysis
+DisableExplicitGC
+PerfDisableSharedMem
ookeeper.forceSync=no

icy: false

ount: 3

tence: true

1:

: journal

: 100Gi

ageClassName: default
S:

: ledgers

: 200Gi

ageClassName: default
S

€88

ry: 2048Mi

1

ta:

PULSAR MEM: >

-Xms
- Xmx

4096m
4096m

-XX:MaxDirectMemorySize=8192m
PULSAR GC: >

-Dio
-Dio
-XX:
—-XX:
-XX:
-XX:
-XX:
-XX:
-XX:
-XX:
-XX:

.netty.leakDetectionLevel=disabled
.netty.recycler.linkCapacity=1024
+UseG1GC -XX:MaxGCPauseMillis=10
+ParallelRefProcEnabled
+UnlockExperimentalVMOptions
+DoEscapeAnalysis
ParallelGCThreads=32
ConcGCThreads=32
GlNewSizePercent=50
+DisableExplicitGC

-ResizePLAB

61



-XX:+ExitOnOutOfMemoryError
-XX:+PerfDisableSharedMem
-XX:+PrintGCDetails
nettyMaxFrameSizeBytes: "104867840"
pdb:
usePolicy: false

broker:
component: broker
podMonitor:
enabled: false
replicaCount: 1
resources:
requests:
memory: 4096Mi
cpu: 1.5
configData:
PULSAR MEM: >
-Xms4096m
-Xmx4096m
-XX:MaxDirectMemorySize=8192m
PULSAR GC: >
-Dio.netty.leakDetectionlLevel=disabled
-Dio.netty.recycler.linkCapacity=1024
—-XX:+ParallelRefProcEnabled
-XX:4UnlockExperimentalVMOptions
-XX:+DoEscapeAnalysis
-XX:ParallelGCThreads=32
-XX:ConcGCThreads=32
-XX:G1lNewSizePercent=50
-XX:+DisableExplicitGC
-XX:-ResizePLAB
-XX:+Exi1tOnOutOfMemoryError
maxMessageSize: "104857600"
defaultRetentionTimeInMinutes: "10080"
defaultRetentionSizeInMB: "-1"
backlogQuotaDefaultLimitGB: "8"
ttlDurationDefaultInSeconds: "259200"
subscriptionExpirationTimeMinutes: "3"
backlogQuotaDefaultRetentionPolicy: producer exception
pdb:
usePolicy: false

autorecovery:
resources:

requests:



memory: 512Mi
cpu: 1

pProxy:
replicaCount: 1
podMonitor:
enabled: false
resources:
requests:
memory: 2048Mi
cpu: 1
service:
type: ClusterIP
ports:
pulsar: 6650
configData:
PULSAR MEM: >
-Xms2048m -Xmx2048m
PULSAR GC: >
-XX:MaxDirectMemorySize=2048m
httpNumThreads: "100"
pdb:
usePolicy: false

pulsar manager:
service:
type: ClusterIP

pulsar metadata:
component: pulsar-init
image:
# the image used for running “pulsar-cluster-initialize’
repository: apachepulsar/pulsar
tag: 2.8.2

## Configuration values for the kafka dependency
## ref: https://artifacthub.io/packages/helm/bitnami/kafka
#4

kafka:
enabled: false
name: kafka
replicaCount: 3
image:
repository: bitnami/kafka

Jjob
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tag: 3.1.0-debian-10-r52

## Increase graceful termination for kafka graceful shutdown

terminationGracePeriodSeconds:
pdb:
create: false

"90"

## Enable startup probe to prevent pod restart during recovering

startupProbe:
enabled: true

## Kafka Java Heap size

heapOpts: "-Xmx4096m -Xms4096m"

maxMessageBytes: 10485760
defaultReplicationFactor: 3
offsetsTopicReplicationFactor:
## Only enable time based log
logRetentionHours: 168
logRetentionBytes: -1

extrakEnvVars:

3

retention

- name: KAFKA CFG MAX PARTITION FETCH BYTES

value: "5242880"

- name: KAFKA CFG MAX REQUEST

value: "5242880"

SIZE

- name: KAFKA CFG REPLICA FETCH MAX BYTES

value: "10485760"

- name: KAFKA CFG_FETCH MESSAGE MAX BYTES

value: "5242880"

- name: KAFKA CFG LOG ROLL HOURS

value: "24"

persistence:
enabled: true
storageClass:
accessMode: ReadWriteOnce
size: 300Gi

metrics:

## Prometheus Kafka exporter:

exporter
kafka:
enabled: false

image:

exposes complimentary metrics to JMX

repository: bitnami/kafka-exporter
tag: 1.4.2-debian-10-r182

## Prometheus JMX exporter:

exposes the majority of Kafkas metrics



jmx:
enabled: false
image:
repository: bitnami/jmx-exporter
tag: 0.16.1-debian-10-r245

## To enable serviceMonitor, you must enable either kafka exporter or
Jjmx exporter.

## And you can enable them both

serviceMonitor:

enabled: false

service:
type: ClusterIP
ports:
client: 9092

zookeeper:
enabled: true
replicaCount: 3

FHASH A AR
# External S3
# - these configs are only used when "externalS3.enabled’ is true
FHAFH A AR
externalS3:
enabled: true
host: "192.168.150.167"
port: "80"
accessKey: "24G4C1316APP2BIPDESS"
secretKey: "Zd28p43rgzalU44PX ftT279z9nt4jBSro97j87Bx"
useSSL: false
bucketName: "milvusdbvoll"
rootPath: ""
useIAM: false
cloudProvider: "aws"
iamEndpoint: ""
region: ""

useVirtualHost: false

FHAFH A H AR
# GCS Gateway
# - these configs are only used when "minio.gcsgateway.enabled® is true
FHAFH A H A
externalGces:
bucketName: ""



FHAFH A H AR
# External etcd
# - these configs are only used when “externalEtcd.enabled’ is true
FHEHHHHH A AR HA AR HA A AR FH RS AR AHA
externalEtcd:

enabled: false

## the endpoints of the external etcd

##

endpoints:

- localhost:2379

FHAFHHEHHH AR AR
# External pulsar
# - these configs are only used when “externalPulsar.enabled’ is true
iigdstassstdasatdasataaa AR LA RARER
externalPulsar:

enabled: false

host: localhost

port: 6650

maxMessageSize: "5242880" # 5 * 1024 * 1024 Bytes, Maximum size of each
message in pulsar.

tenant: public

namespace: default

authPlugin: ""

authParams: ""

FHEHHHH AR A AR A AR HA A AR
# External kafka
# - these configs are only used when “externalKafka.enabled® is true
FHEHHHHH A AR A AR HAASHA AR F A
externalKafka:

enabled: false

brokerList: localhost:9092

securityProtocol: SASL SSL

sasl:

mechanisms: PLAIN

username: ""
password: ""

root@node2:~#

M1% B:. prepare_data_netapp_new.py
TR TSR E SR E SR Python il 47K 51,
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Mi5% B: prepare_data_netapp_new.py

root@node2:~# cat prepare data netapp new.py

# hello milvus.py demonstrates the basic operations of PyMilvus, a Python
SDK of Milvus.

1. connect to Milvus

create collection

insert data

create index

search, query, and hybrid search on entities

delete entities by PK

7. drop collection

S e S S o S o
o U W N

import time

import os

import numpy as np
from pymilvus import (

connections,

utility,
FieldSchema, CollectionSchema, DataType,
Collection,
)
fmt = "\n=== {:30} ===\n"
search latency fmt = "search latency = {:.4f}s"
#num entities, dim = 3000, 8

num entities, dim = 3000, 16

it ss s s E s A AR AR ERAEEEAEEA R AR ERR SRR ER AR AR RS EE LRSS EE
LR &

# 1. connect to Milvus

# Add a new connection alias “default® for Milvus server in
"localhost:19530°

# Actually the "default" alias is a buildin in PyMilvus.

# If the address of Milvus is the same as "localhost:19530°, you can omit
all

# parameters and call the method as: “connections.connect ()
#

# Note: the ‘using’ parameter of the following methods is default to
"default".

print (fmt.format ("start connecting to Milvus"))

host = os.environ.get ('MILVUS HOST')
if host == None:
host = "localhost"
print (fmt.format (£f"Milvus host: {host}"))
#connections.connect ("default", host=host, port="19530")
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connections.connect ("default", host=host, port="27017")

has = utility.has_collection("hello milvus ntapnew update2 sc")
print (f"Does collection hello milvus ntapnew update2 sc exist in Milvus:
{has}")

#drop the collection

print (fmt.format (f"Drop collection - hello milvus ntapnew update2 sc"))
utility.drop collection("hello milvus ntapnew update2 sc'")

#drop the collection

print (fmt.format (f"Drop collection - hello milvus ntapnew update2 sc2"))
utility.drop collection("hello milvus ntapnew update2 sc2")

FHH A A R R R R
FHAHHHE

# 2. create collection

# We're going to create a collection with 3 fields.

# -+ Fo— - fom

# | | field name | field type | other attributes | field description

=
+

|
+

|
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|
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|
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|
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|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

11 "pk" | Tnt64d \ is primary=True | "primary field"

auto id=False |

= — HE — =

S+
N
=
Q
=
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O
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)
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o
O
H
0}

"a double field"

# |3|"embeddings" | FloatVector| dim=8 "float vector with dim

fields = [
FieldSchema (name="pk", dtype=DataType.INT64, is primary=True, auto id
=False),
FieldSchema (name="random", dtype=DataType.DOUBLE),
FieldSchema (name="var", dtype=DataType.VARCHAR, max length=65535),
FieldSchema (name="embeddings", dtype=DataType.FLOAT VECTOR, dim=dim)

schema = CollectionSchema (fields, "hello milvus ntapnew update2 sc")



print (fmt.format ("Create collection "hello milvus ntapnew update2 sc™ "))
hello milvus ntapnew update2 sc = Collection (
"hello milvus ntapnew update2 sc", schema, consistency level="Strong")

FHAFH AR A AR
FH#HH#H

# 3. insert data

# We are going to insert 3000 rows of data into

"hello milvus ntapnew update2 sc®

# Data to be inserted must be organized in fields.

#
# The insert () method returns:
# - either automatically generated primary keys by Milvus if auto id=True

in the schema;
# - or the existing primary key field from the entities if auto id=False
in the schema.

print (fmt.format ("Start inserting entities"))
rng = np.random.default rng(seed=19530)
entities = [
# provide the pk field because "auto id' is set to False
[i for i in range (num entities)],
rng.random(num entities).tolist(), # field random, only supports list
[str(i) for i in range(num entities)],
rng.random( (num entities, dim)), # field embeddings, supports
numpy.ndarray and list

]

insert result = hello milvus ntapnew update2 sc.insert(entities)

hello milvus ntapnew update2 sc.flush()

print (f"Number of entities in hello milvus ntapnew update2 sc:

{hello milvus ntapnew update2 sc.num entities}") # check the num entites

# create another collection
fields2 = |
FieldSchema (name="pk", dtype=DataType.INT64, is primary=True, auto id
=True),
FieldSchema (name="random", dtype=DataType.DOUBLE),
FieldSchema (name="var", dtype=DataType.VARCHAR, max length=65535),
FieldSchema (name="embeddings", dtype=DataType.FLOAT VECTOR, dim=dim)

schema2 = CollectionSchema (fields2, "hello milvus ntapnew update2 sc2")
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print (fmt.format ("Create collection "hello milvus ntapnew update2 sc2 "))
hello milvus ntapnew updateZ sc2 = Collection
"hello milvus ntapnew update2 sc2", schema2, consistency level="Strong")

entities2 = [
rng.random(num entities).tolist(), # field random, only supports list
[str(i) for i in range(num entities)],
rng.random( (num entities, dim)), # field embeddings, supports
numpy.ndarray and list

]

insert result2 = hello milvus ntapnew update2 sc2.insert(entities2)
hello milvus ntapnew update2 sc2.flush()
insert result2 = hello milvus ntapnew updateZ sc2.insert(entities2)
hello milvus ntapnew update2 sc2.flush()

# index params = {"index type": "IVF FLAT", "params": {"nlist": 128},
"metric type": "L2"}

# hello milvus ntapnew update2 sc.create index("embeddings", index params)
#

hello milvus ntapnew updateZ sc2.create index(field name="var", index name=

"scalar index")

# index params2 = {"index type": "Trie"}

# hello milvus ntapnew update2 sc2.create index("var", index params2)

print (f"Number of entities in hello milvus ntapnew update2 sc2:

{hello milvus ntapnew update2 scZ.num entities}") # check the num entites

root@node2:~#

MiRC: verify_data_netapp.py

ﬁ*ﬁ'@é\—’l\a—ﬂﬁu Python BiiZs, FIFFIRIENetApp R EEIEEMRR T RPNKELIE
%o

MiRC: verify_data_netapp.py

root@node2:~# cat verify data netapp.py
import time
import os
import numpy as np
from pymilvus import (
connections,
utility,
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FieldSchema, CollectionSchema, DataType,

Collection,
)
fmt = "\n=== {:30} ===\n"
search latency fmt = "search latency = {:.4f}s"

num entities, dim = 3000, 16
rng = np.random.default rng(seed=19530)
entities = [
# provide the pk field because "auto id  1is set to False
[i for i in range (num entities)],
rng.random(num entities).tolist(), # field random, only supports list
rng.random( (num entities, dim)), # field embeddings, supports
numpy.ndarray and list

]

igd stz sz EEEE S LA EEEREEAEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
FHH#HH
# 1. get recovered collection hello milvus ntapnew update2 sc
print (fmt.format ("start connecting to Milvus"))
host = os.environ.get ('MILVUS HOST')
if host == None:
host = "localhost"
print (fmt. format (f"Milvus host: {host}"))
#connections.connect ("default", host=host, port="19530")

connections.connect ("default", host=host, port="27017")

recover collections = ["hello milvus ntapnew update2 sc",
"hello milvus ntapnew update2 sc2"]

for recover collection name in recover collections:

has = utility.has_collection(recover collection name)

print (f"Does collection {recover collection name} exist in Milvus:
{has}")

recover collection = Collection(recover collection name)

print (recover collection.schema)

recover collection.flush()

print (f"Number of entities in Milvus: {recover collection name}
{recover collection.num entities}") # check the num entites

A A
FHFEHHH
# 4. create index

# We are going to create an IVF FLAT index for
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hello milvus ntapnew update2 sc collection.

# create index() can only be applied to "FloatVector and
"BinaryVector fields.

print (fmt.format ("Start Creating index IVEF FLAT"))

index = {
"index type": "IVF FLAT",
"metric type": "L2",

"params": {"nlist": 128},
recover collection.create index ("embeddings", index)

FHAFH AR H AR AR H AR H AR H AR E AR HS A R A E
#HAHHH
# 5. search, query, and hybrid search
After data were inserted into Milvus and indexed, you can perform:
- search based on vector similarity

#

#

# - query based on scalar filtering(boolean, int, etc.)

# - hybrid search based on vector similarity and scalar filtering.
#

# Before conducting a search or a query, you need to load the data in
"hello milvus ™ into memory.

print (fmt.format ("Start loading"))

recover collection.load()

# search based on vector similarity
print (fmt.format ("Start searching based on vector similarity"))
vectors to search = entities[-1][-2:]

search params = ({
"metric type": "L2",
"params": {"nprobe": 10},
}
start time = time.time ()
result = recover collection.search(vectors to search, "embeddings",
search params, 1limit=3, output fields=["random"])
end time = time.time ()

for hits in result:
for hit in hits:
print(f"hit: {hit}, random field: {hit.entity.get('random')}")



print (search latency fmt.format(end time - start time))

# query based on scalar filtering(boolean, int, etc.)
print (fmt.format ("Start querying with “random > 0.5 "))

start time = time.time ()

result = recover collection.query(expr="random > 0.5", output fields=
["random", "embeddings"])

end time = time.time ()

print (f"query result:\n-{result[0]}")
print (search latency fmt.format (end time - start time))

# hybrid search
print (fmt. format ("Start hybrid searching with “random > 0.5 "))

start time = time.time ()

result = recover collection.search(vectors to search, "embeddings",
search params, 1limit=3, expr="random > 0.5", output fields=["random"])

end time = time.time ()

for hits in result:
for hit in hits:

print (f"hit: {hit}, random field: {hit.entity.get('random')}")
print (search latency fmt.format(end time - start time))

igaddssadisassaaddiadsdsasdaaadssadiaasdiisasiaaadaaadisadiaaadaaddiaaanid
HH#HH

# 7. drop collection

# Finally, drop the hello milvus, hello milvus ntapnew update2 sc
collection

#print (fmt.format (f"Drop collection {recover collection name}"))
#utility.drop collection (recover collection name)

root@node2:~#
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M35 D: docker-compose.yml

version: '3.5'"

services:
etcd:
container name: milvus-etcd
image: quay.io/coreos/etcd:v3.5.5
environment:
= ETCD_AUTO_COMPACTION_MODE=reviSion
- ETCD AUTO COMPACTION RETENTION=1000
- ETCD_QUOTA BACKEND BYTES=4294967296
= ETCD_SNAPSHOT_COUNT=5000O
volumes:
- /home/ubuntu/milvusvectordb/volumes/etcd:/etcd
command: etcd -advertise-client-urls=http://127.0.0.1:2379 -listen
-client-urls http://0.0.0.0:2379 --data-dir /etcd
healthcheck:
test: ["CMD", "etcdctl", "endpoint", "health"]
interval: 30s
timeout: 20s

retries: 3

minio:
container name: milvus-minio
image: minio/minio:RELEASE.2023-03-20T20-16-18%
environment:
MINIO ACCESS KEY: miniocadmin
MINIO SECRET KEY: minioadmin
ports:
- "9001:9001"
- "9000:9000"
volumes:

- /home/ubuntu/milvusvectordb/volumes/minio:/minio_data

command: minio server /minio data --console-address ":9001"
healthcheck:
test: ["CMD", "curl", "-f",

"http://localhost:9000/minio/health/live"]
interval: 30s
timeout: 20s

retries: 3

74



standalone:
container name: milvus-standalone
image: milvusdb/milvus:v2.4.0-rc.1
command: ["milvus", "run", "standalone"]
security opt:
- seccomp:unconfined
environment:
ETCD_ENDPOINTS: etcd:2379
MINIO ADDRESS: minio:9000
volumes:
- /home/ubuntu/milvusvectordb/volumes/milvus: /var/lib/milvus
healthcheck:
test: ["CMD", "curl", "-f", "http://localhost:9091/healthz"]
interval: 30s
start period: 90s
timeout: 20s
retries: 3
ports:
- "19530:19530"
- "9091:9091"
depends on:
- "etcd"

- "minio"

networks:
default:

name: milwvus
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