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2 Connect to &WS Specify the AWS account that you want to connect your SDDC with

3. EIEFIFRER AWS K P H#7T AWS Cloud Formation %,
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Quick create stack

Template
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Stack descriptian
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Stack name

Stack rame
virraaeessddcsformationsall 7F57 cBee Sac-daba-9d 1 e-SaSdabd 15707

Parameters

Parameters are ditined in you mmpizte anc sllow o o inget aurtom el

wher you

Stack name

ck name

wirrwasw=seldc- formation-a8 7151 c9-p Sac-4nbe-Gd i e-Iaidabd 1970 7

Stace nzme rae st lereen (A7 o

and ez

Parameters
Parameders ore defined in your tempirie anc

bom webuen wher: you croaie or updats 3 stacs

Mo paramseters

Thore are na

pmeters defined in your bemplate

() The following resource(s) require capablites: [AWS:LAM:Rola]

Thes te cantains Ider
Chack that you want

ity and Access Management (LAM) resources that might oeovide
create sach of thesa resounces and that thay have the minsmem required panmissions,

s A0Eess 10 M Changes 10 your AWS ag
@

I acknowwdedge that AWS CloudFormation might oreate 1AM resources.

Cancel | Creste change set
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i 1T g 80 Geanan

WEXT
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B2 5000
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MEXT
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SEEET) SDDC HEHMAERNMATTE, BE, HEE FEEHN CIDR AR,
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i
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. Sign inAzure 7P,
£ Azure INJP 2 E, EFFRIBRS

EFERRS IIEER, WNITIE, AREEEITHE
EBE, BHMITHRTIRAPEEZEITIR.
EERRIREEHEIRER PR Microsoft. AVS,
NRAF TR E RARTIM, BEEFEM.
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Subscriptions
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to manage Asure resources. To view
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Shamiirg tubsorptions. on Netipp drectory
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Switch dirpctorid
My rode Status
B sebected el ¥ pebicted W
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£ Seanch

Subscription name T,
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W Resource groups
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%
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| Resource providers

Search (Cirl+/) ) Refresh
NS

Resources

Preview features Prosvicer

Uhage + quatas Iu:;.me: A5

@ Regaterng |

Podies

Management oo tificates
My pemessions
Resource provaders
Deplonyrmints

Properiies

B Resource locks

Suppart + troubleshooting -



Provider Status

Microsoft.OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity & Registered
MicroscftAVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reqistered

7. EMBERIRMEIERS, B/ Azure [T1F 82 Azure VMware f#R S RFE =o
8. Sign inAzure P,

0. EEIEIEIR.

10. FEHEEHH XAEF, BN Azure VMware RS R FHMERPIEERE,
11. 7£ Azure VMware SRS R L, #EFBIE"
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Create a private cloud

Prevoquasities  "Basics  Tge  Reviow and Create

Project details

Subvicriptsan * Gaas Rackup Produdion L

Retosuroe group * O (Pae) MImCAY S0 M el
Craste raw

Private cloud details

Retourde name * (- | fibdanipdiv

Location * (22 | (US) East US 2 W

size of oyt * [‘awse mial ]

Humber of hasts * o 3

Find ot how many hoos you meed

B e ik o irsetiring e the delected subsdiption, megien, and SEU, Mo (on
it 1o dripliry.

CIDR address block
Frowids @ address fof private coud for dusthir management. Make furs Theis are ueeger and do Aol overisp with any
other dzure vnets or an-premige nefworks,
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Address bock for peivats doud * 10210022

Farview and Creats Freveaus

Mxt ; Tags »

EIREANFR 4 £ 5NV, ZdiEZT/E, BIM Azure P IHRMAE ZREIEREZEKY. &6
ETTHER BRI IRTS.

Azure VMware R B RIVETHE Azure EINMLE, BT Azure VMware R RASZ 1453 vCenter
, AILEERITIINIT B se SMENEHIFEER. TEFEIRE ExpressRoute £k E&H EEARILE
X, EFFHENESTAA, SIBR— MRS ERINE B EIMMNEEREER] Azure VMware f#/R7

~

{e]
Home >
nimoavspriv. 2
AVS Private cloud
|_r- Bearch [Cirle/) ] &
& Overview
E Activity log

Py Access control (1AM)

@ Tags

Z? Diagnose and sclve problems
Settings

B Locks

Manage

& Connectivity

W Identity

B Clusters

Ej Delete

~ Essentials
Resource group (changs)
MimoAVSDemeo

Status
Succeeded

Locaton

EastUS 2

Subscription [change)
5aas Backup Production

Subscription 1D
b58a04 1a-edB4- 4497 -Bhed- 9048 36%ebe1

Togs (change)
Click here to add tags

Address block for private cloud
10.21.00/22

Primary peering subnet
10.21.0.232/30

Secondary peering subnet
10.21.0.236/30

Private Cloud Management network
10.21.00/26

vMation network
10.21.1.128/25

Mumber of hasts
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EIZEIFRAYS I HY ExpressRoute FEARILE M X

EOIEIM Azure FEIAMILR (VNet), 1EIERE Azure VNet Connect 3EINR, 5(E, EHEILUERIEEM
MLEEIFM Azure TP FEIRIE—:

1. %% Azure VMware #8/R75 =FAE =H 50 “EIE" ST N ERE,

2. %% Azure VNet Connect.

3. ERIEHAY VNet, IEEEFFE"ADL

LbINBE R IF VNet E3ZE] Azure VMware fRRFRFABE . VNet @i ExpressRoute B/ Azure
VMware f#R7A P OIZNIE =CRFAFNAG (a0, BKEHE. H=ZMRSS (WAzure NetApp Files
0 Cloud Volume ONTAP) ) , MMISEILLLEIARME R TIERAH 2 ERBIE.
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ER . *VNet it B RN 5B = CIDR E&,
& nimoavspriv | Connectivity = - x
=8 S Private cloud

o

¥ | P

B 0

Search (Ctri+/)
Overview

Activity log

Access control (IAM)
Tags

Diagnose and solve problems

Settings

8

Locks

Manage

L
=
E
+

Connectivity
Identity
Clusters

Add-ons

L4

() Refresh

Azure vMet connect  Settings ExpressRoute  Public IP

This is an optional feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
private cloud. A vNet enables the communication between workioads in this virtual network (for example,
Jumpben) to the private cloud created in Azure Vivhware Solution over ExpressRoute. Only a viNet with a valid
subnet ‘GatewaySubnaet’ should be selected. You can create a new vMet or use an existing one provided the vNet
address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
netwoik

Virtual network e
Create new

Address block for vnet

Address block for private cloud 10:21.0.0/22 oy |

4. RHEIH VNet BESFHEZEHE"
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Create virtual network ®

This virtual natwark enables the communication between workkoads in this virtual netwaork (e, a lumphost] to the private cloud created in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

I:I Address range Addresses Crvetlap

I:I 1T2.24.00M16 Tr2.24.04 - 172.24,255.254 (65531 addresses) Maono &
] 0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

|:| Submnet name Address range Addresses

] Gatewaysubnet TP224.00/24 V722404 - 17224.0254 (251 addresses) i

[0 Addresses)

B oo |
EIRETRM AR IFAL P AT IREUEEEF M X FMEY VNeto

MEBFEHEEE VNet, EERIELM SKU F ExpressRoute 1EFI R % 2581 6132 IR LR
@ *, BEZHG, FREBNEAR ExpressRoute iEEEEZIE S Azure VMware R AR
MBECHEPNENX, BXEZER, HBR"TE Azure B8 VMware TAE =EEE MWLS"
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IIF LR IETZE L R4 Azure VMware fi#R 75 ZF0E =HIi5R]

Azure VMware R A ZRAFIEERAM VMware vCenter BIEFAE &, R, EEPIEIHAREIERE

F| Azure VMware /RS2 vCenter 321, E18ENZRRAR B ENHETREI Azure VMware iR
7% vCenter, ItEBKERFNNE IEEM ORI R —EIAMLE LAY Windows VM, FHERIHEZT vCenter

#0 NSX Manager B934 18)A2 R,

Create a virtual machine

Basics Disis  Networiong  Mansgement  Advanced  Tags  Review + oreate

Create a virtual machine that runs Linax or Windows. Select an image from Azure markeiplade of wse your own cusiomized
image. Complete the Basict tab then Baview = create 10 provition a virtual machine with delaull parametens o revies sach
ak for full customizalban. Learm mon o

Project detalls

Select the subsonption 1o manage deploynd resounies and costs. Uhe redoornce groups like fokdars 1o onganee and
manage all your resources.

Subseription * (2 $235 Bachup Produdtion v |
Resource group ® 0 r MimodySDemo W ]

Create fniw

Instance details

Virtual miaching name * (0 | mimss s

Region® © w5 £ 03 v]

Avaabity optons (3 No wirastructure redundancy requid v |

Image * @ [ B vindows Server 2012 F2 Datacenter - Genl ~
Sew il imapes

Argre Spot imstance 0 I:I

St O | Handard_DIs vl - 2 vopus, B G mamdny (5130.67/month) W |

St all soks

FCEEIG, R EZERIR RDP,

Home > CreateVim-MicrosoftWindowsServer WindowsServer-201-20210812120806 » nimAVSIH

& nimAVSJH | Connect

Virtual maching

| £ Search (Ctrl+/) A o imprave secunity. enable just-in-fime atoess on this Vi, =

B Ovendew r

E Activity leg RDP 5SH  BASTION

Fa Access controd (LAM) Connect with RDP

¢ Tags To connect to your virtual machine via RDP, select an 1P address, optionally change the port number, and download the
ROP file.
£* Diagnose and solve problems
IP address *
Settiogs Public IP address {52.138.103.135) "
& king Port number *
# Connect 3389 |
® Disks Download RDP File
B size
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ERTEER AR MX M EIEBkEE EAEPWSIgn inE) vCenter, EiFIRIFIE, 153 E Azure IT]JFPH
SMESH EREPREEERT) . AAUMXEEFIFAE L vCenter F1 NSX-T EIE2EHI URL 0
BRE#E.

@ himoavspriv | Identity #2 - X
AVS Private cloud
in credentials
! £ Search (Ctrl+/) | = Logc—
Mo Access control (LAM) Fs vCenter credentials
@ Togs Web client URL O | https//10210.2¢ n |
&2 Diagnose and solve problems Admin username () | cloudadmin@vsphere local o
Settings Admin password (O
Locks P - 3 S 1
& Certificate thumbprint & | AE26B15ASCE3BDCO69D35F045F08SCABI43475EC m
i NSX-T Manager credentials
#: Connectivity Web client URL @ [ hitps//1021.03/ o
o Identi |
2 Admin username (O | admin M
By Clusters
in passward
B Placement policies (preview) Acenin @ m
+ Add-ons Certificate thumbprint (3 | B2B722EAG8395B2B3EE159007246D51660050903 o

7£ Windows EE#HlH, FTFFRIS28H SAnZ vCenter Web 8% URL("https://10.21.0.2/" ) H{E
HEERBAF &7 cloudadmin@vsphere.local F LGS FINED, B, Wa]LIER Web &P iH URL
1308 NSX-T EE83("https://10.21.0.3/") FERAEER AR BMNENEE HIHZRD K EE I AVELSE
BEINBEEM X,

()  FSIEEN SDDC, Web B URL HEFREN,

o  —

& 7 C & Notsecwre | vebesbdld29eabdcheaBTeb2 castusZavs. asure.com/welisshySAMLASSO Vs phene doc sl SAMLRogquist= 2V RAbSswFROn g MEFCHICqaTa bt iZumiv.
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Google Cloud VMware Engine

Create Private Cloud

Priva ate Cloud name *

NivaGIVE

Location *

us-8astd * v-2o0ne-a * VE Placement Group 2

Mode type
vei-stendaed. 77

24 GHE 34 Cores [72 HTL, T48 GB RAM

19.2 TR Rawe, 3.2 TB Cache (AN-Flash)

Node count *

HCX Deployment Metwark CIDR range

11681040

P Range: 192155, 1040 - 192188 10453

£ 30 HE] 2 )BT,

2 _-|
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—BENEREERSE, EBENMECHAERR, KISEHEMRERNSIERZERE.,

X H1RIZITCloud Volumes ONTAPSZffIEY VPC M4ERERS S GCVE FABE =iBfE. Alt, iBIRIR"GCP X
15"s XFF Cloud Volume BRSS, @3 7EFRF EHNINE Z BRI TR M EEZRKEIL VMware Engine
#0Google Cloud NetApp VolumesZ [B/fViE S, BXIFMPE, BB "EE"

Tenant F Service Region « Routing Mode ~ Peered Project 1D = Peared VPC ~ WPC Peering Sta... ~ Reglon Status
ked4 1 388caa%8h, VL Metwotrk europe-westd Cilotasl ev-performance-ie, lousd -wilimes-wpc ® Active ® Connocted
|bd 7275100 Jebi Metipp CVS eUrope-westd Global y2bac 17 A02akdde netapp-tenant-vpo ® Active ® Connected

£ CloudOwner@gve.local FAF Sign invcenter. EiARIEHE, 1533 VMware Engine []JF, ¥EIZFIR
, RAREFEENAE R, BENERIHDP, BE vCenter ERIEE (vCenter Server. HCX EIEz2s
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Google Cloud VMware Enging

Resources
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Humr - &
A
IE__) SURAIIAR Y CLUSTIR LA T ACTIVITY WVERHE RE AR A EMEMT ME TN ADWANCED WEEMTER SETTINGS DS COMFRCLIATION
Erinurtes
'::_EC‘ Mame Seatiis Cloud Manitoring
prve-tve-hise-eu-westd » Ciperatiaoal
Pt
Chusters Logation Privaie Cloud DNS Servers
'E]g'_l 1 europe-westd = v-rone-a = VE Placement Groug 1 1001468 00149 Cony
Asielty
wiphere vEAN sutinets CIDR rangs Expandable Upgradeable
[ Basic bnfa i
L A0 40024 Ho Ha
e
wConter kogin info ST koghn Info
rw  Reset posraord Wirw Reset passwond
Tolal odes Total CPU capacity Totsl RAM
+ 4 L4 cores J0F2 GR
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Capacity TE B TE Baw, 128 TH Cache, All-Flash

7£ Windows ML, TN %28 H SAnZ vCenter Web Z i URL("https://10.0.16.6/" ) H1E
BEERAPRAEAN CloudOwner@gve.local HAEMEEFIFNZERE, [EFE, WRILIEHE Web B im URL 15
i8] NSX-T BEIE28("https://10.0.16.11/") HERAEEG AP ZMMELE HIBZE RO ERAVERSE
KB EMX,
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WRFIBENRABITH. BXFATE, JIRR 5%EE"
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EOEMEE Amazon FSx ONTAPX &%k, BT E:

1. $TFFAmazon FSxiZ4l 4 “https://console.aws.amazon.com/fsx/ HikiF I B RS KB XHEF

SelE RS

2. EEBRYHZZGXBITE L, %% * Amazon FSx ONTAP*, AEEE T—%, HIM“BIEXHZ

o

Select file system type

File system optians

O drmaznn Fx fee Nithop ONTAR

FSi% FS¥%-

Amazon F5x Amazon FSx
for NetApp ONTAR for OpendfFs

Asnutan Fix fer Open2iS

Ambazan FSx for NetApp ONTAR

Anaroe Pix for Windows s Arasan P for Lustre

Setwer

: FSxa
FS/{H Amazon FSx

Amazon Fax for Lustre

for Windows File Server

demianton £ for Kathpn GRTAR provide frafure-rich, high-perfiormance, and Righly-riliabile sbocags ik on NesApp's popniar GHTAR file syntem and filly manaped by AWS

* Eenadly accessible from Lins, Windows, ant mac(S compats inutances. snd tomtainers (Runnig on AWS or so-premines] via isdeery-standand NFS, SMIL and 5051 pentecits

® Frovides ONTAW popclar dits management oapatslitirs ke Snapvhots, Seaphiirs (for dete replicationd, ResClone (for data doningd, snd dita comperision [ dedupbication.

* Deivers hundreds of thausands of 10P% with temmistent sub-eilisecond Aatenche, andup 103 GIE2d throughout

® Ooffir Tighly- vl s hgihiy-Sralis ddti A2 S50 Worage with faopert Faf cnond-togion eapluaticn and buil-in, fully mandged badkui.

* Automanicatly thers infregaentiy-accessed data tn capacity poel storage, a fully elastic sinrage ter that can scale 1o petabytes in sire and is cost-optimized for intrequestiy-soresces data

* Itegratrs whis Misrouidt At Dinectany (AD] to wepart -t

3. WFEIETGE, EEFEIRAERE"

Create file system

Creation method

Quick create

Use recommended best-practice configurations.
Most configuration options can be changed after
the file system is created.

and e

© Standard create

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.
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File system details

File system name - optional Info

FSxONTAPDatastoreFS

Maximum of 256 Unicode letters, whitespace, and numbers, plus +-=. _:/

Deployment type Info
O Multi-AZ
Single-AZ

SSD storage capacity Info

2048 2
Minimum 1024 GiB; Maximum 192 TIB.

Provisioned $5D IOPS
Amazon FSx provides 3 10PS per GiB of storage capacity. You can alse provision additional 55D 10PS as needed,
Automatic (3 IOPS per GiB of 55D storage)

© User-provisioned

40000 2

Maximum 80,000 I0PS
Throughput capacity Info

The sustained speed at which the file server hosting your file system can serve data. The file server can also
burst to higher speeds for periods of time.

Recommended throughput capacity
128 MB/s

© Specify throughput capacity
Throughput capacity

2048 MB/s v

FRAZEFVHEFERNNEFRR. BAED NFS SUBFMEKENAEMHRER TN

@ B, EFSZRATRE T AIREETETREFEX LNEMNRESRE. BAKRSHE
BRAZEAE, BRIXE VMDK NH A 110 EREMERMEENEEERNETZ — £
At RES T BUERAB N AR IR BRI/

4. EEMFAE = (VPC) BY ML Zpo, EFIEHM VPC MEEFMUURBER, EXMERLT, AT
I3z B hi% R Demo-FSxforONTAP-VPC,

(D) BERXR—FNEE VPC, TIRRIEEN VPC,

ZRAER T, FSx ONTAP{ER 198.19.0.0/16 fEAXHRFAERIANIE S P thitSEE,
() 1R 1P #4EEES AWS SDDC £ VMC. XB8) VPC FRIMIASHER G
R, MBERRE, BEAEEAENFERTE,



Network & security

Virtual Private Cloud (VPC) Info
Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc- 7 v |

VPC Security Groups Info
Specify VPC Security Groups to associate with your file system’s network interfaces.

, VPC security group(s) v
sg-0d ) X
Preferred subnet Info
Specify the preferred subnet for your file system.
DemoFSXONTAP-Sub02 | subnet-0 3 (us-west-2b) v
Standby subnet
DemoFSxONTAP-Sub01 | subnet-( (us-west-2a) v |

VPC route tables
Specify the VPC route tables associated with your file system,

© VPC's default route table

) Select one or more VPC route tables

Endpoint IP address range
Specify the IP address range in which the endpoints to access your file system will be created

No preference

© Select an IP address range

3.3.0.0/24

S. ENMZEZANLLMMEZ"I o, EFRIPXHRFFHSEIEN AWS Key Management Service
(AWS KMS) IIZEZEH. M T XHRAEIERE*, FHA fsxadmin ARHNE 2R,

Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest.

aws/fsx (default) v
Description Account KMS key ID
Default key that protects my FSx resources when no 6-
. : 102
other key is defined e e ———————

File system administrative password
Password for this file system's “fsxadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password
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6. ERIANFREEMWECE B2, HE SVM BIETR,

M GAFHE, XHED NFS BUEFE,

®

Default storage virtual machine configuration

Storage virtual machine name

FSxONTAPDatastoreSVM

SVM administrative password

Password for this SVM's “vsadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password
Active Directory

Joining an Active Directory enables access from Windows and MacOS5 clients over the SMB protocol.

© Do not join an Active Directory

Join an Active Directory

7 FERINBECE SO F, IEEMIEFEIRNERTNA)N, ARBEE T XNiZE—1 NFSV3

Bo WFFENER, HF BRA'LUITHONTAPFAENEI R (E48. ESHENERNES) . eI

SeRifE, fERshellfEA*volumemodify* t8E &S 5K,

®E

BERIE (BEMRIEAR)
fractional_reserve (ZF )
snap_reserve (IRER=S[E]H72tL)
BahiEEA) (BohAREAMER)
AV ES

EFpillE3

55 R EEE

=i ST

Snapshot FEB&

ERLLT SSH 2 RIEMEBNE:
M shell BIZFEREFMEENT D

volume create -vserver FSXONTAPDatastoreSVM

WTFR:

AcE

T (FBERE) - BAgE
0% — BRIANIRE

0%

grow_shrink

EBEA - RIALE
#&/oldest_first

IXIRIRER — BUAIRE
BHnEK

"

-volume DemoDS002

-aggregate aggrl -size 1024GB -state online -tiering-policy

snapshot-only -percent-snapshot-space 0 -autosize-mode grow

-snapshot-policy none -Jjunction-path /DemoDS002



VAR MET shell QIZMNERFER/LD 97 8E2RTE AWS FHI 8.

ERRARRENEESHNH S

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-fractional-reserve O

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space
-mgmt-try-first vol grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-autosize-mode grow

Default volume configuration

Volume name
DemoDS01
Maximum of 203 alphanumeric characters, plus _.
Junction path
/DemoDS01
The location within your file system where your volume will be mounted.
Volume size

2048000

L

Minimum 20 MiB; Maximum 104857800 MIB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

© Enabled (recommended)
Disabled

Capacity pool tiering policy
You can optionally enable automatic tiering of your data to lower-cost capacity pool storage,

Snapshot Only v
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v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Weekly maintenance window Info
When patching needs to be performed, Amazon FSx performs maintenance on your file system only during this
window,

© No preference

Select start time for 30-minute weekly maintenance window

» Tags - optional

Cancel Back m

@ FENEEETRD, RARBREAIESSEMIEFETEERNET. AT =R
AR, (ECRIRMRERER LUB R B E.

8. BEEQIEXHAS NH LETHXHRARKE,
0. BEQIEXHRS .

F5x File systems
File systems |- (] A : v Create file system
Q 1 @

Fia De, nt Sta Stora Thraughput

File system name File system ID - system Status v ployme = ape oraae = roump Creation time
type type W type ¥ capacity ¥ capacity v

f5-
FSXONTAPDatastoreFs ast b ONTAP @) Creating Multi-AZ 550 ?::fﬁm’mm

Amazon FSx
Fila systoma PR3 Pl Syitei
Vodume r—
e File systems o] [ ceommaimen |
v ONTAP Qa 1 @
Starage vitual machiney
fla Deployment s 1003 Throwghpet
e orage erage oy
v Openzrs File system name ¥ Filesystem D & wystam Statuy w = o = = Creation time ¥
ype Type v typs v Epadity tapacity
Lnapshots
e
Fi 13 097 0%cas <l 2022
¥ Windaws File Serve FSATINTAPDaztonefS O SMETLICIE ONTAR (2 Avatsbln Multi-AZ 50 mlf:;«-moo
s ]
¥ Listrn

Data repasitory taks

FSa o Service Quotas [
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E 7 f#Amazon FSx ONTAPIEE, 1EZ 1% "Amazon FSx ONTAP4HE",

$I2 2. 6/ SDDC A

BIEXH RS SVM 5, £ VMware Console 3 SDDC AHAZE VMware Transit Connect, /ltt,
IEFERUTHE, FHidENME VMware Cloud Console #1 AWS Console 78S,

1. R VMC THI|&8 nttps://vme. vmware . como
2. FERFEL, 2EHESDDC A’

3. 7£ SDDC Groups &£ £, B ACTIONS Hi%i¥ Create SDDC Group, ;7 &n~BEH, SDDC
£H#RFF ) FSXONTAPDatastoreGrpo

4. ERGHERNE L, EEREANERREEH SDDC.

< Add SDDCs

Seiect which SDDC(s) you want to add to the group

@ Namae T Sddc id T Location T WVerslon T Managemaent CIDR T

FSxNDemoSDDC c6baecd9-e01b-41d5-89e2-11095d719a0d US West (Oregon) 118.0.14 17230.160.0/23

1 Rems per page 100 1+ 10l tems

LRl | CANCEL |

3. Llﬁmmx_ﬂp“jjwﬂ’]éﬂ@ﬂﬁ VMware Transit Connect £ & HIEMEIBEFRNEER", AEEEFE"
BIRA*, ZIIERREEE LD FH A RESE M.

| ACTIONS

Larehoud F SxONTAPDa tasto reGrp

8 Inventary Summary  vCenterlinking  Direct Connect somal VPC  External TGW  Rowting  Suppert

Subscriptions

SODC group for demo purposes

Acivity Log
Transi Connect Status: CONNECTED
£ Tools
o Developar Center
SDDCs
%, Maintanance

Hi Notification Praferences
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$12 3. BiE VMware Transit i1

1. B#reUZeV4EE VPC MiNEI SDDC 4B, EF“IMEB VPCIEIN-KFHIZHR " 528 VPC MIINZIZEAY15 FE
", IR RIBEEE 10-15 b A BEFE Ao

Add AWS Account Association

AWS Account ID (T) j—

FAnEEL “

2. BEHRTRIMKF",
a. IRMHATFEIE FSx ONTAPX R SIHI AWS K,
b. RN
3. X[E] AWS =HlE, ERFE— AWS IKFHSE RIRHIREESE RSTUE. H—MREMEES

92 =
D/ \:/H\:¥o

E‘BSGI.IRG Access x Resource Access Manager Shared with me : Resource shases Resource share fd99eBcS-b7A7-45aa-Baad-96ae52ded 231
anager

VMC-Group-487b0fe3-7d9b-407b-abbc-cce11ae6das7 (fd99e8c5-b787-49aa-8aad-
e 96ae52de4231)

Resaurce shares

Details and information relating to this resource shane
Shared resources

Principals ﬂ&jr:t resource share | Accapt resource share
¥ Shared with me

Respurce shares Summary

Shored resources
Nama Owmer Invitation date Status

Principals
VMC-Group- B4 H 2022/03/12 (@) Pending
ccel Taebdas?

Permissions library ARR Beckiver

Settings AFTEAWS TR US-West- 9

264545350110 :resource-
share/fd99e8¢5-bTE7-49aa-Basd-
5aes2ded2dl

@ YERIMNEE VPC RIZRN—EF 52, ERNEE AWS B 8B d HRA R BRI TN HEE
RiF, HEZREFEH VMware Transit Connect EIEHJ AWS Transit Gateways

4 REHERARHEES
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html

wnw VMware Cloud

@
€ Bk ACTIONS
FSxONTAPDatastoreGrp
i inventory Summary vCenber Linking Direct Connect External VPC External TGW Routing Support
["abe account -,
i Tooks AWS Account ID - Resource Share Nanss v Sate T VPG Blatus

= Devoloper Center 2 VMC-Group-487

T Malntenance
tit Notification Preferences I

5. [EF] VMC =&, SIMEFTIIME VPC T RERE. XeJReRE/ LDt sethiIo
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TR 4: SIBPRMXEER

1. 7 AWS f=fhlaH, 3 VPC RESITEHSMEIATFEE FSx XHFRSH VPC, TXE, ErILi@Ed
BHEAMNSMEN LB Transit Gateway Attachment” (FREEMIERIE) KA TR R M-

2. 7£ VPC MifF T, HafRikd DNS Z3FHIEREFE T FSx ONTAPH VPC,

VPC Transit gateway attachments Create transit gatewssy attachment

Create transit gateway attachment ...

A transit gateway (TGW) is a netwark transit hub that interconnects attachments (VPCs and YPRs) within the same AWS
Sco0unt o acTons AWS Acoounts.

Details

Name tag - optional

Creates a tag with thi oy set 1o N
faxontap-tgw-attach-01

Transit gatewsy ID info
tgw-0d v

Attachment type info

DNS suppart infe

IPv6 suppart Info

3. B IR KMo

VPCID
Selpct the VPC 1o 3ttach to the tramit gatewsy,
vpe-05596abeTIcb65I07 [Deme-FrxforONTAP-VPC) v

Subnet IDs Info
Solect the wibnets in which b

anwit gty VIC attachment

us-west-2a subnet-070aeb3d60 10804 dd [DemaFSxONTAP-... ¥

sewest-2h subnet-ObZe5aTHEIHI93 (DemoFSxONTAP-Su,,, ¥

subnet-070aebdeb1b804dd X | | subnet-ObZeSa7efaffson

Tags
Atag i a label that you assign 1o an AWS resounce. Each tag comists of 2 ey and an optional valwe. You can use 1ags to search snd Hiter
YOUP FESOUFCES OF TAGHK wour AWS o4ty

Kiry Value - optional
Q0 Name b C faxontap-tgw-attach-01 x Remave

Add new tag

Cancel Create transit gateway sttachment

4. j&[E] VMware Cloud Console, $fi[e]l SDDC 4H > 4MEB VPC &I, &R F FSx B9 AWS IKF ID
, Biff VPC, ARERT &%,
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wimw  Whware Clod

ud

Launchpad

Subscriplions
Activity Log
21 Tools
Developer Center
€, Mnintenance

fil Notification Preferances

vmw VMware Clo

ud

FSxONTAPDatastoreGrp

Ty wCenter Linking Direct Connect External VPC Extarna

ADD ACCOUNT |

AWS Accoent 10 ¥  Resurce Share Hams r

VMC-Griin-4

ACTIONS

Launchpad
H Inventory
Subseriptions
Actvity Log
1 Tools
Developer Center
€4 Mnintenance

1l Notification Prefemances

CD

I|\

ligvi:

J&7E 5MEE VPC ;i

FSxONTAPDatastoreGrp

Summary viCenter Linking

Direct Connect External VPC External TGW  Routing Helelry
ADD ACCOUNT |
AWT Account 10 T
AWS Account ID-: BEISENTEAD,
Resource shase nama | p3:7
State CIATEL
. e
VMC on AWE Rogicn ¥

BA] ReR B/ LD A = H Mo

SETT-EeR ) BRER SIFR, i FRNBRE )

> Amazon FSx ONTAP;Zzh IP BY% 5 IP SEERIERH.

° FTEIERIIMEE VPC itk

v ViMware Clod

ud

=[B]BYER o

7 US ‘West (Gregon)

07D ; Bl

Tranut Gateway ATLaCRenent D T Routes
tgw-alisch
o 9

VEUH AP TR BYER A -

ACTIONS

PENDING
ACCEPTANCE

Subscriptions
Actiity Log

= Tools
Developer Center

£, Mnintenance

FSxONTAPDatastoreGrp

memary vCentar Linking rect Connect  External VPC Externa

TGW  Routing poor
ADD ACCOUNT |
AWS Accoant IO v
AWS Account ID-: BRI5EI1TEA02
a Resource share name | VMC: 3

State : A

Nl Notification Praferances

i)

VIC on AWE Region

W5 Wiest (Cregon)

T Trasit Gatewsy Atlachmeet D r

i , |00 RouTEs

Routes

ACTIONS
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Edit Routes

Set of rou

(& 10,4906/ D 110034 X,
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$12 5. FoEIRA (AWS VPC #1 SDDC) L&A

1. 7 AWS ITHIa 5, @id7E VPC IRETE T E VPC Hi%#E VPC By I IR AIZEIR[E] SDDC By
9=

2. JEETHERPHRLR, AERERIEBRE .

B 4 @ ompev  wop S -

New VPC Experience @
0 T un weat e ._T. P VPC Route tables rtb-DaapeSdbelbTelBee

VPC dashboard rtb-Oaaae5dbc8b7c26cc Actions ¥ |

EC2 Global View [4

Filter by WPC:
Setect a VPC v Details 1o
¥ Virtwal private cloud
Route table 1D Main Explickt subnet associations Edge assocations
Your VPCs
P rib-OaaaeSdbeabTcboc P ves - -
Submets
wPL Owenier iD
Roote tables
wpe-i T | Demo- (P 982589175402
Internet gateways FaeforONTAPVPC
Egress-anly intemet
gateways
Carrier gateways i o _
Routes Subnet assodiations Edge associations Route propagation Tags

DHECP Option Sets

Elastic IPx

Managed profix lists Routes (3]

Endpoints Q aoth =

Endpoint services

AT gateways

Peering cannections Dastination Target Status Propagated
0.0.0.0/0 w0 © Aetive Mo

3. ERIERAEIRT, PERINEREY, RGBT ER Transit Gateway*F1xEXAY TGW ID i\ SDDC
ERZRMA CIDR, BHFREER

{2 Updated routes for rib-OsaaeSdbcBbTcbice sucorssfully
* Details

WD) Maw VPE Exparience ®

VPC dashiboard

EC2 Global View [4

Filker by VPC: Houtes Subnet avtodations Edge astocistions Route propaegstion Tags
Selece o VPC v -
¥ Wirtual private cloud Routes (10) Edit routed
Your VPCY a Bcth w 1 (o}
Subnets
Destinathan Target v Status L, Propagated
Egrews-onty intemiet o.O00/0 gw-DB 34T 2B S GhA5E & Active Mo
geteways 220.54/32 en-0BS ILET0R S 2 Be [ & Active No
Carlar gatuwery 220149732 D65 IETe02 S92 1 82 [ ) Adthve Mo
DHCF Option Sets 10.49.0.0/16 bocal @ Active Mo
100671, 183,034 wwe-DddaccabaTd VacBhc ) Active es
1061 987.0/24 wipw-OcdiiaccaSa s ae63c ) hetive L
U1 V87024 wiw-DeidaccaSa TA 1ach 5 @ Active es
L EIS50/24 wwe-OddaccaSaTd lachlc 2 Active L
VTL20.258.0/24 wgw-Dddaccata T4 VarB e &) Active e
| 172301 tgrw-Oedd 2 =) Aetive Mo |

4. FT— BWiEXxEt VPC PR 2HAREHFEH SDDC £H CIDR BYIEF NI NIHITE o
5. £/ SDDC ERHZEHIAY CIDR HREFH NI,
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© ke R VPC > Security Groups > sg-0d26822a764c1075 - default

VPL dashboard
EC2 Global View [4
Filter by WPC:

Select o VPC

¥ Virtwal private cloud
Yaur VPCs
Subnets
Route tables
Internéet gateways
£qress-anly intemet
gateways
Carrier gateways
DHCP Dption Sets
Elastic IPx
Managed profix lists
Endpaoints
Endpoint services
NAT gateways

Peering cannections

¥ Security

®
®

sg-0d26f822a764c1075 - default Actions ¥
Details
v
Security group name Security group 1D Description VPC 1D
(3 default (P so-0d4261822a764¢ 1075 {9 default VPC security group O vpe- th?
Cwmer Inbround rules count Outbound rules count
@ 2 3 Permission entries 1 Permission entry
Inbound rules Outhound rules Tags
Inbound rules (3] : (&7 tag | Editinbound rules |
Q 1 o}
Name v Security group rule... Port range Source Deseription
sgr-0a95h39a52c20084c Al 0.0.0.0/0
sgr-03fabedd2ad0baade Al 55-04261822a764¢107... -
[ " sgr-0011220bbAd et Al 172.30.160.0/23 - |

I0JE VPC (FSx ONTAPFRIEHI(IE) MHAREEEEH, LUBRHILERE R,

ER A UIER NFS &,

XEHEFS5ESH SDDC EERNRE—F. REXHRSG. FIBEAHENRREAR, A UERSESR

&7 o



FR 6. 17 NFS BIENLUEFEMIINE] SDDC &8+

ERBE XU RAEHEILEIERS, 418 VMware Cloud Console 1% NFS $uEF(E,

1. 72 VMC a9, 77 SDDC B9 7FfiF LW~

vmw WViware Cloud

< Back

fﬁ-“)‘ FSxNDemoSDDC | vmcon aws sooc ) us west (Oregon)

& Tools Summary Networking & Security Storage Add Qns Maintenance Troubleshoating Setlings Support
w [ r Contor
ta

External Storage

ATTACH DATASTORE

Chuster ¥  Datastores Aftached

2. BE MINBIEEE FHIAESFRENE,

@ NFS ARS528ithiit 2 NFS IP tthiit, RILATE AWS =% & HRY FSx > Rt EEIAMLIET = >
I = N HE

vw WViMware Cloud

&«

< Attach Datastore

Cluster Chuster-1
Datastore Attach a new datastore
= Tools NFS server addreds 330233 vaupate ( sbéceEss )
w Doveloper Cantar
Export /fDemoDS01
Storage Vendor AWSE_FSxN
Datastore Name DemalsS,

ATTACH DATASTORE CANCEL |

3. BFH“ATTACH DATASTORE S HURTZ(EMINNBIEEE,

OPEN H5X MANAGER DPEN VCENTER ACTIONS ~
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v Wiiware Cloud

ﬁ FSxMNDemoSDDC | vMe o awssonc © s west (Gregen)

& Tools SuMmmary Matworking & Sscurity Storage Add Ons Maimtanances Troubleshaoling Sattings Support

Cluster-1 s I
Dhatas L 4 " 4 NFS Serves T Bxpert r Datastors Status T
5 ¥ M :

External Storage

Capacity and Usage o Related Objects 2L @
At Lpcatied 8t 406 PM

Storage

Type NFS 3 e
Host 1 ]-01 T8 used AROC Aty
Virtual machi
ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ @
Server None
Foider
LLLLLLL
Tags i Custom Attributes

IEFT AWS RINetAppREEZ {7 i# kI

AWS Z1FFERZH] FSx RS (FSx ONTAP) Z{ Cloud Volumes ONTAP (CVO) iEEFRE
BINetAppTEfiE,

FSx ONTAP

Amazon FSx ONTAPZ—I5E 2 EMARS, EET NetApp MITHONTAPXHRSHE, RIESERISE. A
¥ E. SMEEEINEEFERIXHFiE. FSx ONTAPRiNetApp X RFHVAAETNAE. MERE. THAEEH API 121E5
TEHEN AWS IRSHIREE. B BEMERMEBEES.

FSx ONTAPIRIEINEEFE. RIEERENHZXAFE, AJMIE AWS ZAMZEITH Linux. Windows #l
macOS I+ B LI ZinRl, FSx ONTAPIRIEEB T EMRIEER S L REREISHELR (SSD) i, f&Bh FSx
ONTAP, fERILINER TR ESCIL SSD FKARIERE, EISRIFHR—/I\EBIEIEZ (T SSD FiEEE Ao

fEF FSx ONTAPEREHUEER 7, RANERFRLIZHBIRIRE. =EMERISX . 5, FSx ONTAPZH
R EHNEIED BRI RRBEMEFMETR, AR EEENEETENTE.

FSx ONTAPIR RS AT AMAFIAMEME, AEReHENSHNBRKERERE S, T ERMHRIFM
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RIFIGHYERSE, FSx ONTAPXFFRITHEIER 2 MRS N AER.

FSx ONTAP{EN R EEIZ1ZE

{£/ VMware Cloud on AWS ft&Amazon FSx ONTAP

A LAMTE AWS B VMware Cloud _EHJ VMware SDDC I35 ol 2B EEIMHIEE Amazon FSx ONTAPX {4
HEZM LUN, XEEER A LURETE Linux PRI LE, A NFS 3 SMB YRS | Windows & ik £
, FE M@ iSCSI KR, BILTE Linux B Windows &g 3§ LUNS fERBISEEHITIHRL, ATLUR
BT S BIREIG B EHTNetApp ONTAPX 4R ZiAAmazon FSX o

@ Amazon FSx ONTAP#F1 VMware Cloud on AWS AR FE—rIBX, A REFFEEFHIML
BEFB R A] AX 2 Bl B (B i 22 F o
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Bl HEEH Amazon FSx ONTAP#E

EOEMEE Amazon FSx ONTAPX &%k, BT E:

1. FTH"Amazon FSxiZH| & "FiEF I BEXH R A UBIXFRALIER S,
2. MEBRXHRSZERTIE L, %EFAmazon FSx ONTAP, RAEEIRT—%, HI“CIEXH RS TUE.

=JL

Select file system type "o

File systemn options

Amaron FSi for NetApp ONTAP Armaeon FSx for Windows File

FS¥ |

Amazon FS5x
for NetApp ONTAP Amazon FSx

for Windows File Server

Amason Pl for Lustre

o Amazon FSx
for Lustre

Select file system type

1. ERMEE DR, WFEMUAE = (VPC), EFEHM VPC MERFMUNISER. EXMIERLT, M
THIFEFIEFET vmcfsx2.vpco

Create file system

Creation method

Quick create © Standard create
Use recommended best-practice configurations. You set all of the configuration options, including
Most configuration options can be changed after specifying performance, networking, security,

the file system is created. backups, and maintenance.

1. M FRIEFSZE, BERFIELIR, EHa]LOEEREEIR", (B2 ER IR CIE L,
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https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/

File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity Info
i 1024
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as
needed,

© Automatic (3 IOPS per GB of S50 storage)
() User-provisioned
Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also
burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. EMEE D H, WFEMME = (VPC), EFEEHM VPC MEIRFRIUKRIEHER, EXMHERT, M
THIFEHIREFET vmefsx2.vpco

Network & security

Wirtual Private Clood (WPC)  Info

Speclfy the VP C from which your file system is accessibie.
wmcisx2 vpe | vpe-0d1c784bocd95e805 v

WP Security Groups  Info
'_-i'|'||-ril'!,r".'PI' Security Groups to sssociate with your file system's network inferface.

iR VN warLiriey G

LETeT A

5g-0188962a218164cch (default) X
Preferred subnet  Info

Spetily the preferred submet Tor your file system.
subnetd?.=n | subnet-013675849a5099b 3¢ (us-west-2b) v
Standby subnet

subnetd.sn | subnet-0ef356cebfs 39F970 (us-west-2a) L

WPL route tables
Specify the VP route tables assoclated with your file system

0 VPC's default route table

Select one or more VPC route tables

Endpoint IP address range
Specify the 1P address range Inwhich the endpaints to access your file system will be created

© No preference
Select an IP address range




@ EMLERH, MFEMFAE R (VPC), EFEHMW VPC MBI FRIUREEHER, EXHM
BRT, MTHIFEFIREFET vmefsx2.vpco

1. EREMMEBI D, FFMBEERR, ERFRIPXGRFAFRSEHIERN AWS Key Management Service
(AWS KMS) INZZ . MFXHRABER, B fsxadmin AFRHNREEE,

Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest

aws/ffox (default) v
Description Account KMS key ID
Default mastar that protects my FSx resources T2745367-Thbh0-499¢-
R Ky it prctecsmy 139763910815 ¢
when no other key is defined acc0-4f2c0a80e7cs

File system administrative password
Password for this Ale system's “fsxadmin® user, which you can use to access the ONTAP CLI or REST API

Don't specify a password
© Specify a password
Password

Confirm password

LLLIT L] L]

1. EEPHAPIEE S vsadmin —EEEAMNZEN, LUEREA REST API 5 CLI EIZONTAP , MIRFKIEE
5, MIBILER fsxadmin AP SREIE SVM, 7E Active Directory #8934, Haf#I& Active Directory
IOAE SVM LUECE SMB H=E, EEAEMEEMNEESS, AP EERHE— 2R, SMB
HE=ZFEABEIE Active Directory 1E#1TEIE Y,



Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SWM administrative password
Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP

[on't specify a password
O Specify a password
Password

Confirm password

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. ERRABERERSH, EEESBMMAN. XZ—1 NFS £, WFEFHEHE, ®F BHE"UIT
FFONTAPTHERRINEE (E48. EEHUEMRNESR) SOEFRRAUKAEN.

Default volume configuration

Volume name

| wal1

Maxirmum of 203 slphanumesric characiers, s _

Junction path
| fvolt
The location within your file system where your volume will be mounted.
Volume size

1024 <
Mindmum 20 MiB; Maximuwm 104857600 MiB
Storage efficiency
Selert whether Yo wiordd ke to enable ONTAD stor age efficiencies on oL walu e |.1E|:‘.|'.||f’:l|.|{.=|l||'1r‘|_
compression, and compaction.

Enabled (recommended)

© Disabled
Capacity pool tiering policy
You can optionally enable sutomatic tiering of your data to lower-cost capacity pool storage.

Auto v

1. EFUEXMG RS TH L ETHXERARE,



2. BEQEXHRR

Amazon F5x b4 Fox File systems
i File systems | c ' ST et file system
Backyps
Q 1 &
¥ ONTAP
Storage virteal machines File File
System File system 1D - system Status v Preployprent Storsge = =
Volumes S i ¥ type = type @ 3
¥ Windows File Server F-014c28359batc ] 15T
foantapclfs a8 QONTAP @ Availabie Multi-AZ S50 14
¥ Lustre
; - Fi-04Dwacc5e0ac31017
DR repotary Lk wmeFsaval2 - ONTAP @ svailable Multi-AZ 550 1
fr-Oabiabad7ebde0R2aa . .
5 o Service Quotas [ fumtapug| & ONTAR @ Available Multi-AZ 550 kL
Network & security Administration Storage virtual machines Volumes Backups Tags

Storage virtual machines (SVMs) | = C | ACHanE . ¥

Q / < 1 ®
SVM name v SVM ID v Status ¥ Creation time A Active Directory +
2021-10-19 15:17: TC
faxsmbtesting01 svm-075dcfbe2cfa2eced © ; S17:08U FSXTESTING.LOCAL
Created +01:00
vimcfsxval2svm m-095db076341561212 @ e s
Created +01:00
FSx Storage virtual machines. » svm-075dcfbe2cfazeces

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9) _ Delete | [ Update

Summary
SWVM ID Creation time Active Directory
svim-075dcfbez cfaZeced 2021-10-19T15:17:08+01:00 FSXTESTING.LOCAL
UM name Lifecycle state Net BIOS name

@ Created FSXSMBTESTINGO1
fsxsmbtesting01

Subtype Fully qualified domain name
i DEFAULT FSXTESTING.LOCAL
4a50e659-30e7-11ec-acdf-
f3ad92a6a735 Service account username

administrator
File system ID

fs-040eacc5d0ac3 1017 Qrganizational unit distinguished name
CN=Computers

BEXEFEMAER, BFBFE" Amazon FSx ONTAP A"

REERFGECEXH RS, SIEABREXNMNEE,
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html

1. $TH"Amazon FSxiZHIE"S

2. TEMSMERR, EEXGRSR, AEEEBZRAHEESHNONTAPXH RS,
3. EERLIRT R,

4. EEOIR BRI R,

S. I BIEE" IHEE,

HFEREDN, ETHRET—NFS &, aAJUBRMEBEERERE AWS ER VMware = LIBTTRIEIMN
Lo nfsdemovol01 FY8IEE S A0 FFAR:

Create volume *
File system
f3-040eace500ac 31017 | vmcisoval2 r

Stodage virtual machine
wm-095db07H341561212 | wnefsval Zsvm -

Volume name

nlidemoeal 01

170 FoLsiion within yowr T Lne whas yoor volwins sl 1 mounmed
Volume size
1024
o D A B e OGRS T BT
Stovage efficiency

Teleci whatha watiled bikow jm enadir ONTAP gigwage effabsncet Do your aobuen r deduplication

LOMmOieLsen arig L0 Mg e
Enabled (recammended]
O Disabled

Capacity pool tering policy
Vira Can spndulby enaldila mams

CR tbrireg OF i SR 10 I0swy D08t CaDaCily poid wnirsgs

Aarto v

Cancel Confirm
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https://console.aws.amazon.com/fsx/

1 Linux EFix_#E#H FSx ONTAPE

EEH F—FPEIiER FSx ONTAPH, M AWS SDDC ERY VMC AHJ Linux VM, IBFERIATHER:

1. EZEIFEERILinux3Z i,
2. FARLINE (SSH) ELAI EITHARIFEHEREYNERER.
3. FEAUTHSNENEHRE—ER:

S sudo mkdir /fsx/nfsdemovolOl
. ¥amazon FSx ONTAP NFS HHHF F—FRIEMER.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

Mfexsnfsdemovolol

739:/nfsdemovoliol

= L VINAAEREVINC. DO

Enforca US Keyboard Layout | View Fullscreen

1£ Linux &P im_LiE#E FSx ONTAPE
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
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3% FSx ONTAP#{/NZ Microsoft Windows & F i

BEEMETAmazon FSXX RS EHINXHHRE, HAafERT

EEXMFE GUI,

1 FTAF GRS HER U EIE R S IE1T fsmgmt.msc, HUITIHIRERITAHEZEXH%k GUI TR,

2. BB > FRAEESHERERTS -8t 8l

3. MFB—BIHEN, WMATFEEEI (SVM) B9 DNS ZFF,
FSXSMBTESTINGO01.FSXTESTING.LOCAL,

£Amazon FSxizHl & £ E SVM AY DNS &7,

() mEnEImTmaLELEl SMB DNS &7F, BHOK',

FHFRF,

Endpoints

Management DNS name
svm-075dcfbe2cfaZece9.fs-040eacc5d0ac3 101 7. fsx.us-

west-2.amazonaws.com

NFS DNS name
svm-075dcfbe2cfa?eced.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com [}

SMB DNS name
FSXSMBTESTINGO1.FSXTESTING.LOCAL @

iSCS| DNS name
iscsi.svm-075dcfbe2cfaeces.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

plan, fisEm

EREMEEI, %% SVM, AEET
Amazon FSXX#AZHMEEZEXH

Management IP address

198.19.2549

MNFS IP address

198.19.254.9

SMB IP address

198.15.254.9

iSCSI IP addresses
10.222.2.224,10.222.1.94 (@

1 EHEXHRTAS, EFLMNERFHHZUEEAmazon FSXX 4 RFREN R,
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% Computer Management
File Action View Help

% am ez BN &

&= Computer Mansgement (FSXSMBTESTINGO1 FSXTESTING LOCAL) Share ﬁlﬂe Folder Path

w ﬂ Systern Teols
» () Task Scheduler
» Event Viewer
w il Shared Felders
i Ses
§il Open Files
» &% Local Users and Groups
» (K Peformance
M Device Manager
v 2 Storage
» b Windows Server Backup
% Dusk Management
» b Services and Apphications

1 EEE— M AEHTHEIE—REX A RES.

Eacs €A
&l Ipes

Create A Shared Folder Wizard

Name, Description, and Settings

g smbdema... Cumbdemovolll  Windows
) testramwol  Cltestrirvel ‘Windows

Type # Clhent Connections
‘Windows 0
Windows

= o =

X

lii‘; |

Type information about the share for users. To modify how people use the content whie

offine, chck Change.

Share name: himtestsmbO 1!

Share path: \\FSXSMETESTINGO 1. FSXTESTING.LOCAL Ynimtestsmb0 1

Description:

Offine setting: | Selected fles and programs avalable offine | Change... |
< Back Next > Cancel

Description



|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
Wizard,

SuUmMmany:

You have selected the folowang share settngs on |
FoNSMBTESTINGD 1.FSXTESTING LOCAL;

Folder path: C:ynmtestembil

Share name: nimtestsmbd 1

Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
nimtestemb0 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

BT A X{EAmazon FSXX RS L EIZMEIE SMB EEMEZE R, 155H"0IE SMB =,

1. EZEIUfG, BInlE#E SMB EEHBETFNARERIE, Alt, SHIHEREFHERMRSMEIREIES%E
TEEEH F AWS SDDC £ VMware Cloud _EiEfTRIEIMAL L.

& VMwane Cload Sendcss - Log Ink (51 viphers - vmede] - Summary X vmede0 % | WP signout * L 2 @ o

o

) I"" - P Fils 1 1 WITAEIFE VL Ca

& Geiting Started EC2 Masagorment Con.. i@ New Tabs 1 Giker Bookma
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{#5F8 iSCSI &% FSx ONTAP LUN ZE#ZIEH,

{8 iSCSI 3% FSx ONTAP LUN E#Z2IEH

FSx B9 iSCSI Ei@id E—T5 i HAVERAIEH VMware Transit Connect/AWS Transit Gateway, £
f£Amazon FSx ONTAPHEZE LUN, iBIREBLITR KRR IE b4k,

£ Linux &P im L, HfR iISCSI SFFZFETEIETT. BCE LUN T, 1B5SMAB XA Ubuntu BCE iSCSI #Y
FaER (fFRRB)) Ak o

ISR T 404148 iSCSI LUN %3 3] Windows E#1.:
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7 FSx ONTAPHEZE LUN:

1. {8 FSx for ONTAPX R Zi Y EIRim [ i51aINetApp ONTAP CLI,
2. FERA/NARRH AR ROIEAEGFRE A/ LUN,

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxvalZ2svm -volume
nimfsxscsivol -lun nimofsxlun0Ol -size 5gb -ostype windows -space
-reserve enabled

IR EIH, FAIQET —1PAR/NA 5g (5368709120) HY LUN,
1. BUERAEERY igroup SREEHIMILE M AT LASIEFERY LUNG

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm —-igroup
winIG -protocol iscsi -ostype windows —-initiator ign.1991-

05.com.microsoft:vmcdcOl.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntul1l iscsi linux ign.2021-

10.com.ubuntu:01:initiator01
vmcfsxval2svm

winIG iscsi windows ign.1991-
05.com.microsoft:vmcdcO0l.fsxtesting.local

EBRTEWNHRE.

1. FEALU T <% LUN BRETE] igroup:
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=
Mz

1

22

1.

2
3
4
5

FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path
/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State Mapped Type
Size
vmcfsxval2svm

/vol/blocktest01/1un01 online mapped linux
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online mapped windows
5GB

=R
. BHECERY LUN E#£E] Windows VM:
K39 LUN ZEZZI{IF VMware cloud on AWS SDDC 8 Windows T4, iERIL THE:

@it RDP %#%%I VMware Cloud on AWS SDDC EHEER) Windows VM,

. SMEIARSISEEES > (UFRIR > TA > iSCSI Brh2sFTFF iSCSI Brh2s B M AHEE,

- ERIETRS, BEKRICIARMIIRT, ARRAN iSCSI BirimOY IP #itlk,
NBIRFEmRR, EREAMNEF, ARREER N EE .

: %ﬁ%ﬁﬁ%ﬁ%@, AEIEFE T BN BRI B S iEE s S ILEEAMAWE BT IR . BES

@ Windows FEA4 S B EEFIIE T R iSCSI &, 251l DSM &R R ERE LUHE
Fo



Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect

To discover and log on to & target using a basc connection, type
DNS name of the target and then dick Quick Connect.

Target: 10.222.2.221
Discovered targets
| Name St

| lan. 159203, com.netapp:en. 264efel 32409 1 leca®51d5f...  Con

To connect using advanced opbons, select a target and then
chick Connect

To completely deconnect a target, select the target and
then dick Disconnect.

For tarpet properties, induding configuration of sesgons,
select the target and cick Properbes.

For configuration of devices assodated with a target, salect
the target and then dick Devices.

Qusck Connect

Targets that are avalable for connection at the [P address or DS name that you
provided are Isted below. If multiple targets are avalable, you need to connect
to each target indnidualy.

Connections made here will be added to the list of Favorite Targets and an attempt
to restore them will be made every time this computer restarts,

Dscovered targets

Status

oF

. 1992-08. com.netapp:en. f0cO05aF2dc6 1 Lecacs,

Comected

Brogress regort

FHEEA (SVM) £BY LUN 3F Windows ENRRBRAMERE. ENASBEIRIERFTRIIAEE,
BT TR U T B A FohER U A IEE |

1. #TF Windows I+ BN EELARERF: Fia
2. ESMMPEBHFFMET =

3. PR MEEE,

4. IR > EMPEHE,

e i Wi
Bl Aot e Mg

g em Emr

>EETH > iHEHEE,

I Compie Wansgmresd Lot | Vohae
w [l St Teads i

A imemnt ]} type | MleSysiues | St
[ —— ]

gl Mms NIV
|| o 350 _anadPi_Dhi Ut D00 D) Bl B U9
e el g M KTIE

Pty Promy 4
Aty (Fremry Pamptcr)
A by e, BT, Py 5 i

+ B e
i i T Bk
| Dk Mgt
. Semme sl Apphcstmen

bl s, Feges T, G Doms By Fustitcnel MALCD TLNOE BB
Sty

| Caprcy ] bres pan[ A fome ]

sfadd  winGh i

= i |

R

e GE Ol WTFY
el gy Faomgey Fpmnza)
= i

[

amE 4 ol
=]

0 il

irvicszan

prol (L]
iy T —_—

W e it [ Fromsey patibes

i
‘
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Y Windows EHERIAIEITRY LUN B, EREDKEXHRG. BITHUA TSI ERK LUN, F (7]
%) ERXHRSEINE LUN:

1. B5) Windows B EI1E,
2. AEET LUN, AERBEFIEEET D XK,
3. IRIEESHANREAHITIRIE, TEHURAIF, BREIREES Fo

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP (Z#F CVO) =ET NetApp HIONTAPTEER IR RMANZEIBEIRBR SR
, BJ¥E£ Amazon Web Services (AWS). Microsoft Azure 1 Google Cloud Platform (GCP) LR4fEMA,

EEONTAPHIMGEXRA, ERATEREFME, AWEERHRNAMERBRENFERG, NTEFEHE
IT ARRRAEMATERERHE,

CVO E&E FEENS TTEEMIE ERRE ML S B EIEF . mimHHiRE], NTTEEREEEEE—IL - XL
@I B —E AR B 12T H &NetApp Cloud Manager #{T&IE,

CVO Bigit STERMHIRERIIEREM T H M IR EIRIIRE, AR EERRRS 2NN AERF

Cloud Volumes ONTAP (CVO) E /R EiEIE1ZE
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7 AWS FEZZE#HHICloud Volumes ONTAPSZG| (B1TZE)

ATLAMTE VMware Cloud on AWS SDDC 15 ARSI EZIMH13EZ Cloud Volumes ONTAPEEH] LUN, X
LeEIR O] IR EFE A AWS VM Linux Windows PG L, HEHET iSCSI £40Y, BJLITE Linux %
Windows & i B3 LUNS {EARIEEIAIR], EHCloud Volumes ONTAP 3% iSCSI. SMB #1 NFS th
o REJINEENT BEENAIZE Cloud Volumes ONTAPE,

BREMNKHIMEE I E = USSR MRS 5T, BERILREIiEs= VPN 3 DirectConnect 2315
AWS HIMLEIERE, FEEEMAEHIZICIoud Volumes ONTAPEEL T A HAHISEE, E1EZA#FCloud
Volumes ONTAPR A 2 [BIE HI4IE, BRI IKE ALK 2 BHEIEER"

fEF"Cloud Volumes ONTAPA/NEZE 25" HHaFaTE Cloud Volumes ONTAPSEGIAI A/ 1t
g, MatmaRih i RE LA {ECIoud Volumes ONTAPA/NEZE 2RI N o

1. ZZENetApp Cloud Central; 275 Fabric View R&E. #ZICloud Volumes ONTAPIEIN K HiEF K E I =
EIER. ERME, BER Canvas B&o

Cloud Manager i L [ | Bt
Replication Backup & Restore 8 Diata Sense File Cache Compute Sync All Services (+8) ~
!
(&) Canvas €D Go to Canvas View

f_g'_'w Add Working Environment

1. EEESEEN L, BHANIEFER, AREREAWS (FASHNRREERE,

Cloud Manager

Add Working Environment

an
: 23 ) =
Misrosalt Aaume Amazon Wl Seevioos naghe Cload Harfom Qin Premisey
Choose Type
=}
Clowd volumes ONTAP Clngad volumes ONTAP HA amazan Fix for ONTAP
TS g pealaiiey | sigh salabiity
o

1. REZCRMIFRRIFAES, SEFMRRMAEERRE. 2E Continue’,
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Create a New Warking Environment Details and Credentials

T Previous Step Instance Profile 139763910815 netapp.com-cloud-volumes-.., [
| Edit Credentials
Credential Mame Account 1D Marketplace Subscription
Deataiks Credentials
Warking Emvironment Mamea (Cluster Name) User Mame
fexovotestingDl admin
Password
° Add Tags oriaral Feld | U to four tis seenesne

Confirm Password

(STt II T ]

Continue

1. 3%&#%Cloud Volumes ONTAPEBERIMINNARSS , E3EBlueXP733E. BlueXP backup and recoveryld
KCloud Insights, B #i“Continue’s

Create a New Working Environment Services
i(:{ﬁ Data Sense & Compliance ] v
I(_%’ | Backup to Cloud ] “
| ;In_l Monitoring ﬂ‘ W

1. £ HA BREREITIE £, EEZHAKERE,

Creale a New Werking Environment HA DE‘[Q’JJD}’I'I"IEI'I'[ Models

T Previous Step
Multiple Availability Zones Single Avallability Zone

o Provides maximum protection against AZ failures. o Protects against failures within a single AZ

Single availability zone. HA nodes are in a placement

Enables selection of 3 availability zones. . -
@ Y group, spread across distinet underlying hardware.

@ An HA node serves data if its partner goes offline. 6 An HA node serves data if its partner goes affline,

I Extended Info I Extended Info

1. EXIigA VPC'TUE, MAMEER, AGRE WS,



Create a New Working Environment

Region & VPC

T Previous Step AWS Ragion WRC Secunty group
US West | Oregon - vpe-Od1c764bocd 950805 - Use a generated security group
10.222.0.0M6
— — - =
o Node 1: o Mode 2: == == Mediator:
o [ s} _——
Availability Zone Availability Zone Avaitability Zone
ws-west-2a = us-west-2b ~ us-west-2c
Subniet Subiriet Subsreat
10.222.1.0¢/24 * 10.222.2.0024 * 10.222.3.0¢624

Conbnue

1. 7EEHM SSH BMINIETE L, % HA MR/ HEE S %o

Create a New Working Environment

T Previous Step

K

Modes

S5H Authentication Method

Password

1. 3875 Th P ik, AFBEMLE,

Connectivity & SSH Authentication

il
i

——  Mediator

i Security Group

- Use a generated security group

Key Pair Name

nimokey

Imternet Connection Method

Public IP address

Continue
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Create a New Working Environment FIDaEi[‘Ig |Ps

T Previous Step Floating P addresses are required for cluster and SvM access and for NES and OFS data access. These floating IPs can migrate between
HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS transit gateway.

You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the selected AWS region,

Floating IP address for cluster management

172.16.007

Floating IP address 1 for NFS and CIFS data
1721602

Finating IP addrass 2 for NFS and CIFS data

172.16.0.3

Fioating IP address for SVM managemant [Opticnal)

1 EFEHNREARUSSEER IP thitIERE, ARRESLE,

172.16.0.4

Create a New Working Environment Route Tables

T Previous Step Select the route tables that should include routes to the floating IP addresses. This enables dlient access 1o the Clowd Violumes ONTAP HA
pair. If you loave a route table unselectod, clients that are associated with the route table canndat access tha HA pair,

Additional information

Name Main {133 Associate with Subnet Tags

| Yes rth-00b2d30c Ieafdbdd 0 Subnets 1 Tags

1 Route Tables | The main rowte table s the default for the VPC

tinie

1. EEUEMENE L, &EF AWS BEMNE.



Create a New Warking Environment Data E[]Cr‘}-’pti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryption cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. EFRVFRNIEAD: 1ZEREN ESERIAFRHER BYOL, 7EMRAFIFR, £ T REMRENFIED,

Create a New Working EnviranmentCloud Volumes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)
Learn more about our charging methods Learn more about NetApp Support Site (N55) accounts
To reglster this Cloud Volumes ONTAP to support,you
=
|;E(]) (® Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a NetApp Support Site account?Select go to

Bring your own license finish deploying this system.After its created,use the

Sunnart Baaichr atinn antinn o rreate an MES arcnnt

1. #RYEETE AWS SDDC £ VMware = EIETRIEIMN LB TEH LR, T/ TANTEE
BHRFHITIER.

Create a New Working Environment Precon ﬁgLJFE}d Pa{'_kﬁlgﬁ":';

Select a preconfigured Cloud Volumes ONTAP aystemn thet best matches your neads, or create your own configuration
Preconfigured sattings can ba modified st a later ime

L4 S0 )

POC and small workloads Database and application data Cost effective DR Highest performance production
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1. TEFIRERITE, BHfR CIFS fRE2[AE 71E2AY DNS #1 Active Directory AL ES %, 7EEIE
SMB &2 A1, BERITHLTE,

JE;_:: fexcvotesting01 mutiple azs) B e
volumes HA Status Cost Replications ] (o @ A
*D Create a CIFS server & Atvanten
DNS Primary IP Address Active Directory Domain to jain
1a2.168.1.9
DNS Secondary I[P Addresc (Optonal) Credentisls authorized 1O jdn [he domar

1. EF2REEMN CVO £, ARREQEE AT, BFELHNK/), ~EEREFAENREIE
BAEAIENHREERENRE L. MTFIER, %EF SMB 1EAMHIY.

Create new volume in fsxcvotestingDl Volume Details. Protection & Protocol

Details & Protection Protocol

folume Name Size (G} i NFS CIFS I5CS1
smbdemaovaldl 100

Sharne name Permisslons

Snapshot Policy smbdemoval0l share Full Contral -
default -

U Defaul Policy Jsers § Groups

Continue
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E@ smbdemovol01

INFO

Disk Type GP2
Tiering Policy None
Backup OFF

H ONLIN

CAPACITY

W 1.67 MB

1(} GB EEE !.-SEf'J

Allocated

1. &G, £ mount S5 M AWS SDDC EA1H VMware Cloud EiETRIEIMIERZERIH S,
2. ’JE_:%'J LU B H455 R BRAT AR IR sh 83t TG B4 3 E) AWS SDDC H VMware Cloud EiEfTBYREIA

Jan) fsxcvotesting01 mutipieazs
Valumes HA Status Cost Replicathons
O Mount Volume smbdemevalol

6 Access from inside the VPC using Floating IP

¥ Auto failover between nodes

The IP address .1L|Ir|rn.'|1ir.'|:}3l migrates between rodes if failures oocur

Go to your machine and enter this commuand

WWIT2.16. 0.3 sebdenovo il _share

6 Access from outside the VPC using AWS Private |P

Mo auto failover between nodas

The IP address does not migrate between nodes if failures ocour

To avobd traffic between nodes, mount the volume by using the primary node's IP address:

WAI0.223. 1. 108 sobdemovoldl_share

If the primary node goes affline, mount the volume by using the HA partner’s IP address
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E¥4Cloud Volumes ONTAP LUN ZFHIZZEN, BEZMUTHE:

1. 7£ Cloud Manager Canvas Bl L, X iiCloud Volumes ONTAP L{EIfiE LIQIEF EIES,
2. BEARINSE > W5, EFISCSI, RERH0IEFRE, £ Continue’s

Details & Protection Protocol
S
FTIItOF GeFOdap
tetault
B it P
Windows
- L -
i Vidtwaze Cloud - ntag- Fo-demna phete - wmedclll - Summary X wmedelll * Y tiethipp Closd Mariager * i @ ¥ o

A8 = WMWaneInc.com

1. BBEfE, ®F1ZE, ARREER IQN. EEHiSCSI [REBR (IQN), FEREEH, EIZMENE
LUN BV iSCSI &%,

E3HiIF VMware Cloud on AWS SDDC _EMIFHFeritBE1R{E, B TS E:

1. @it RDP %#%] AWS £ VMware = EFEER VM.
2. §TFF iSCS| ZiciEF B M IIEIE: RSZIFEIESR > (5= > TH > iSCSI KieiER.
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3. FERIET R, BEHERIMIFERNIFA", ARRAN SCSI Birin R IP ik,
4. WBRERRFR, ERELMNET, ARREER N EE
o EEBAZRRE, AREFITENBHNBREIERIFIERRNZIWRE BT IR, BE SR

o

@ Windows NS EBFEFRIE T R I iSCSI &, 25l DSM &R R IF UM
28

150 Ireliatad Picperiess =

Targets  Dsrovery Eavneite Targets  Volumes and Devices. - SADILS  Confipuraton
Gk Corrmect

To desoover andiog on to 3 target usng & baec connechon, Type the [P address or
DS e of e Lorged sl hen Ciek Quack Cormect.,

Tanget: 172.24.2.9 Duick Connect...
Destorrnraed tangets
efesh
Pare Skabe

T tonnest utrg advanted airbans, Beleit & 1anget and then

ek Connect,

To completsly dsconnect s tangel, select e target and D

fhen dick Discomnect. e
For tanget properies, nckidng Gorioursban of setcns, I gt
select the bwget and dick Properties, I

For oonfigur ation af devwoss sssodabed with & target, ssect TP

the barget and B dick Desaces.

SVM FEy LUN 3f Windows ENRRBRAMEE, ENA=BEIAIMERFTRIIAEE. BITMUA TS
B R FohERAE UL A |

1. 477 Windows i+ B ERELAER: Fih > EETH > itBHERE,

2. ESMMPERAFET .

3. BHMEEE

4. BEHIRME > EMEEEE,
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% Windows EHERIARIFE LUN BY, BREDXBIXHERSL. F1A8K LUN; HE (A% @B 5e U
THBERXERFHEIIL LUN:

1. B5h Windows W EIE,

2. 58T LUN, AEREEINEEDSXRE,

3. IREBAS AR ITIRE, EIRGId, BERERLEE Fo

7E Linux EFim L, 1R iSCSI FHFIEFIETEIETT. BLE LUN /5, B3IAE X Linux K1ThRAY iSCSI B2 &
MiEHisrE. 190, Ubuntu iSCSI ECE RILAFRE"tEAL"s BBIGIE, 1EM shell iE1T Isblk cmds


https://ubuntu.com/server/docs/service-iscsi
https://ubuntu.com/server/docs/service-iscsi
https://ubuntu.com/server/docs/service-iscsi
https://ubuntu.com/server/docs/service-iscsi
https://ubuntu.com/server/docs/service-iscsi

7 Linux ¥ 5 _FiE#H Cloud Volumes ONTAP NFS %

EM AWS SDDC £ VMC HRRIREIMHIIEEEICloud Volumes ONTAP (DIY) X4 &R %:, BT TEE:
1. EZEIFEERILinux3Z i,
2. (FRARLINE (SSH) ELfI EITALRIHHEREHNERE R,
3. FAUTHSNENERRIE—TER.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl

. ¥amazon FSx ONTAP NrS HHHI —FRIEMBER.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol0l
/fsxcvotesting0l/nfsdemovol0l
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ubuntuld Enforce US Keyboard Layout

Azure EHMUARSS . (EFANetApp FiBRTIEIT
NetApp #i# AJ LU SRR EZF BTN 27 BTN Z] Azure VMware AR5

Azure NetApp Files(ANF) {EA% 75 NFS #iET=fE

ESXi hizZs 3 FEAMBRZERSINT NFS BUBTFHESZRS, XIRAMY BT vSphere H97FiELNAE,

7£ NFS L£iz17 vSphere R REBEIAMLEBE 2R ARNED, AANTRMETEAWMEENRE Y. MNREEDM
BURAHIOEE KREMEHIINEE (NAS), NIRZE FEEA Azure NetApp File #3E1ZAETE Azure FRERE Azure
VMware i/ 753 SDDC, LUEiRBEMMERED ST,

Azure NetApp FilesE T 57475, SR AMAINetApp ONTAPEUEE BRI, Microsoft Azure FREZ D=
3 Ebltl. ERMEN, Azure NetApp FilesBFE KT, HFHEBEFZHXBENEHIRESIF. GBRNE
=AM (HA), Azure NetApp Filesh] URIPERIEIR R Z A ZEPUTRIF M, HAGRMEFR ML
99.99%" IE EZ1THYIEIAY SLA.
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BX ANF {ER%h7E NFS BiREMHNES(ER, iR

* "ANF {E#NFE NFS $3RTZ0E: "
* "Azure FHIFNTE NFS S3EIFAEIEIN"

Azure NetApp Files(ANF) {EAREEZTZE

Azure NetApp Files7y Azure TR EWREIEEIENEFM, UECATUEMNEERTFARMNBRER, BENT
EREER I TIRAIZITEN], MRS,

Azure NetApp FilesiHER T[S, RILERILUSFIEETXHNNARFIBERR. X% —K, BERLEHHR
WEEHNARER, HEERUIRINREN AREFIRAE .

AT 1ZAk35 283 Microsoft Azure I JF12HEY, FEILE PRI LUES Microsoft iR\ MYEI—EB AT EIEE
BIARZZ. HH Microsoft IR —MAZIFILEZT L0 thE—fRF REEREBIRREZMMARINZ X T
3, BRI ZEETF Windows # Linux XEMNNARRRE, EEMFEHRIFEHEMNT.

MTHREZER, BIHE"ANF (EAREEEFE

Cloud Volumes ONTAP (CVO) {EH R =iEiETZE

Cloud Volumes ONTAP (CVO) @& T NetApp ONTAPTEBE IR RN S EUE S IBMRASZERE, AT
Amazon Web Services (AWS). Microsoft Azure #1 Google Cloud Platform (GCP) R4 #FH,

ERONTAPHIRMGE X R, EATREFME, AFEECRNAMERBENFERG, NTEFEHIE
IT ARFAEHAEREZHE.

CVO &P BTG EIEMIDSBE I EIEIEDR L. sinFiRE, MTTEEHESSEBEE—IL - FiaXLE
£RiE I B — AR B IRIEH & NetApp Cloud Manager #{T& I,

CVO Byigit STERMHIREEIIEEM A H M IR EIRIIEE, AR ERERRR 2NN AERF

MTRBEZIER, EIRIR'CVO FAZFIEEFE"

ANF EIEFMERRIR S =R

B ARIHRALREERRBEMMAER L, (FALLIREN—D, REEEERE
WEW VMware %, BEINFAZAEHRRMAEIRZ. BA. TFENEREIER
AJRET4E, IR RIENE A SITHEERIENIRL . SEFORE. BIEROES. £
BERIEGR. &F. WWFRE, SMAERRRANTG AR ERES BRI S kgkm
o MERETRAVIRIEN, EEFAGEIMENS)\ERIERFERER—XEE
o FRTIERIEMBITEZIN, FENIERERAN TREREEENSBENIERTH
BE

fERZA

RE Azure VMware RS RENE M T RSHPESIIRE, EARBIZHIFEETIRS) T X FEFEIL(ER
HESNARNSLAN. BTFEERSENSE, Rt BREENE—SEZRANES N, XAIEREFE
BEMTERHBIMAIENM 35-40% HEZ, XETIEAHFTETINIEFMHETE, MAZFIINIDSH, BEXFK
ETEXMTFINIENZER,
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EMNZERUTHS, ERPEERATVREHRSSH (VCPUNMem) , B IXEFHEEERAMNER, RiEft
MBS, MIIRE 12 SEVRBEFHER K. XFEIMEE TCO, EAMINBIEEFFIEIHINGS S, Mt
MNEEFENRAZEZHEFETE. XERTEMAG, SFEI%. RERE. BR. FRNREFES.

Azure VMware fERAEN S — M ELRAGIRREME (DR), KEHARELHEH LKA DR K, =&
A RETRXEIEBA{X YT DR Mz{THAR HiEF OB SIEN, EERARSERN RSN IRTERRRRTE LA
=[8] DR &L, PASRMIA] LAY RFMEMA T RINEINIEN, XAIER— AR5 II8ER.

BMEZ, AfRLERMADE:

* £ ANF SUBETFHET RIFMERE

* fEF ANF SIBEFMEFARMEME BAR, UEERMHEX SRR (SDDC) ZBlHyZS#EY Azure XIRISCI
AR E TIER. AIERARNNA T WEIEAAzUre NetApp Files HEUBTFERMMAEMRE (HEikk
FREMGEMER) LUK Azure VMware iR 75 =R —RBVEIERIFH DR I8E, EIEEETEM vSAN 7R
HEMERE.

()  BxEmANF WEEHENESEE, BHAGFTEHENNetAppE Microsoft BT 42K,

Azure 1Y VMware Cloud %&If

Azure VMware R ZE

Azure VMware fERA R (AVS) @— MR E=ARSS, AITE Microsoft Azure AHZEHIRHEINEETT £ VMware
SDDC, AVS Z2f#F Azure EtZEH#). T2 H Microsoft BIEF1FH425d VMware IR E— AR AR,
Alt, EFPAILEREATFITEEIMEE VMware ESXi. AT BRIAFEHY vSAN LUK A FMLHM R 2R NSX,
[EIESFI A Microsoft Azure BV EREMMA ). —REVEIBR OISR SEENRE Azure IRESFBAFRESH
FZHIEIR M, Azure VMware fi#)R75 2 SDDC #lAzure NetApp FilesBV2E & LUR/NIMEIERIZE T RIEM

BEo
T ERWTE, 282 VMware SDDC B, #IAEEEE S TAK:

* VMware ESXi ENBEFIHEEIAMKY, HERA vCenter fRSZ2FEEHITEIE,

* VMware vSAN BRI&1Z(E, &7 S ESXi ENHMIEEMEERF.

* VMware NSX B FEIMMLIZ L, FER NSX Manager S£8H#1TE IR,
ZERIE
Tt BEIRRE SR BA S, Azure NetApp X A& T B BAETRIEN SIENBIEFE TIERH UK
XHRSE, BB FEHIERE RS ERIINAERERER TCO, TitRABIunME, % Azure VMware fi#)R
F 2= LUK Azure NetApp Files#B ] LURESEIM =M HE. BAMA SNl —BEMZEmMIRE. TIEMEMNNE

AU R EWEBEMN M, ©5RATERFENABNIENEZEFER, FicE, R2HRENUEMREEN
BIMALET ZW; TEMBEERITAE, Azure NetApp FilesBBI FLIULEBIAEE.

B4

BXHHEREE!

* BIMIE R LUEAZzure NetApp FilesFBE AVS SDDC _EHIEIETE S,
* RENAREFMEEEHREESHNRY, UEEFEENEMMt R MHIAR TR HEIE,
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s B EE. BPEYRYIAEKR/\IhEEE L vVSAN FENEAE 244,

* FEAMNSEBREFRIEXBES TIERHAIEEE,

* W1 Azure VMware R F R B4R, Azure NetApp Files 2L EFEM EMTEIERR RS2,
EMET LRI ELZERS
BTRAEXSXEPERNEENELZEER, 2R TMLHEE:

* Azure VMware fi#/R 75 2314

"https://docs.microsoft.com/en-us/azure/azure-vmware/"

* Azure NetApp Files#4

"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

* FAzure NetApp Files#IEFMEMIINE] Azure VMware RS REN (Fikihi)

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-
hosts?tabs=azure-portal/

7£ Azure HEljE#MFE NFS HHETEE
ESXi hikZs 3 7EAHIERZE S| NT NFS #EFEESF, XA R T vSphere BITZE(ELY

ok
HEo

7£ NFS Li51T vSphere B AREBEINMEERE 2K ARIED, RATRME TEARNMEEMEEM. MNRETELH
BUER OB KREMKMIINE E (NAS), NEZEEFER Azure NetApp File #IBTFEMETE Azure HERZE Azure
VMware fi#iR75% SDDC, MUmARAEMMERE .

Azure NetApp FilesET W 7 4Hisc. SaIAMRINetApp ONTAPEIEE IR, Microsoft Azure IRESHHN=
K B, TRME A, Azure NetApp FilesBTE KR, HHEETFSHMXFENEHRESZF. EEANE
ISR A (HA), Azure NetApp FilesEIfRIFIEHEIBE R A S HUTHR M, HAGRMITIMSTH SLA
"99.99%"1E & iz1ThY(al,

7£5| NAzure NetApp Files¥EZEINREZ A, HTHIFEEERMEEEERE TEAHNE A NERYT RIZFREE
I RUTENEE.

BICELL TR
* FEIVFE SDDC EBRERAATHNEREE. Fit, VFEFEEREFMESZ N, XEKREESH
TCO,
* (NAISEH— vSAN If1R, Hltt, FREFERESERSET TIRRHERS.
* KBRS MEERRAENAEFER. MHREMAASEIED,

* EEBENZ LHER vSAN REZAZFRBENRMR. BIRK Azure RETF KBRS (PaaS) M (
g0Azure NetApp Files) SERAIEEME, FAALUEREMY REFME, HBEMRIEFEER SDDC £&8R
MFETNR. XMEENTAR T LikHkbR.

Azure NetApp FilesiE RIFIEERE S MEEFM, B EMWIRETE SREURFERH D EFRENRS %5
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Oracle FHURETFRHBIMIINED, FEIHERIEANTE NFS SIEFETHRERBATIREY VMDK, FRIbZ 5,
AHVRIRINBEE IS REB I TIRERE I IR E TR E

@ BX & Azure FINetAppfi#/ R 75 =M MM RN FIAEFZE A NHIBEFRFZHIENEE. NetAppiE
WERLBEMX. POC ME~IENIIEFHHTBZaREEEEEER,

FAAZR
MERRNAERE, ZERMWER T INAKIMEARMIFEN Azure FUES ERNMNARFAIBENE, CifE

AT WNEfEFAzure NetApp Files{E4h 78 NFS #UEFME LI AES Azure VMware AR AR HIEENE P EIMN
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xLD

IR RRENEPRERNHERHE BRFRNERIR, TREEZZ DI RABETTAMZAHE] Azure
VMware SRS RBEEIBHSIFEER,

FFAR/IVEEE, B#ER RVTools (FiE) skHEMT A (40 Live Optics 3% Azure Migrate) MR B AIFIERA
SE#3E. RVTools 23X vCPU. vMem. vDisk MIFFEFIEBEE (BEEHBIXFANEIWL) UREBRF
BRIEET A,

HEj&1T RViools, BT E:

1. FHFHRE RVTools.

2. 1817 RVTools, HINEEEIZH vCenter Server FREMNEER, AERBER

3. BEESHE Excel BF&RIK,

4. YRR FREHM vinfo IEI-RHRMIBRMERIRIBRRIEIMN. LA ERM T AEXEFHEERINEM L, 1A
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FRIEFFEHEM TN EHRTEEE Azure VMware SDDC B¥EERI A/

@ S5RENEE—EERNREEMSAEIMITE,; B2, Azure NetApp FilesA] LR B EEN
SMVTEERE, MMREERIRER TCO,

ZREFEIE Azure VMware fERSE
57—, #X Azure VMware fERA =X FRIIEIREIMNATIRNEMETFEEXEE,
AENBUEIEBEEE AVS, UERKESAzure NetApp FilesE &, FAEBREREZENEGETZE,
RESEADA=NES:

 IMRFREEHEME =

* EETIFMRIIBER ExpressRoute EEHARMILEM X,

* IEMRIERZH BRI E T, XN "G X Azure VMware fi#;R75 % SDDC FEGLS IR &8 o
£/ Azure VMware fi#/ 275 Z2Ec EAzure NetApp Files
Azure NetApp FilesZ [BIRVETE B EEIZIEIT Azure VMware iR X RIREFEFE API/CLI £ Azure
NetApp FilesBRIEE NFS #iEEME, HEHIEFRLTEEMEPEERNER L. RTEM VM N BER
VMDK Z 4, Azure NetAppSX{#&iRa] LAMTE Azure VMware f#/R 752 SDDC FIEFEIER VM thitd, B

FAzure NetApp FilesZ#5iRS 25 H 2R (SMB) FIME X B RS (NFS) hiX, FIEERIALETE Linux EF %
L HREE] Windows % L,

@ N T IRGRIEMRE, 15 Azure NetApp FilesEREBESHE SHERMNATAXIEF, 5 Express
HRERBEHE R MHEENRE, RNRAEEELDMEIER,

%)l%} Azure NetAppXHEMINNA Azure VMware f#R75EFAB =M VMware #IEFE, 1BHRFRBE LT IRE
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vmw-azure-avs-overview.html
vmw-azure-avs-overview.html
vmw-azure-avs-overview.html
vmw-azure-avs-overview.html
vmw-azure-avs-overview.html

AIFE S

1. £/ az login FHIIFITIH 23S 23 2 Microsoft. AVS &5 = [8]H Y CloudSanExperience IhaE,

az login —-tenant XCVXCVXC— VXCV— XCVX— CVXC— VXCVXCVXCV

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
1. NRFKEM, WM.

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

() EBANEE 15 HEA R,
I, BREERRS, HETUTH

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
-—query properties.state

1. INSEMHEBERIEREED 156 8, WEUEIM, AREIFEMZITE.

az feature unregister --name "CloudSankExperience" --namespace
"Microsoft.AVS"
az feature register --name "CloudSanExperience" --namespace

"Microsoft.AVS"

1. IIFTIRE S EEME] Microsoft. AVS @ = 8] fY AnfDatastoreExperience ThaE.

az feature show --name "AnfDatastoreExperience" --namespace
"Microsoft.AVS" --query properties.state

1. I8IF vmware ¥ B EE L,

az extension show —--name vmware

1. IR RERE, BRIERARE N 3.0.00 IRLETIBRE, EEHT R,

az extension update --name vmware
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1 MRERLREZY R, BREE.

az extension add —-—-name vmware



BIEH L Azure NetApp Files

1. &R Azure 1P #IA18]Azure NetApp Files, JRIEXfAzure NetApp FilesAzure NetApp FilesH9i/5a]4% R
» FFH az provider register --namespace Microsoft.NetApp —wait' 85, FME, CIE—
MNetApptk o BE XA "§5i%" 7 #IFAT E,

Home > Azure NetApp Files >

Azure NetApp Files « New NetApp account

Hybrid Cloud TME

-+~ Create @ Manage view -~
Name *

| Enter the name |

| Filter for any field...

Name T Subscription
| Hybrid Cloud TME Onprem v |

& ANFAVSAcct
Resource group *

| ANFAVSVaI2 V]
Create new

& ANFDatastoreacct

Location *

| West Europe ~ |

1. BIENetAPPIK S, REAEBMERSEINNANNEEM, EXFAER, BSHL 2"

Home > Azure Netdpp Fles > ANFDatastoreacct New capacity pool %
Azure NetApp Files
Hybrid Cloud TME

Nam
¥ Rl [Frter e name

;;;;;

EEIRENESR
* Azure NetApp Files_EBV#IETFESZ1F NFSv3,

* TEANFERA vSAN EFERERY, RIEFENTEZ RN TIEAHERASRIIRER, WHEEZRHNT
R HERBRE.

1. #JAzure NetApp FilesELEZHE T, HECIRERIEELL TN, BXCIBERFRIFASE, FS
L "SR

2. ERAEMNEET R FRELZET-RASIEFER NFS &,
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= ANFDatastoreacct | Volumes

NetApp account

[2 search (curt+n | « + Addvolume - Add data replication () Refresh
W Overview =
3 |p5em:h volumes |
W Activity log

Name T | Quota ™ ‘ Throughput T ‘ Protocol type ™ ‘ Mount path ™ ‘ Service level T ‘ Network features Ty ‘ Capacity pt
A Access control (IAM)

i anfrecods001 4T 262.144 Mis/s NFSv3 172.30.153.132:/ANFRe  Premium Standard anfrecods
$ Tags

i anfrecodsu002 4 TiB 524.288 MiB/s NFSv3 172.30.153.132/anfrec. Ultra Standard anfrecodsu
Settings « »

HE T fEAzure NetApp FilesEIRA/NHECEIBIERE, B2 Azure NetApp FilesBY 4 EEF EEIN,
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& Azure NetApp X HEIBEMEAINEIAE R

(D B LAEA Azure I JF 45 Azure NetApp FilesEMINEIEHFAE =. FFIL" K B HER Ay iEE"
fEF Azure [TJP Z 4 HEE Azure NetAppSXI4EUETZ(E,

E% Azure NetApp X HHEIEEFERINEIFAE =, BRAU TSR

1. SEMFRRMTIREE, BEEITEHNG R NFS BUBEFMEMINE] Azure VMware RS ZINE =B

o

2. {3 Azure VMware R RIB B ETHIE ANF B EUEFME,

C:\Users\niyaz>az vmware datastore netapp-volume create —--name
ANFRecoDSU002 --resource-group anfavsval2 --cluster Cluster-1 --private
-cloud ANFDataClus --volume-id /subscriptions/Oefa2dfb-917c-4497-b56a-
b3fdeadb811ll/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
02

{

"diskPoolVolume": null,

"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC
louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

"name": "ANFRecoDSUO002",

"netAppVolume": {

"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
oz2",

"resourceGroup": "anfavsval2"

by

"provisioningState": "Succeeded",

"resourceGroup": "anfavsval2",

"type": "Microsoft.AVS/privateClouds/clusters/datastores"

List all the datastores in a private cloud cluster.

C:\Users\niyaz>az vmware $#E7Z(i&%!3k --resource-group anfavsval2 --cluster Cluster-1 --private-cloud
ANFDataClus [ { “diskPoolVolume”: null, “id”: “/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDS001”, “name”: “ANFRecoDS001”, “netAppVolume”: {*“id”

. “Isubscriptions/Oefa2dfb-917c-4497-b56a-b3f4eadb8111/resourceGroups/anfavsval2/providers/
NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001”,
“resourceGroup”: “anfavsval2’}, “provisioningState”: “BYIfH”, “resourceGroup”: “anfavsval2”, “type”
: “Microsoft. AVS/privateClouds/clusters/datastores”}, { “diskPoolVolume”: null, “id”

. “/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
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Cluster-1/datastores/ANFRecoDSU002”, “name”: “ANFRecoDSU002”, “netAppVolume”: { “id”:
“/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAppAccounts/anfdatastoreacct/
capacityPools/anfrecodsu/volumes/anfrecodsU002”, “resourceGroup”: “NetApp”}, “provisioningState”
© “BYIN”, “resourceGroup”: “anfavsval2’, “type”: “Microsoft.AVS/privateClouds/clusters/datastores”}]

1. ERUVBINEERRE, ERENBEFERE,

W (] 3 ant-21-stdds0l

-

R~T#0MEREM 1k
Azure NetApp FilesZ1F=FIRSZK5: tTER (B8 TB 16MBps) . &R (5 TB 64MBps) FBEREK (&
TB 128MBps) . BEEERBER N FHIBETENBNREMEIFEEE, FHAzure NetApp Files, &%
BEA B 2 RFIRIELUTRERME:

* LR B = MHRS AT

* DECLAEHIECER

* REMMRSHE (QoS) A (BEhsiFzh)

Service Throughput
Level
Ultra 128MiB/s per 1TiB quota X —

Premium 64MiB/s per 1TiB quota
Standard 16MiB/s per 1TiB quota

Eg.1 Premium Tier Nl Up to 128MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Eg.2 Premium Tier :,%?ug_ig Up to 6.25MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

BEXEZEE, 1207 "Azure NetApp FilesBIIRS 5" o
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SEXN KB EE LIRS A AR R 4R S HRiefE AR AL sEE .

HFERENER
* ERBRTANERIENEEERES, WRERETEMME. NMRFZMLLE, WAILERBLRE.

* MFREEHEK, 1B5FEA Premium 2 Ultra B; X TFREEMVBIXXGHRZEK, 15{ER Standard %
Premium B%.

MREE TR

ERAEEIRM, £ NFS kit 3 B, ESXi ENMBNMFEEIRZERNERIABE—NEMEE, XEKRER
BRI ATHRERSNERERE, BR M UEFENREFENTEXRT 2 SRR M,

AT FFAAzure NetApp FilesEMBE LRI AH T, ESXi EHMMSEMEBEITERILZ NMERE, RTRRILIE,
BRI B EZ M IREEX, S M EUEEMEXMER ESXi EHMEFE 2B BIERE,

NTHRFESHHR, REMEZEEAZ N ANF ERIZSMRIEFMHEX, €2 VMDK, H1E VMDK ZExiE
BEHITTRH .

SEXNHKEFIBEE DIR S A AR AR S HRiefE BRI AL sEE

BERENER
 Azure VMware BERTTREGARYE/\ N NFS SUE/EHE, ETLOET SRR,
* FIFB ER HREBER] Ulira SKU SSIEBMHEAEENIER. ESER

* f&Bh Azure NetAppX Ry BAMLRINAE, K H Azure VMware R RHEIES ExpressRoute 8%
# ExpressRoute MXHIH BE£IR,

* WFEBEVRE WEINEERIAZure NetApp Files®, 23#F ExpressRoute FastPath, EFJS, FastPath 3%
ML MEBZEAIXE|Azure NetApp FilesE, SadM%, REFSHFRMERIER,

R INEHREEFRERI A/

L EBEMBSIRERFNZ I TF SDDC Kii B2 BEAN, 7£Azure NetApp FilesH, XLEIHRERTIR HHFLEAM
BE. REMEEMK. BIM Azure [P EEEER/NRFER CLI RIEN NFS $UREFHEN AN TRE, 1A
vCenter, ¥EIIBEEFMIAN £, ARBEEHENNEBIEEME, RAEEERFAEEE. XMAETRTIEMNEE
ERRE, FUISARIRSHIEFEHNMEE, BXEEI. XMIENTFNBRERFRE T ETSERN,
EELENES

* EEBMESRSEFNEAFEET FERERS TEAEN A/ NERURE, NmBERdEiRE,

* RIBF VAAI

TRGHE
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HAERIP

B EDNHIREME ENZE ANF BIEFER—KME. £ Snapshot BIZAPUERE HIEZRT VM SHEUET
fEMARMIERE, ARRENRIEE] Azure THAELISSILKERSIERIF, SERABKIEEHIFHELIXE4HE)
BIIASKIMRHEME . XM AFERZERIEE, MTEAREMRED T FiE= RN NS H .

£ Azure NetApp FilesSnapshot BIZ4s#{TEMFRF, HERNBREF TERIPEZEREEMWV LS
SZHEE (5130 SQL Server 8 Oracle) o X% Snapshot BlZ~5 VMware (—21%) REBARE, ESKEAFR

o

5 ANF SUBZZHE, DR SISTE AT AT S MRS, S EENETIUER
()  B—MEGMERREEIAVS SDDC MMVEHl. REIIERFIES, AILUTH. EHRENRE
BIELRHRENHL, R ISR — 1

BlueXP backup and recovery

BlueXP backup and recoveryfE vCenter F12ft7T vSphere Web i GUI, LUBE &1 RERRIF
Azure VMware f#R75 REIMAA] Azure NetApp X A EIRF R, XLEHEBERTLAE TR REMEAM
IheE, A LUERIEITEm < RKEFZEBIueXP backup and recoveryZhgt,

BILUBE TER A T H BR L EIG EMIRIF RS

1. BAE1TI < Azure VMware R =FAE =R EIMIZEEBIueXP backup and recoverys

2. FNEUTAERE (BRHMNEAE) , AEFMIEEEEERIPHZRNEITIKS (NetAppik
PRIEXZFERA) o

3. BIE— I HENEMRIEREERRAFDIIRE. MEMEMIRE.
4. QI ABRM— P HE N FEEAEDRERIPHIE R
O MNRKZEWE, FEAN VM HRFERE N VMDK HEFIR—UE,

() faBnAzure NetApp Files Snapshot iR, &{HHIREEEERR,

| Dashboard
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£ Azure NetApp Files. JetStream DR #1 Azure VMware 2175 Z#HITRMEIRE

EME T mime—MEBEREBRFENNAZE, FTURIPFTEA SR S PR SRR S

(FIanEhZ|ME) IR, EF VMware VAIO 1EZ2, BILUKZSH] VMware T{EfZEHIZ Azure
Blob ZFEHHITME, MMETMEDH/LELEIBERURIEEZHN RTO, JetStream DR AIHF T
4imE M E B3 AVS LUK 4ERI2Azure NetApp Files T k%, ©@IERAREMELSNE
DERBMEFERNCEFELMEFTSRHREME, JetStream DR &1 Azure Blob Storage Bl
RS E| ANF $3E7ZfE, JetStream DR 1RIE ML BRETIG IR LAY B IAA BB X ER MR VR B BITR B ik
Efighr, HIgHet e SmE LOH TR G R,

"XF3 ANF. JetStream #1 AVS B DR B R77E" o

iEFATF Azure HINetAppREIEZ1ZEIEIN

Azure Z1Fi8id A HlAzure NetApp Files(ANF) BR553%Cloud Volumes ONTAP (CVO) %1%
SREHINetAppTEfiE,

Azure NetApp Files(ANF)

Azure netApp Files /3 Azure TR REHIEEIEMEFME, UEEHTUEMEETEHENNARER. BENT
EREER T IRAIBITEN], MRS,

Azure netApp Files JEFR TFEES, FEILERILUSAEETXHNNAEF ISR, XEE—R, BFUENR
WEEHNARER, HBERLUIRINREN AREFISFATEE.

AF1ZIRS 28 Microsoft Azure [ PRy, HULHA P B L{ER Microsoft B MY B —EB R ERFTEIEE
BIARZZ. H Microsoft BT R— RIS IFILEZ L0 thE—fRS REEREBIRREZMMRINZ X T
3, BRI ZETF Windows # Linux XENNARRRE, EENFEHRIFEBIEMNTt.

Azure NetApp Files(ANF) {E/ R EiEZE 71

£/ Azure VMware fiZ/R75 2 (AVS) B EAzure NetApp Files

B LAM Azure VMware )R 753 SDDC IFEHEIER VM EZAzure NetApp Filestt=, HFAzure
NetApp Filessz#F SMB #1 NFS i, FthH B LAREETE Linux & i EFH ST E] Windows & Fim L,
REANERPTEENEIIZEAzure NetApp FilesB,

Azure NetApp FilesFl Azure VMware 2R 75 R4 F[E— Azure XIg,

100


https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html
https://docs.netapp.com/zh-cn/netapp-solutions-cloud/vmware/vmw-azure-avs-dr-jetstream.html

BIEH L Azure NetApp Files

B0 BFEEE Azure NetApp Files®, BERIUATHE:

1. &R Azure ["]JP#H3AiRlAzure NetApp Files, J23iExTAzure NetApp FilesfRSSEVIA1R], H{EANetApp
provider register --namespace Microsoft.NetApp —wait 5<% 7EfAzure NetApp Files B RIBIHIZEF. 7+
ﬂﬂ';f&ﬁi)ﬁ’ QUE_/PNetApmeFo

ZI

AT BIBES I Azure NetApp FilesEZE", KTUEIESETMZ T T TR,

15 Microsoft Azure B Search resurces, services, and docs (G+/)

Home > Azure NetApp Files >

Azure NetApp Flles . New NetApp account
NatApp (doude st
== Creata }EJ:: Manage view s to: Name ®
Fiter T i nimoAVSANFdemo
Hier 105 any Neic
MName + Subscription
SaaS Backup Production e

Rescurce graup *

"‘H [ MimsavsDema -

Create new

lo NetApp accounts to display Location *
rire Methpp Files makes it easy to migrate and EastUS 2 o
n complex, file-based applications with no code
range. With suppart for multiple protacols and
sgrated data protection, storage management is
simple, fast, and reliable

e R el
Lan crect Créate Downiload a temiplate o autarmation
SR MAie

2. BIENetApptKF/E, REEBHBERSAIIMNA/NNEEM,

BEXELZER, BER"EEBRESet up a capacity pool" o

101


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-create-netapp-account
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-create-netapp-account
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-create-netapp-account
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-create-netapp-account
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-create-netapp-account
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool

102

Hafme

Azure NetApp Files

st | Lhematlast g

Azure NetApp Flles

+ Croate [0 Mansge view

Filtwr for amy finid

Mama 7

B remodvssndems

Page |1 ~ |ofl

mimoA SAN Fdema

MNew capacity pool =

2 nimoAVSANFdemo | Capacity pools

Mg oce

B Search ({Cod=A]
Azure Nethipp Files

»  Active Dhectony connections
Siarage service

= Capacity poois

W Volumes

Data protection

L Snapshot policies
Starage service sdd on
I Notapp add-ons

Automation

i Tasks (preview)

Hame *

 fddpoct (D Retresh | Eresmmony

- : ¥
£ Sparch poals Sorvice level * (0

I Stanclard w ]
Hame Te  Capatity t4 Service ey
L Se(mdye O
ou don't have any capacity poois Click Add pool to get started
4
4TE
Gof type
0 Manissl
'_. Futes

3. 79Azure NetApp FilesTEBEZHFM, HECIESMNIEELLLFM. BXCEZHFMIFALE, HS
7" F M ZEFELAAzure NetApp Files"s

<.~ himoavspriv-vnet | Subnets

Virtual network
B Search (Ctrl+

“» Qverview

B Activity log

P Access control (LAM)
@ Tags

2 Diagnose and solve problems

Settings

% Address space

& Connected devices
> subnets

© DDoS protection
& Firewall

© Security

A4 FRARE
Directory %28,

| -+ Subnet

2 Search su'm;

Name Ty
GatewaySubne
VMSubnet

StorageSubnet
< 1

Add subnet X

Mame *

anf.del o |

Subnet address range * ©
[ 1722430028 "
1722430 - 17224315 (11 + 5 Azure reserved addresses)

|: Add IPv6 address space O

NAT gateway ©

Nane 4
Network security group

MNone W
Route table

Mone N

"AAEDR TR IR AR SMB B, MIRIECIZE SMB B ZHIECE T Active


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet

Heme © dgure MetApp Files
Azure NetApp Files

MetAp [cloudmrroiprodiction coem)

+ Creme 5 Mansge vew o -

Fiitar for any feld
Mame T

B nmoAVEANFdema

Page | 1 ~ gl?

namoAVSANFdema

Join Active Directory

4 nimoAVSANFdemo | Active Directory connections

KetApp mcourd

£ Sparch [Cols))

E Aaivity log

R jccess contral [AM)
& Tam

‘Settings

O cueta

M Properies

B Lecks

Azure Netapp Files

& Acteee Dieciony connections
Storage service

= Capacity poals

S. BHER + BIELIEIE SMB %,

Prmary DNS* &

& Jain () Rehesh Taais

Socondary DNS (2

BNS T4 ADDMS Domai.. 1, SMB Server

Mo ourently joined Active Direcionies
<

AD DME Dewnasin blamg * (0

l nimodeme com

AD Site Nams (D

ShB Server (Computer Account) Pref® O

[ pimaents

Ovganigational Uinit Pathy )

MR FAIEF 2 SQL Server, MEHA SMB 40 A%,

Home @ Agpure Netdpp Files

nisnodlSANFdemo >

7 nimoAVSANFdemo | Volumes

LA b i Tl
B Ssarch (Cete )

Agiste NethApg Files

B Actem Diiectony connections

Siorage service

= Capacty pook

A ohemes

Diata protection

A7 Snaghot policies
Storage sorvice add-on
W Metipp sdd-ons

4+ add volume ) Retiesh

& Semch volui

Marne 1L Quata

Yoo o't Ml ary olumes. Click Addd v

]

-

Create a volume

Basics  Protocol  Tags  Review « creale

This page will hlp you croate an Arure NetApp Files volume i your wubacnpton snd ensble you to access the

violumg from within your virtual network. Learm mone about Azue Nebipp Files

Volume details

Ve narme * [ nimaltestt ]

Capacity posl * 2 | Piapposl hd

Rwailable quots (Gl (7 5

Quota (GE)* © 100 v
100 G

103



104

: nimoAVSANFdemo | Volumes

m o
I P Hame Ty Quota *L  Throughput 'L Protocod type *e Mount path t:  Service level Ty Capacity p«
Loe b W GIE 1.6 ME B sy T 1 nimods - Standand
Azure Metapp Files sl et 0 GiE 16 M NFS3 172 243 4 nimwoltest! Stanchand 0
< »

EEFA T fiAzure NetApp FilesEI A/ NS ECEAYIERE, 1BEEI1H"Azure NetApp FilesBY 4 EEF 25510

[e]

- ERET G, AIAEHZEARER TN ARFHE.

Ak, IBTE Azure P HRBETEUIZETF, AEEFEEHNEHNESRA. SRIREHER
PR RILR IR sh 8RR TG B E E7E Azure VMware fi#R75% SDDC LisfTHy VM L,

L v o leVME - Semmary N (5] b + [+] |— ’n



https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-performance-considerations

", = | nimsmbwvol2 - O X

m r. e e 9
0

- e

# Quick access

nimfool . et
BB Desktop
nimfood
J, Downloads
nimfool
~| Documents nimfeol _
= Pictures
B This PC
=¥ Network

7. BIE Azure VMware foR 752 SDDC _EinfTHY Linux VM 3% NFS %, 5EHRHERNEE. FA%
BPH SRS RFIEERFHE LIERHER,

:~5 zudo mount -t nfs -o rw, hard, tep 172.24.
3.4: f'nimcdemonfsvl Jfhome/nimcadainfnimodemoll
=5 df
Llesystem 1k-blocks Used Avallable UseX Mounted on
Bl168112 i ] Bl168112 ip 4
1639548 1488 16386468 1%
50824704 THOZTS2 8318456 17T%
BloTrze @ 819 8 o5/
5120 i ] 1 0% Srunfl
! a8 8197728 B fsys/f
6832 1008 [snapfcorelBfalla
dev/loop2 Go688 B 186X [fsnap/gtk-common-the
s 1515
fdev/loopl 224256 224256 } 186% [snap/gnome-3-34-188
'WEL]

2224 & 168% /snap/snap-st [547
3152 @ 108X [snapfsnapd/12784
523248 q 1% /bootfefi
16358544 52 53545 1% frunfuser /1868
S4738 54738 8 100% /media/nimcadmin/Viw

re Tools
172.24.3.4: /nimodemontsvl 104857600 o 104857680 8% /home nimcadmin/nimo
demoll

BXEZER, BRI TISEERRS R

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP (Z#F CVO) =ET NetApp BIONTAPTEEIR IR RMAN ZEIBEIRBR SR
, BJ7E£ Amazon Web Services (AWS). Microsoft Azure 1 Google Cloud Platform (GCP) R4 fEMA,

EONTAPHIRMHTE XA, ERARRERME, ATFEERRNAMERERFMEIRMSE, NmEFEHEF
IT )\mﬂéﬁ% EMAAREEHE,

105


https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://docs.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level

CVO & P e T48E EIE ML SR EIEREF O siRFHRE, MMMEEIEESESHTE—IT - FfEX
LEHR3E T B — IR B IRITH] & NetApp Cloud Manager #1T&1E,

CVO BYigit ETERIEIRERIEREM e R BUREIETIRE, LR EEERET NN ARER

Cloud Volumes ONTAP (CVO) E SRR i ET7 %

106



£ Azure FEZEEFHAICloud Volumes ONTAP

AT LLMTE Azure VMware iR 753 SDDC MIERIEERY VM #£#H Cloud Volumes ONTAPHEH] LUN, H
FCloud Volumes ONTAP3Z#% iSCSI. SMB #1 NFS ¥, REtEWRIUZETE Linux EF IR Windows
ERim L, REJLEEAPZERIRIZE Cloud Volumes ONTAP,

EREMTHIMEEFIEI P UBEFREMESTHER, BAERILREIISR VPN 3 ExpressRoute #11
5 pAzure BIMILRIERE, BEHUEMZA#E $1FCloud Volumes ONTAPEBH 7 A SCRSAYSEEl, EEaith
#Cloud Volumes ONTAPZ L Z [BIE HI%HE, BRI IEE RS ZEIVEIRER",

f#H"Cloud Volumes ONTAPA/NFZEE 25" EHHfEE Cloud Volumes ONTAPSEHIBI K/, IR
A L s is s 4 BE LA ECloud Volumes ONTAPA/NEZE2RHY46 N0

1. ZRNetApp Cloud Central — &7 Fabric View [#&. #ZICloud Volumes ONTAPEIN < Hi& 4 5
=B, BRE, BET Canvas FR.

Account W Workspate Connector -
CAOANTDS rA

CHOAVSDEmS Workspace-1

Cloud Manager

Replication Backup & Restore (B Data Sense File Cache Compute

oy
L2) Canvas

Let's Add Your First Working Environment

This is how you deploy, allocate or diScover Your cloud storage
(Chousd Velurnes ONTAR, Cloud Volumes Senvice, on-prem ONTAP or 53 buckels:)

Add Working Environmaent

2. EREEWBITLLE, BENNITIEFE, AGiERE Microsoft Azure (FEATMARRELE XA,

o Account e Workspace  w Conreior b
n Cloud Man Jger CWORYS D Warkanaon- 1 Y
Canvas Replication Jackup & ] s Data Senze File Cache Compiite Sync Al Services (+8) ~
Add New Working Envirenment x
"] I
: 2 2 =
Microsft Arsne Armnagon Web Servicey Google Cloixd Fatfarm On-Freamises
Choose Type
F e P e ¥ F e,
~ { e I
l:\. N, _'.'I "-.""J.JI

Cloud Volumes ONTAP Cloud Velumes ONTAP HA Azure MetApp Files Q

107


https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer
https://cloud.netapp.com/cvo-sizer

108

3. BIEE—Cloud Volumes ONTAPL{£}F150Y, Cloud Manager S1R RIS EFEEHEES,

Add Connector

Need Help?

Create Connector

A Connector ks required to use most of Clowd Manager's features.

The Connector atlows Cloud Manager to manage resources and

processes within your public choud emanonment. It i impostant for

the continued hezslth and operation of the services that you enable.

Let's Start

4. plEEiERE, EMFAEEMNERETR.

Create a New Working Environment

Details and Credentials

Managed Service ide... Saas Backup Prod.., cMCVOoSsub ————————
Edit Credentials |
Credential Name Azure Subscription Marketplace Subscription l
Datails Credentials
Warking Envircnment Name (Cluster Name) User Name
nimavsCvo: admin
Password

O RMEZQEMIMRMIFAER, EEMERMMEER TR, 0 Azure BRI FRARZ (A EIE

28 TlE, BEHE,

Create a New Working Environment

Details and Credentials

Datails Credentials
Working Environment Name (Cluster Mame) User Name
nimavsCvo admin
Passward
o Add Resource Group Tags Optignal Feld ko Sttt

Canfirm Password



6. i%E#ZECloud Volumes ONTAPERZBHIMINNARSS, E3EBlueXPZ3 2. BlueXP backup and recovery A
KCloud Insights. #E#EARSS, FAIREIHEL,

Create a New Working Environment Services
It’a-\f,l Data Sense & Compliance ] W
L% Backup to Cloud = ] s
(ot Monitoring -

7. BRE Azure NI EMZEE, EEEMFHAN Azure X, HIRLH. VNet F1FM,

Create a New Working Emvironment _ocation & Connectivity
FPLITE i 0 Fozoveroe Gnoog
East LS 3 5
" U

+ Croats @ new group & @ eHIRtNg Froup

[larite L] Resguree Group Marmw

venavs VO

Secudy Oatai

nimoavspeienet | NimodvSDema

v Generaied security proug e sty srturity group

172,242,024

8. EHEIFENILEDL: 1RIEAENESERMBIFIEN BYOL, EULRGIH, ERTIREREMNERET,

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts

To register this Cloud Volumes ONTAP 1o support,you

(&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a MetApp Support Sile account?Select go to
finish deploying this system.After its created,use the

Lunnnrt Bagichratinn nntinn tn rreata an KMSS aroniing

Continue

. HEATRMER T EHHEN/ LN FEE B PHITIER,

:% Bring your own license

109



Create a New Working Environment = |'L§CGI'|figLJ rea pa[kﬂgﬁ‘ﬁ

Selecl a preconfigurad Cloud Violumes ONTAP system that besl matches your neads, or create your own canfiguration
Preconfigured seltings can be modified at & ietar tima

0

' So

POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

)
r

Up to 500GE of storage Up to 500GE of storage

f©

10. IZFEZHXBCEZIFNOES Azure FIRHIFR MDY, EBI#ZCloud Volumes ONTAPS:, B8 EH“Go’

Create a Mew Working Environment Review & Approve
nimavsCVO
Eastus 2

[ lunderstand that in order to activate support, | must first register Cloud Violumes ONTAP with NetApp. Mare information =

] lunderstand that Claud Manager will allocate the appropriate Azure resources 1o comply with my above requilremernis. Mere information >

Overview MNetwaorking Storage

1. BEECloud Volumes ONTAP/S, B£%I7f Canvas i@ _ B TEIRIE A,

File Cache Compute

@ Canvas

r_:l_',-. Add Working Environment @ nimaysCVo
® O

DETAILS

Cloud Vodumes ONTAP - Azure  Single

SERVICES

Renllcatinn

- + Enter Working Environment 9

110



SMB ERIMNECE

1. TEFIRERITE, BHfR CIFS fRE2[AE 71E2AY DNS #1 Active Directory AL ES %, 7EEIE
SMB &2 A1, BERITHLTE,

@ nimavsCvo B e anages o
Volumes Replications ( .:'_]. G @ A E
*D Create a CIFS server 4 Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.0.5 nimodema.cam
DNS Secandary P Address {Optional) Credentials authorized to Join the domain

2. gl SMB £ —MERANIE, ERECIEERN CVO £, ARREHCIEEED, HEFEHMK
N, DEERERUSNRENERSLENEINHRERRENRSE Lo XTILER, &% SMB £

MY,
hﬂﬂ){o
Create new volume in nimavsCVO Volume Details, Protection & Protocol

Details & Protection Protocol

Volume Name: Slze (GEY; l NFS CIFS ISCSI
S
nimavssmbyol 1 50
Share name! Permissions:
Snapshot Policy: nimavssmbval1_share Full Control >
default b
I Default Policy Users { Groups:
Everyone;

Continue
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Volumes Replications

GGIUITIES

1 Valume 50 GB Allocated 1.74 MB Total Used (1.74 MB in Disk, 0 KB in Blob)

|~
=@ nimavssmbvoll

EONLIME
INFO CAPACITY
sk i_‘|""" PREM1UM_LR5 ] 1.74 MB
Tering Policy Auto 50 GB Hek Used
Backiin GFF AN ATRO

4. gIE8EE, £ mount 859 M Azure VMware /R 7523 SDDC A1 LE1TH VM EZEIHE,
S. %ﬁiu LU B 12 {65 R BB I 4R IR Bh 28 1R IS B2 2 FII7E Azure VMware f#/R 752 SDDC LEizfThY VM

Volumes Replications

‘:) Mount Volume nimavssmbvoll

Go 1o your machine and enter this command

\\172.24.2.8\nimavssmbvoll_share

e = | mamaessmibrol]_shane

“ Home share Wiew
T2 34D

Date oo difpi
s Quick access
B Deskiop
& Downloads
= Docurmarts
= Prctures

Type e

Tihws fcdder i emphy

" % 8% &

This PC

o Metwark
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1. B TE L, WdHCloud Volumes ONTAP L{EIFIE LIS B EIES,
2. BEHEARNE > FiEFIEF ISCSI, REREREREHEEH, BT Continue’s

Details & Protection Protocol
Volume Mame: Sire (GBY NFS CIFS 15C51
nimavsscesil 500 What about LUNs?
Initiator Group O
Snapshot Policy
» Create Initiatar Group
default
Default Policy Initiator Group

avsvmiG

Continue

3. LB G, ®FizE, ARREEMRIQN, EEH) iSCSI FREZ (IQN), BREER. BIIMENE
LUN BV iSCSI &%,

B ETE Azure VMware f#/R752 SDDC LR FERAEREIZIE, BEHRITUTIRIE:
a. @12 RDP %123 Azure VMware 2R % SDDC HIEER VM,
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S repevee f Dhe Earel s Hheen e Quaeh: Cormecl

farget: 174,29 Quick Conrect. .
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Refresh
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Google Cloud VMware Engine: fEFINetApp/Ffi&HIiEIn

NetAppfFiE ] LUE R EEIZF S #N 7 EMINNE] Google Cloud Virtualization
Engine.

Google Cloud NetApp Volumes (NetApp Volumes) EJ9%h7E NFS $iETFEX

T Z1E Google Cloud VMware Engine (GCVE) IR HIGINTFER EHIE F A LAFIFAGoogle Cloud NetApp
VolumesfE/#h 78 NFS $IBFMEHITEH,. FEIEFMETEGoogle Cloud NetApp Volumes EAFEFEXIHZ
18131 TE HI LARS LE R X
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Google Cloud NetApp Volumes (NetApp Volumes) {ERREEEIZ (4
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2 Google Cloud

Region 1
GCVE Private Cloud Google Cloud NetApp Volumes tenant project'
e VPC Peering 9
vSphere VMs \\ o
N / Datastores
N / - Storage-intensive apps
vmware vmware \ / icati
vSphere ‘ o / / - Phpleason
Nk
N/
Replication
Customer Project, Google Services
E.','.E Compute Engine A r‘l-}-'.a.-"" Region 2
Applicanon Netwark
A On-premizes Cloud
Datastores

7 GCVE M Google Cloud NetApp Volumes (NetApp Volumes) % NFS $iEFHEX B LB

& NetAppH - 1£8E

Google Cloud NetApp Volumes# 8] LUBIT LA T A RECE "/ Google Cloud Console" "{&EfNetApp
BlueXP[JF g API"
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$$NetApp Volumes &1TiC /AR AJ R

NEREEMNBITIEIMIRE, BRERZESTCATTRMER, OTENFSEER

/\o

e Cloud Volumes & Edit File System

(TR R e R =L )

Bl  storage Pools Extreme
Up to 128 MiB/s per TiB

| B volumes
Volume Details
B Backups
Allocated Capacity *
Snapshots | 1024 GiB _
Allocated size must be between 1 TiB (1024 GiB) and 100 T8 (102400 GiB)
[g] Active Directories
Managing your volumes for growth. Learn more [4
8 Velume Replication Protacol Type
NFSv3 g
£  Project Settings

Active Directory must be setup to provision an SMB or dual-protocel volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol volume
that has LDAP with extended groups enabled. Learn more [

[] Make snapshot directory (.snapshat) visible
Makes .snapshet directory visible to clients. For NFSw4.1 volumes (CVS-Performance only),
the directory itself will not be listed but can be accessed tolist contents, etc.

O

Enable LDAP
Emables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

MTHEZER, BESH"CE NFS 5" X1,

Ha{*NetApp Volumes Tenant VPC fY GCVE L7F7E % A&,

EH3 NFS HUEZF(ERX, GCVE HINetApp Volumes INB Z BN ZFEMEEE. NTHREZER, 1BS
7" a0{a] 1% E AL A BRSS51R)"

] NFS $UETENE
BXRUNMEITE GCVE L3EE NFS BUEFEMERNNREE, B2 " 10{A{EHNetAppEElIE NFS EEE"

HF vSphere EA1H Google EIE, FEILLETINZLEE NFS vSphere API for Array Integration
(D (VAAI) vSphere Installation Bundle (VIB), IIREFEEEIUE (VWol) Z#F, FEEFHT. @0
RICBERERM, EBIA'GCP L&IFHEA MTU AV
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Create a New Working Environment
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Google Cloud Project

Working Environment Name [Cluster Naime

cvogrveval

Sernice Account

CV-Performance-Testing

Details and Credentials

HCLMainBillingAccountSubs...

Marketplace Subscription

Notice: A Googie Cloud Senate HCount is féqiuimed

1o use two features: backing up data wsing Backup

Continue
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Create a New Working Environment

T Previous Step

| ¢4 ) Data Sense & Compliance

Backup to Cloud

Credentials

Liser Name

admin

Pazsword

CVO ERE/F AT LUAN/MIBRMINNARSS , SIRM—FFETRA

Services

A WARNING:By turning off Backup to Cloud, future data recovery will not be possible in case of data corruption or loss
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Firgwall Policy
[#] 1 have verified connectivity between the rarget VPC and Goagle * Generated firewall policy Use existing firmwall policy

Continue
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Owerview Networking Storage
*r
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[
=@ cvogecvesmbvolQ1 = ONLINE

INFO CAPACITY

Disk Type PD-55D N 1,84 MB

Tering Policy siiia 10 GB Disk Used
Allocated

4. QIEERE, A mount ¥ B REEEIREE, AEM Google Cloud VMware Engine | HIEIMAIERE

B3,
{m) cvogcveO1
Volumes Replications

D Mount Volume cvogevesmbvol01

Go to your machine and enter this command

\\10.8.6.251\cvogevesmbvoldl _share 0] copy
5. EHI LU B RH 1 FE BREY ML IR 231 TG B3 H FITE Google Cloud VMware Engine EIE1THYEE I

Specify the drive letter for the connection and the folder that you want to connect toe

e

Drive AL
. Wi0.0.6.25evagevesmbyvolDl_share w Browse...

Folder:

Example: Viserverishare

Reconnect at sign-in

O Connect using different credentials

Copnect to g Web sie that vou can pge to stoee vour documents and pictures.

[ Finsh | | Cancel |
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loop /snapfcorels
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loop [snap/snapd/13648

loop /snap/corel8f2246

loop /snapfbare/S
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Deskiop
Dovwnloads

Pictures

DN Dae (D)
IRl 555 _#54FREE_EN-US_ DVS

FEiItE AR L Ubuntu 795189 iSCSI B



7 Linux ¥ 5 _FiE#H Cloud Volumes ONTAP NFS %

Z M Google Cloud VMware Engine FREIEEI1#EZICloud Volumes ONTAP (DIY) XH£ESE, 1BIREBUT

TRIR(E:
REUTTREES

1. EEED+H, BHEIBRHE.
2. FRIBRME NEL, EEELEE:

S
R
=@ cvogevenfsvolo1

INFO CAPACITY

Disk i:.r.'l'_:=_'—_ PD-55D

Tiering Policy MNone 11.05 GB

B OMLINE

M 6.08 GB

Disk Used

3. I E LR, KEMATRESL, EEREE (), ARREEHGL

Volumes Replications

D Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 10.8.6.251: /cvogcventsvol®l <dest dir»

4. BEHEH,

S. EEFIFEEMILinuxSE Bl

6. EALLINE (SSH) ELFI LITHAZKIHHERE SN ERER.
7. FERAUTHESHENESRIE—TER.
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$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. ¥4Cloud Volumes ONTAP NFS ##H#H 3 F—SoIENE R.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

root@nimubu@l:~# sudo mount -t nfs 10.0.6.251:/cvogcventsvolOl cvogcvetst

nimubud1

Google Cloud NetApp Volumes(NetApp#)

Google Cloud NetApp Volumes (NetApp Volumes) B—EREMNHIERSAS, tIiRELHNEHRASER
NetApp Volumes #FF BRIFMBZFHXXEFiAE MY (NFS 1 SMB £31F)

Ht UM Iee g EARREITHIRRIPAME; EAMETIRES]. BT FEBEHIEB A AINEE;
UKL BINERSR RS BB .

Google Cloud NetApp Volumes (NetApp Volumes) {E}REERETF1E

{#FH VMware Engine ECENetAppE

Bl LAMTE VMware Engine IFZH GBI IAAIERIGoogle Cloud NetApp Volumes#Z, HFGoogle
Cloud NetApp Volumes3z$ SMB #1 NFS 1Y, FEItXLEEH A LIRETE Linux 2 in_EFHIRETE
Windows & i L. B LUEE RIS ERIEEGoogle Cloud NetApp Volumes.

Google Cloud NetApp Volumes#l Google Cloud VMware Engine fA8 =i F A — X1,

Z M Google Cloud Marketplace M3, BRBHMECEIEATF Google Cloud #J Google Google Cloud NetApp
Volumes , EIREBLUATIFARBHEETES"
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BlIZNetApp Volumes NFS %#%) GCVE A E =

BOEMER NFS &, BTRUTIE:
1. M Google =izHI QG IEINH#RIRTF 1718 Cloud Volumes,

#r
¥

PARTHER SOLUTIONS

&P RedisEnerprise

< Apache Kafka on Co.

Darabricks

m DataStax Astra

4+ Elasticsearch Service
§  MengoDB Atlas

1 Meod) Aura Professi_

@  Cloud Volumes >

. Cloud Volumes Volumes O creEaTE i DELETE c
B vokmes Quick reference for Clowd Valumes Private Service Ancess (2 AP I Shared VPG suppof [ Granudar permissions B2
o = Filter Sassch foe vitumes by name, |0 napon, . (7] [}
B snepshors Oe Hame Region Zone Zores Rechanddancy Life Cycle Hilling Labed State Detaits
@ Active Direciones 0O & oaceasig festrlsdadi Sumne wvailuble availlanle fof 3
Cd8-cTdte wrestd
B volume Replication Zabe
TERCT5I54450
O ® 33omEss gepvedod curnge: available Avallanie fory
I A-SBE3- Wit
el
BdnaeaTHA00:
O & 7doesod gop-ve-dsd europe- axailable Ayallable for §
JelaSic3- westd
5205
515204063110
0O & Bceeseso guveds2 surone auailable Ayailable for
OE9-deal wemstd
A
i HitApp Cloud Vioumes Service (5 offered by NetApp, e, a thind party panner of Google mhi

3 FERIEXHARLIIE L, RIERFNGINFERLESR MM BT,
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e Cloud Volumes &  Create File System

B volumes

Volume Name

B Backups
- Name *
Snapshots niIMCVMFSvoli
A human readable name used for display purposes
Aclive Directories
B volume Replication Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. FEFBELUMARS . WTF GCVE, 1RIENAER TIERHERIEENetApp Volumes-Performance FFrEE
HIBRSB RS, UNELERHIRSEEE,

@ Cloud Volumes & Create File System

B Volumes Service Type
Cloud Volumes Service is offered as two service types: CVS and CVS-Performance.

a Backups Select the service type that matches your workload needs. Region availability (4 varies by
service type. Learn more (4

Snapshots
O cvs

E Active Directories Offers volurmes created with zonal high availability
@ cvs-Performance

E Wolume Replication Offers 3 performance levels and improved latency 1o address higher performance

application requirements.

Volume Replication

[] secondary
Select 1o create volume as a destination target for volurme replication. Applicable only to
CVS-performance volumes.

5. IEEEMEREM Google Cloud X1 (EHREREMBMFRE &P XIS —R)
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©
a
a
a

Cloud Volumes

Volumes
Backups
Snapshots

Active Directories

Wolume Replication

6. EEEIERERF .

O E @ O

Cloud Volumes

Volumes
Backups
Snapshots

Active Directories

Volume Replication

€< Create File System

Region

Region availability varies by service type.

~ Region * )
elrope-west3 * @

Volume will be provisioned in the region you select

- Volume Path = .
nimCVSNFSolo1 c

Must be unigue 1o the project.

& Create File System

Service Level

Select the performance level required for your workload.

@® standard
Up to 16 MiB/s per TiB

O Premium
Up to 64 MiB/s per TIB

() Extreme
Upto 128 MIB/s per TiB

' Snapshot b

The snapshot 1o create the volume from.

7. FEEERNAR/NMINEER, ARNIHRARIZENFSV3,

0O B @ O 3

Cloud Volumes

Volumes
Backups
Snapshots

Active Directories

Wolume Replication

<  Create File System

Volume Details

~ Allocated Capacity * \
1024 GiB |

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (102400 GiB)

- Protocol Type * .
[ NFSv3 v l

[[] make snapshot directory (.snapshot) visible
Makes snapshot directory visibile lo clients, For NFSv4. 1 velumes (CVS-Performance anly),
the directory itself will nol be lisied but can be accessed tolisl contents, elc

[] Enable LDAP
Enables user look up from AD LDAP server for your NFS volumes

8. EULS B, EFRIHIEEN VPC WA, MR VPC WMEEREBE ML
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IR REERTR VPC 1EEE, NSEr—1MEEiRARESETREEZDS, T Cloud
&1 VPC 5Google Cloud NetApp Volumes4 =& It EiEiE, MRE
RERANER VPC MEFEE, FSRIXLEHA,

Shell ZIEHHITELHNG LS

e Cloud Volumes

B volumes

B  Backups
Snapshols

Active Directories

o]

Valume Replication

-

Create File System

MNetwork Details

i

VPC Network Name *
[ cloud-volumes-vpe -

Shared VPC configuration
Provide the host project name when deploying in a shared VPC service project

Select the VPC Newwork from which the valume will be accessible. This cannot be changed
later.

a

Use Custom Address Range

Reserved Address range
netapp-addresses

9. B ANNE LRIV E IR T H BB MMMHE IR NFS MBI S HEE,

AR FRIERIISHERRS, SRTEAR NFS %o

. Cloud Volumes

B volumes

B  Backups

B  snapshots

B  Active Direclories
B  volume Replication

10. BFEREFLULIES,

nirrdsdermadsll

0Oe s
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Create File System

Export Policy

Rules

ltem 1 AW 1

Allowed Clents 1+
0.,0.0.0/0

Access

® Read & Write

(O Read Only

Root Access

@® on

O ot

Protocol Type (Select at least 1 of the below options)

Must sedect for Protocol type NFSv3. Optional for Protocol Type Both. Do not select for

NFSv4.1

Alows Matching Clients for NFSv3

158 Vs Primary Exrame NS4 - 10 52 0 & feemntademodsod
Pericemance



3% NFS SH#E#ZI7E VMware Engine _Eiz{THIEIM

E)ﬁ%ﬁﬁﬁ NFS &2, BHERIAEEENNFRET N ESY . —BRESHIER, 1BFER mount &
<o

BEHNFS &, BHITUTRME:

1. 7£ Cloud Console #, %% Cloud Volumes > Volumes,
2. BEEIA

3. BHEHEH NFS SHM NFS 5.

4 RopF AN, T ETREZS TREREWHA"

EM VMware VM BIZ PIRERFFHITREDTE, BIREBIUAT I RIRE:

1. £/ SSH &R0 SSH IEHEEIE I
2. ERHI_EREE nfs B F o
a. 1£ Red Hat Enterprise Linux 5% SuSE Linux 321§k :

sudo yum install -y nfs-utils
.. T£ Ubuntu Z{ Debian 3EfflL:

sudo apt-get install nfs-common

3. EFLF LEIBE—I B R, HI70/nimCVSNFSoI01”:

sudo mkdir /nimCVSNFSol01

W30, 0400

4. ERAEHNGTHEHE, RREARAIGSIUT:

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSo0l01
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B3 SMB HE=HEHIEH EI7E VMware Engine LiE1THIE I

3IF SMB &, BHRELIZE SMB £ ZRIECE T Active Directory %%,

Active Directory connections CREATE W DELETE

Create & Windows: Active Directony connection (o your exesting AD server. This is a prenquisite step before creating volurmes with the SMEB protocol type. Lear mare [4
= Fileet
0O @ Uvserame Demain DNS Sarvers NetBI0S Pref OU Path AD Server Name KbC e

0O & ostmininrae nEmpevreal o 102 168.0, 14 il G Cr

TPt 6 in Uso

Regiem Status

—E AD &2, BNACIZABMERSEINE. RTEFEINMINIS, TESEIE NFS EEM

1. 7£ Cloud Volumes 1ZHl &/, #ZEEREHAHLTOIE,
2. FRIBEXH RS TE L, RIBEFVGINFEEIEEER AT EIRE,

&  Create File System

Volume Name

- Name *

‘ MCVSMBvol0]

A numan readable name used for display purposes.

Billing Label

Label your volumes for billing reports, gueries
Supported with CVS-Parformance service type; can be set with CVS service type but not
avallable for billing at this time

4+ ADD LABEL

3. EFRIEUMRSS. T GCVE, RIET{EHEHEXRIEENetApp Volumes-Performance FMFAERIARS R
5, UREIERHIEEMEE.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn maore [2

() cvs

Offers volumes created with zonal high avallability,

(®) CVS-Performance
Offers 3-parformance levels and iImproved latency 1o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. IEEEMNHIRRZM Google Cloud Xig, (BRZREIMBMNFIE =ERNIEH—)

&  Create File System

Region

Reglon availability varies by service type.

Region *
‘ europe-west3 - @

Valume will be provisioned in the reglon you select

Volume Path *
[ niMCVSMBvol01| o

Must be unigue 1o the project

o. EEREHIERER o
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&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up fo 16 MiB/s per TiB
() Premium

Up 1o 64 MIB/S per TIB
O Extreme

Up 1o 128 MiB/s per TiB

‘ Snapshot -

The snapshot to create the volume from
6. IEEEHIANFMNER, FRMAPFERT SMB.

< Create File System

Volume Details

Allocated Capacity *
1024 GiB

Allacated size must be between 1 TiB (1024 GiB) and 100 TiB (102400 GiB)

» Protocol Type *
SMB -

[C] Make snapshot directory (.snapshot) visible
takes snapshot directory visible to clients. For NFSy4.1 volumes (CVS-Performance only)
the directory itself will not be listed but can be accessed to list contents, etc

[C] Enable SMB Encryption

Enable this option only If you require encryption of your SMB data traific
[C] Enable CA share support for SQL Server, FSLogix
Enable this option only for SQL Server-and F5Logl warkloads that requlire continuous

avallability.

[[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. ELSBAR, EERIGEER VPC W%, MR VPC WEEZB L
e REARTTA VPC WEER, NRER—MEERHEFREFETRNFERNS, 17 Cloud

Shell £IEHHITIELM GBS LUSER VPC 5Google Cloud NetApp Volumes4& =& Wt E5iE S, WMRE
RETRANESR VPC MEEE, BBRXLE TER
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Network Details

[] shared VPC configuration

Provide the host project name when deploying in a shared VPC sgrvice project

[ VPC Network Name *

cloud-volumes-vpc v
Select the VPC Network from which the volume will be accessible. This cannot be changed
later

[[] Use Custom Address Range

Reserved Address range

netapp-addressas

v SHOW SNAPSHOT POLICY

m CANCEL

8. BERTF LIBIES

O & tessiles mmCWEMEBrIl S Sovailie 10! 28 Ve Primary Stardarn M Ve 330 remigcveval Co Y S o't
TR ol P fotmansg
baZ8-
Nl AOETTR

BRE SMB £, FHITUTRE:

1. £ Cloud Console #1, #%| Cloud Volumes > Volumes,
2. %E|ETE

3. BHEMET SMB H£ZH SMB %,

4. RopFIEM, T ETRELS TRERENRRA

EM VMware VM B9 Windows FFIRERARHITRETE, BRBUTSEIRE:

1. BEFE R, ARREHEN

2. B BRI ERIRENZR "

3. EUKThERYIRF, BEEMAANIRENZES,
4. FEXHRIER, FA:

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l
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&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Dree i3 v
Folder: | W 10,5304 nimevesmbypi " Browse...
Example: \\server share

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

EEESRERUENNHTER, BEF ERNEMER SIRE,

w2 ”
S. BEHTEM
nimovsmibvelll (L 10.53.0.4) (Z) -
i Shiare View
Fome s ThisPC » nimcvsmbyeld] (110,53.0.4) (2:) bl
Mame ! Dizbe modified Type Size
I
* fool 11/1/2021 733 AM File foldes
food A2021 728 AM . File folder
o foo3 11/1/2021 T30 AM  File folder
‘ |5] nimgovevaltesting ot 117172021 738 AM  Test Document ) KB
o+

BE54518. NetAppAfaliti¥ VMware {FEEZ =6

NetApp Cloud Volumes 5§31 F EBAFIEEIEY VMware SRR AREANFENRES T
HAREH T ERNE . ZTHEREBDIRME T AGI, KRB NetApp Cloud Volumes
A ASCIMEIERRE S RINEE,

R #1: RILiFhE

HfEFA RVtools BHHITANMEARE SN, 57 (vVCPUNMem) LHISEEFITEEMZ M. BSEHE, 4
LRIMBNIFTABRIE, PRENEFETEESFINIRITTEY T3 HFREESEE,

B EERNetApp Cloud Volumes, fH4An] LRI B ERER S ELIETF vSphere @R AR, THEEHF
8. TFEIP B, TEZEMEN, Itsh, @I, I BEETE, RS ENREFREE
vSphere FTENRVE, BERNTEFHEREN. ZEMEIANXHEH, XFEETURKIBZEHESEK TCO
PRI 35-45%, BT XFhEERY, SRR/ ARG EMEMAREET BEIE R IEEE,
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B2 =%

HTFZMER, ALEIGESNBERMNEEIER IR EIAENES: HLYEERE; WSESERME
Az (capex) FENIEE X H (opex); HENNER LM FHSHSEXRIEFMEARRTTEE =R,

UREEXEERN, REEMNEREERAITH, BAEMFEUMEMNBEREN ZRE laaS &5
EEIBN BHR, BEEEHANE, BEIENetApp Cloud Volumes 5AFE R HIEIEF N 5 E X
BSnapMirrorE%4l (B1F5NBTER—EEY Snapshot BlZ4s#] HCX ££5H) RDM. $FEF=rER (1490 Azure
Migrate) SKRTEFRIEIMWIMNE=FMm) BEE, XMETLHRFFERN /0 TENHERH.

I3 BEF O R

LER OHTETUHERS BN ERENEVIE KMAZ R ERHEY, FBESHEERN VMware L
KzNetApp Cloud Volumes @—MEERERIARRS . FANetApp Cloud Volumes, AJLUE RIS AKIENGE
ARSI RBINEE, IEREMMMEIE. EFIFY BFEME. F/HANetApp Cloud Volumes BB F TR T RS
BEIER, MMBRAREME L FHERS S,

R #4: KEME E=in

TG 75AHR, MREERYE, EFZIZPHNEMIFER R ZE CHEMMEERFFETRERE - XFE
et HpE E A IERIESS,

B3 FANetApp Cloud Volumes #{TREEIZZE, FRAREXMIISnapCenterfISnapMirrorEHlI AR A=
EMEARRS R, AIUSIHH—MEFNRERE S E, AFETE—HE VMware SDDC EhtZEH LIk E =
INBIAUSASEFZMETE ()30 Azure Site Recovery) BNEMME=AFTH (U Veeam) ., X%
REREERS IRBRITREME BEINMRERGEME, BIRERNEN, ESETUT BRemaEr i Tt
ERMEHREHITT B,

FafI #5: NMARFIAK
MARFHANAREE, ALRHDHAREMEANIRS RIMEMAUAT B, EIEEANetApp Cloud

Volumes, MAKZR— M EIRNIE, HANAEFLIEFIKMUE vSAN 1, HERVFEEE Kubernetes
ERBZ AFI RS IMEBIEE R,

SERIE

TiLEHEITRETERRE S, NetApp Cloud Volumes EBIZH T HERETUR BN EIEN AIEF TIEHH
AR S RRSS AR, [RRhEE LR TR KRR ER RN AR BRE(R TCO,.

TieFERIERINME, ERERERNE/BAFIESS L KzNetApp Cloud Volumes, LURERSEEIM=ME. —HHE
BHZRMM B A Z N =BR(E. TEAEHMNEAIBEE U RIS EFMMEE,

E5RTFEEEFENARNIEMEZRER, FicEd, MEMIRENTTHENMUE, TANRERRERE,
NetApp Cloud Volumes BB F IR EIXIE,
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