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# alias tp='tridentctl-protect'
appvault-secret.yaml

apiVersion: vl
stringData:
accessKeyID: "<access key id created for a user to access ONTAP S3
bucket>"
secretAccessKey: "corresponding Secret Access Key"
#data:
# base 64 encoded values
# accessKeyID: <base64 access key i1d created for a user to access
ONTAP S3 bucket>
# secretAccessKey: <base 64 Secret Access Key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect

type: Opaque
appvault.yaml

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:

name: ontap-s3-appvault

namespace: trident-protect
spec:

providerConfig:

azure:

accountName: ""



bucketName: ""
mwn

endpoint:
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: <bucket-name for storing the snapshots and backups>
endpoint: <endpoint IP for S3>
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret
providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect

# oc create -f appvault.yaml -n trident-protect

[root@localhost openshift-benchmark]#
[root@localhost openshift-benchmark]# tp get appvault -n trident-protect

e e Hecccoommos Smcccooooeos fmmmooc Smmeceee +
| NAME | PROVIDER | STATE | AGE | ERROR |
P s cocoooes e — Cmccccceccss Seceo e +
| ontap-s3-appvault | OntapS3 | Available | 2d2h | |
L ee—— e S — S e T o

[root@localhost openshift-benchmark]# _

BT &% postgresql N ZF RG] yaml X4

postgres.yaml
apiVersion: apps/vl
kind: Deployment
metadata:
name: postgres
spec:
replicas: 1
selector:
matchLabels:
app: postgres
template:



metadata:
labels:
app: postgres
spec:
containers:
- name: postgres
image: postgres:14

env:

- name: POSTGRES USER
#value: "myuser"
value: "admin"

- name: POSTGRES PASSWORD
#value: "mypassword"
value: "adminpass"

- name: POSTGRES DB
value: "mydb"
- name: PGDATA
value: "/var/lib/postgresqgl/data/pgdata"
ports:
- containerPort: 5432
volumeMounts:
- name: postgres-storage
mountPath: /var/lib/postgresqgl/data
volumes:
- name: postgres-storage
persistentVolumeClaim:
claimName: postgres-pvc
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: postgres-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 5Gi
apiVersion: vl
kind: Service
metadata:
name: postgres
spec:
selector:
app: postgres



ports:

- protocol: TCP
port: 5432
targetPort: 5432

type: ClusterIP

Now create the Trident protect application CR for the postgres app.
Include the objects in the namespace postgres and create it in the
postgres namespace.

# tp create app postgres-app —--namespaces postgres -n postgres

[root@localhost RedHat]# tp get app -n postgres

P — TR —— TR —— T ——— 4
| NAME | NAMESPACES | STATE | AGE |
mmmmmmmmmmmm H-mmmmm e - +----- +
| postgres-app | postgres | Ready | 24s |
-mmmmmmmmmm—m- $ommmmmmmm—- $mmmmm-- $--=-- +

[root@localhost RedHat]# _
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# tp create snapshot postgres-snapl --app postgres-app —--appvault
ontap-s3-appvault -n postgres

Snapshot "postgres-snapl" created.

[root@localhost RedHat]# tp get snapshot -n postgres

e Fommmmmmmeeea- T TR E +
| NAME |  APP REF | STATE | AGE | ERROR |
mmmmm e e $mmmmmmmm—ema- $mmmmmmmmmae 4--mn- e +
| postgres-snapl | postgres-app | Completed | 19s | |
= —mmmmmmmm e Fommmmm e Fommmmm e ----- $ommmmm- +

[root@localhost RedHat]#

[root@localhost DataProtection]# oc get all,pvc,volumesnapshot -n postgres

apps.openshift.io/vl DeploymentConfig is deprecated in v4.14+, unavailable in v4.10000+

kubevirt.io/vl VirtualMachineInstancePresets is now deprecated and will be removed in v2.
READY  STATUS RESTARTS  AGE

pod/postgres-cd9déccb-jFx49 1/1 Running @ 3hd7m

E TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/postgres ClusterIP 172.30.132.112 <none> 5432/TCP  3hd47m

E READY  UP-TO-DATE  AVAILABLE  AGE
deployment. apps/postgres 1/1 1 1 3hdTm
INAME DESIRED CURRENT READY  AGE
replicaset.apps/postgres-cd9decch 1 1 1 3hd7m
r\IME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAG
ECLASS  VOLUMEATTRIBUTESCLASS  AGE
persistentvolumeclaim/data-postgres-postgresql-@  Bound pvc-9f89514e-3f2c-4lad-b7a3-792cea5@3f08  B8Gi RWO sC-zZon
lea-nas Lunset> Ahd8m
persistentvolumeclaim/postgres-pvc Bound pvc-951a9918-9edb-48ae-898a-laedYaa25dc3 561 RWO sC-Zon
ea-nas  <unset> 3hdTm
(NAME READYTO
USE  SOURCEPVC SOURCESNAPSHOTCONTENT  RESTORESIZE  SNAPSHOTCLASS SNAPSHOTCONTENT

CREATIONTIME  AGE
volumesnapshot.snapshot.storage.k8s. lo/snapshot-2e94d@dc-cBea-446a-8d47-64bBbee67107-pvc-951a9918-9edb-4Bae-B98a-laed9aa25dc?  true

postgres-pvc 53676K1 trident-snapshotclass  snapcontent-796ea7f8-59a0-493e-bbd8-3a
e76fe9836c  13m 13m
volumesnapshot.snapshot.storage.k8s.io/snapshot-2e94d@4c-cBea-446a-8d47-64b0beet7107-pvc-9f89514e-3f2c-41ad-b7a3-792cea03f00 true

data-postgres-postgresql-8 368K1 trident-snapshotclass  snapcontent-86ad464dd-ffd8-4279-9cf7-88
"8336‘3?6681 13m 13m

BRI FERU TR, BEX 15:33 QZRE, HRBHEMREMNED,

# tp create schedule schedulel --app postgres-—-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.



[root@localhost DataProtection]# tp get schedule -n postgres

----------- B T T T S T
| NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
=== Fmmmmmr e Fro—m——m e —m———— === Fm——m—mmr= Fo-—m— - e gl +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 17s | |
e B e R Fo--mm- +o---- Fo-mmoo- -
[root@localhost DataProtection]# _

fEA yaml 8321t %

# tp create schedule schedule? --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily --hour 15 --minute 33 --data-mover Restic -n postgres --dry-run >

hourly-snapshotschedule.yaml
cat hourly-snapshotschedule.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: schedule?2
namespace: postgres
spec:
appVaultRef: ontap-s3-appvault
applicationRef: postgres-app
backupRetention: "2"
dataMover: Restic
dayOfMonth: ""
dayOfWeek: ""
enabled: true
granularity: Hourly

#hour: "15"
minute: "33"
recurrenceRule: ""

snapshotRetention: "2"
status: {}

[root@localhost DataProtection]# tp get schedule -n postgres

e Fommmmmmmm e Fmmm e Fommmmmmm Fommmmm - Fommmm- - -
|  NAME | App | SCHEDULE | ENABLED | STATE | AGE | ERROR |
e F-==E—ases=si== fosc—=—iotoaio=cimious fo=cm=—us Fo==i=== oo Foosiaan +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 8d7h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 8d7h | |
fmmmm e m Fommmmmmmmmeeen Fommmmm e Hommmmm e - Fommmm- Hommmmme -
[root@localhost DataProtection]i#




TR LAE BHR AR LT X B AU IRAR,

[root@localhost DataProtection]# tp get snap -n postgres
e e +---mmmm - +------- +----- - -
| NAME | APP REF | STATE | AGE | ERROR |
e e R B F------- - +
| hourly-3flee-20250214183300 | postgres-app | Completed | 19s | |
| postgres-snapi | postgres-app | Completed | 1h25m | |
Hmemmmm e e e e e e e e e e e e e R e Fommmmm - +-----=- +--————- +
[root@localhost DataProtection]# _

TR T HIRER,

root@glocalhost DataProtection|+# oc get volumesnapshots -n postgres

NAME READYTOUSE  SOURCEPVC

CREATIONTIME  AGE
Enapshot-2e94d04c-c8ea-446a-8d47-64bBbeeb7107 -pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true

| 59a0-493e-bbd8-3ae76fe9036c  114m 114m
Enapshot-2e94d@4c-c8ea-446a-8d47-64blbee67107 -pvc-9f89514e-3f2c-41ad-b7a3-792cea503f00  true
| ffd8-4279-9cf7-8888a097c001  114m 114m
Enapshot-ce75a274-ecb2-48¢9-aPa5-94c10f8ebcbl-pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true
| 7adc-4042-a8¢c9-7606d1103ead  30m 3em
Fnapshot-ce75a274-ecb2-48¢9-aba5-94c10f8ebcbl-pvc-9f89514e-3f2c-4lad-b7a3-792cea503f0@  true
| 3a82-43f6-9868-dcadd2cc@de2  30m 38m

postgres-pvc
data-postgres-postgresql-@
postgres-pvc

data-postgres-postgresql-@

RN AR LRI BREF B R

# oc delete deployment/postgres -n postgres
# oc get pod,pvc -n postgres
No resources found in postgres namespace.




MIRER IR E ZI[E]—8p & =]

# tp create sir postgres-sir —--snapshot postgres/hourly-3flee-

20250214183300 -n postgres
SnapshotInplaceRestore "postgres-sir" created.

[root@localhost DataProtection]# tp get sir -n postgres

P —— T O —— Focmmmmmmena O PR +
| NAME | APPVAULT | STATE | AGE | ERROR |
- mmmmmmmm e $mmmmmm e 4mmmmmm e - m - +--mm--- +
| postgres-sir | ontap-s3-appvault | Completed | 2m39s | |
- mmmmmmm————— Fmmmmemmm e Hmmmmmmmm e o= -mmm--- +

NRAERME PVC REEIR—1 & =6,

[root@localhost DataProtection]# oc get pods,pvc -n postgres
READY  STATUS RESTARTS  AGE

[root@localhost DataProtection]#

Jpod/postgres-cd9d6cecb-x85tg  1/1 Running @ 98s

JNAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE
jpersistentvolumeclaim/data-postgres-postgresql-0  Bound pvc-b2cd67fd-fedd-49b1-9e@6-a53bf7be575e  8Gi RWO SC-zZonea-nas  <unset>
jpersistentvolumeclaim/postgres-pvc Bound pvc-2d549395-0cc6-4529-b2b9-7361bfb14fa8 561 RWO sc-zonea-nas  <unset>

1e5s
105s

MNIRIGEREIFRRas & =8

# tp create snapshotrestore postgres-restore --snapshot
postgres/hourly-3f1ee-20250214183300 --namespace-mapping
postgres:postgres—-restore -n postgres—-restore
SnapshotRestore "postgres-restore" created.

[root@localhost DataProtection]# tp get snapshotrestore -n postgres-restore

A AR AR EARE SIS S I8,

[root@localhost DataProtection]#
[root@localhost DataProtection]# oc get pods,pvc -n postgres-restore

NAME READY  STATUS RESTARTS  AGE

pod/postgres-cd9déccb-pfxwd  1/1 Running @ 8d

NAME STATUS  VOLUME CAPACITY  ACCESS MODES
persistentvolumeclaim/data-postgres-postgresql-@ Bound pvc-3dff4ed2-828d-49f9-84e9-4daf75479292  8Gi RWO
persistentvolumeclaim/postgres-pvc Bound pvc-£57321b2-f21f-4eb7-886-4a17f915318b  5Gi RWO

[root@localhost DataProtection]# .

STORAGECLASS
sc-zonea-nas
sc-zonea-nas



BIEE S

elbe2ioess-an)

# tp create backup postgres-backupl --app postgres-app —--appvault
ontap-s3-appvault -n postgres
Backup "postgres-backupl" created.

[root@localhost DataProtection]# tp get backup -n postgres

D e dmmmmm e Fommm e mmm - - +
| NAME | APPREF | STATE | AGE | ERROR |
D dmmmmm e 4mmmmmmmmmee - - Fommmmm- +
| backupl | postgres-app | Completed | 5d12h | |
| daily-feac1-20250222153300 | postgres-app | Completed | 1d1eh | |
| daily-feac1-20250223153300 | postgres-app | Completed | 1@h36m | |
| hourly-3flee-20250224003300 | postgres-app | Completed | 1h36m | |
| hourly-3flee-20250224013300 | postgres-app | Completed | 36m27s | |
| postgres-backupl | postgres-app | Completed | 6m19s | |
= = == mm e Fommmm e Hmmmmmmm e Fommm - Hommmm o +

ellfe-cavipa pdl
LEYIERFHEENES/NEHZREZANILENITRIZER,

# tp create schedule schedulel --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.

[ root@localhost DataProtection]# tp get schedule -n postgres

- Fommm e o Fomm - Fomm - Fo-m——- - -
| NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
== mmmmm - T . T R dmmm--- - +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 9d8h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 9d8h | |
e Fommmmmm e e Fmmmmmm——— F-mmm--- e F--mmm-- +

10
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|[root@localhost DataProtection]# oc get pods -n postgres

AME READY  STATUS RESTARTS  AGE
ostgres-cd9déccb-dftkt  1/1 Running @ 11s
[root@localhost DataProtection]# oc get deployment -n postgres
IAME READY  UP-TO-DATE  AVAILABLE AGE

postgres  1/1 1 1 20s
i[root@localhost DataProtection]# oc delete deployment/postgres -n postgres
deployment.apps “postgres” deleted

[root@localhost DataProtection]# oc get pods -n postgres

No resources found in postgres namespace.

|£;;ot@10calhost DataProtection]# oc get pvc -n postgres

E STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTE
SCLASS  AGE
data-postgres-postgresql-@  Bound pvc-b2cd67fd-fedd-49b1-9eB6-a53bf7be575e  8Gi RWO sc-zonea-nas  <unset>
5d13h
postgres-pvc Bound pvc-2d549395-08cc6-4529-b2b9-7361bfb14fa8  5Gi RWO sc-zonea-nas  <unset>
5d13h

|[root@localhost DataProtection]# oc delete pvc/data-postgres-postgresql-@
persistentvolumeclaim “data-postgres-postgresql-@" deleted
|[root@localhost DataProtection]# oc delete pvc/postgres-pvc -n postgres
persistentvolumeclaim “"postgres-pvc” deleted

[root@localhost DataProtection]# oc get pvc -n postgres

No resources found in postgres namespace.

[root@localhost DataProtection]# _

-n postgres

S BEFEIAYER R Z18] #tp create bir postgres-bir --backup postgres/hourly-3f1ee-20250224023300 -n
postgres BackuplnplaceRestore "postgres-bir" created,

[root@localhost DataProtection]# tp get bir -n postgres
e cccccna=- A T T e AT VAT T T n b e Ll L e ST +
| NAME | APPVAULT | STATE | AGE | ERROR |
HE===a=mm e = s = eal=es s — —— == o +
| postgres-bir | ontap-s3-appvault | Completed | 2m19s | |
e ettt Frmmmmm o e et -
N FEFH PVC ER— & =i mE,
[root@localhost DataProtection]# oc get pods -n postgres
NAME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-t857w  1/1 Running @ 10m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
ESCLASS  AGE
data-postgres-postgresql-@ Bound pvc-0a849c19-16fe-466f-9733-85e82a8b1677  8Gi RWO sc-zonea-nas <unset>
10m
postgres-pvc Bound pvc-ded304ea-02d4-4225-b606-63007666ad66  5Gi RWO sc-zonea-nas  <unset>
10m

mEERERIGR=(E SIZ— ISR =E. MEMDIRERIFHAYER =8,
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Wroot@localhost DataProtection]# oc create ns postgres-restore-from-backup
namespace/postgres-restore-from-backup created

lping postgres:postgres-restore-from-backup -n postgres-restore-from-backup
BackupRestore "postgres-restore-from-backup” created.
[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

F[rout@localhost DataProtection]# _

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 37s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 56s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

hostgres-restnre-fram-backup Completed 2m52s

[[root@localhost DataProtection]# oc get pods -n postgres-restore-from-backup

FAME READY  STATUS RESTARTS  AGE

postgres-cd9déccb-p659p  1/1 Running @ 2m9s

[root@localhost DataProtection]# oc get pvc -n postgres-restore-from-backup

[NAME STATUS  VOLUME CAPACITY

ESCLASS  AGE

ldata-postgres-postgresql-@  Bound pvc-36df7399-95da-4c67-a621-af9434015bdb  8Gi
2m18s

[postgres-pvc Bound pvc-633de3aa-ad4f9-4f3b-93cc-e9lafbddfed2  5Gi

i 2m18s

[root@localhost DataProtection]# tp create backuprestore postgres-restore-from-backup --backup postgres/postgres-backupl --namespace-map

ACCESS MODES STORAGECLASS  VOLUMEATTRIBUT
RWO sc-zonea-nas  <unset>

RWO sc-zonea-nas . <unset>
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TRER L, BITTERRITZE:

‘[root@]ocalhost DataProtection]# tp create backup postgres-backup-clusterl --app postgres-app --appvault ontap-s3-appvault -n postgres
ackup “"postgres-backup-clusterl” created.
Eroot@localhost DataProtection]# tp get backup -n postgres
e F=mmm === Fmmmmm e Hmmm e Fmmm e +
| NAME | APP REF | STATE | AGE | ERROR
M e e - e e ccc e o s ettt S R tomemeaa +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-2825022215338@ | postgres-app | Completed | 1d12h | |
| daily-feac1-20250223153300 | postgres-app | Completed | 12h18m | |
| hourly-3flee-20250224023300 | postgres-app | Completed | 1h18m | |
| hourly-3flee-28250224033300 | postgres-app | Completed | 18m26s | |
| postgres-backup-clusterl | postgres-app | Running | 35s |
| postgres-backupl | postgres-app | Completed | 1h48m | |
P o e e e e e o e o e i e e el e . o e e e e e i e +
[root@localhost DataProtection]# tp get backup -n postgres
e #mmmmmmmm e o Hmmmmmmmm e Hmmmmmme- Hm-mmmm- +
| NAME | APP REF | STATE | AGE | ERROR
Hmmmmmmmm e Hmmmmmmm e e Hommm s Hmmmmmm e +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-2025022215330@ | postgres-app | Completed | 1d12h | |
| daily-feac1-2025022315330@0 | postgres-app | Completed | 12h19m | |
| hourly-3flee-28250224023300 | postgres-app | Completed | 1h19m | |
| hourly-3flee-28250224033300 | postgres-app | Completed | 19mdls | |
| o l e a Completed N | |
| postgres-backupl | postgres-app | Completed | 1h49m | |
e e e B T T dmmmm e Hmmmmmee Hmmmmmee +

MIREEE, B ETXXUIRE BIrER. ARG, HERATUMBIRER L FSA8) AppVault, HMBIRERK
BY AppVault A&,

[root@localhost DataProtection]# kubectl config use-context default/api-bm-cluster5-min-ocpv-sddc-netapp-com:6443/kube:admin
Bwitched to context "default/api-bm-cluster5-min-ocpv-sddc-netapp-com:6443/kube:admin®.
[root@localhost DataProtection]# tp get appvault -n trident-protect

B L mmmmmmmm e e +
| NAME | PROVIDER | STATE | AGE | ERROR |
Ho—mmmmmmmmmmm oo Fommmmmmm oo Hmmmmmmm - H--mmm o Hommmm - +
| ontap-s3-appvault | OntapS3 | Available | 3déh | |
Hmmmmmmmmemm e e e g e mmmmmmm e mmm e 4mmmmmmm +
[root@localhost DataProtection]# tp get appvaultcontent ontap-s3-appvault --show-resources backup --show-paths
T Hmmmmmmmmmaaaaa mmmmmmam e e et e e L
______________________________________________________________________________________ +
|  CLSTER | APP | TYPE | NAME | TIMESTAMP |
PATH |
Hmmmemmmmmem e Fmmmmmmm e Fmmmm e e e o m
....................................................................................... +
| ocp-clusterll | bbox | backup | bboxbackupl | 2025-81-17 15:57:49 (UTC) | bbox_68b4f@5f-d5f1-4304-8c69-adh7514
Ife393/backups/bboxbackupl_3960c945-8ee@-42fe-945c-c57bbBalafef
| ocp-clusteril | postgres-app | backup | backupl | 2025-82-18 13:31:5@ (UTC) | postgres-app_4d798edS-cfa8-49ff-a5b6

-c5e2d89aeb89/backups/backupl 28elbd9a-9b@4-4412-8b96-81119b62e2e3 |

| ocp-clusterll | postgres-app | backup | daily-feacl-2025022215330@ | 2025-82-22 15:34:44 (UTC) | postgres-app_4d798ed5-cfaB-49ff-a5h6
-c5e2d89aeb89/backups/daily-feacl-20250222153300 23d1386b-09f0-456f-aad9-a5865fd48abd |

| ocp-clusterll | postgres-app | backup | daily-feacl-20250223153300 | 2825-082-23 15:34:42 (UTC) | postgres-app_4d798edS-cfaB-49ff-aS5bé
-c5e2d89aeb89/backups/daily-feacl-20250223153300 c492ad4d1-38a9-4472-9684-4705c12a206d

| ocp-clusterll | postgres-app | backup | hourly-3flee-20258224033300 | 2025-82-24 83:34:44 (UTC) | postgres-app_4d798edS-cfa8-49ff-aSb6
-c5e2d89aeb89/backups /hourly-3flee-20250224633300_3d09ab8l-fofe-47fa-a699-28006160cdbc |

| ocp-clusterll | postgres-app | backup | hourly-3flee-20250224043300 | 2025-82-24 04:34:47 (UTC) | postgres-app_4d798edS-cfa8-49ff-a5bé
-c5e2d89%aeb89/backups /hourly-3flee-20250224043300_66805e4f-7631-48a6-98f7-d34bb8626031 |

| ocp-clusterll | postgres-app | backup | postgres-backup-clusterl | 2025-82-24 ©3:52:36 (UTC)
-c5e2d89aeb89/backups/postgres-backup-clusterl_ecBed3f3-55080-4e72-afa8-117a04a0blc3 |

postgres-app_4d798ed5-cfa8-49ff-a5he

ERVIRFNENBEHEIR—EHME CR WK, MTENG LT,



# tp create backuprestore backup-restore-cluster2 --namespace-mapping
postgres:postgres —--appvault ontap-s3-appvault --path postgres-

app 4d798ed5-cfa8-49ff-abb6-c5e2d89%aeb89/backups/postgres-backup-
clusterl ec0ed3f3-5500-4e72-afa8-117a04a0blc3 -n postgres
BackupRestore "backup-restore-cluster2" created.

[root@localhost DataProtection]# tp get backuprestore -n postgres

e ettt Fommmmmmm e mme e e e e -
| NAME | APPVAULT | STATE | AGE | ERROR |
et tLLLLEE St I L el s B T T e e e -
| backup-restore-cluster2 | ontap-s3-appvault | Completed | 12mdls | |
e e R e +--m———- -

MEERUBEINARERF pod A PVC BEBREEPEIE,

[root@localhost DataProtection]# oc get pods -n postgres

IAME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-21lveq  1/1 Running @ 13m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
JESCLASS  AGE
ldata-postgres-postgresql-8@  Bound pvc-872a5182-601b-4848-b410-fef368337d07 8Gi RWO sc-zoneb-san  <unset>
13m
Jpostgres-pvc Bound pvc-caf9fa7l-76a8-4645-9bb5-2ed72e72948b  5Gi RWO sc-zoneb-san  <unset>

13m
[root@localhost DataProtection]#

%ﬁﬁTrident Protect {®3F Red Hat OpenShift i1k HIEIN

EFIREBFF R 1RIP OpenShift EINEABIEIAN. LS TEEIEFERAONTAP S3 M R7EfE
8% AppVault. EZETrident Protect LAEIR VM #3E (83E Kubernetes BRI R, IFA
SNRNHEIR) , HESENTRE LR,

OpenShift EEHAMEIFIZHRRIEIANIZTE OpenShift B2EF AR TIF T R THRRUNARER. RIFEMT
SREUNEMNARAREEEESE, UWEEZEERSBIFNETUIREE ]

OpenShift MM EIAMNBYIF A2 P REERLE] OpenShift EEBFFIONTAPTE &S 1S, EH TridentiCIEI 7L
"o TEERTIRIFNVER Trident®RIF SRR (BIFELHIES) BVIREBMEHDEIONTAPI R1E(E,

AkE, BIEFERMREBHEDFME,

Trident Protect 3245 OpenShift 528 F BN FAIZFMEIMAAYIRIR. &1, MEMKMEME, 34F OpenShift iE
IMEEEIMIL, BILAER Trident Protect fRIFEVEBUEELIES EEPMIKEXEY Kubernetes RIFX R FAGHAELE

o

U2 AT RAIERNE A AFBIMRZ

* "OpenShift &£&% 4.17"
* "1&i¥ Red Hat $2{£AY OpenShift Virtualization Operator Z%E OpenShift Virtualization"
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RN BIEF S EINN SR RBME M 28, BT Trident Protect FEZE I RIFHERIZMEIRBIMED. X
EEREF#ER CR TlY. REEIERUCIEEMER CR HXEH#ITAECE., ETrident Protect A7, TZfiEE
CR ##F9 AppVault, AppVault X R EFEBEIERRMY Kubernetes TEFRTNo AppVault CR & 1EE
WIEFRIPRE (BlaN&H. REB. MEIREMSnapMirrorEHl) hERINERE,

EUERBIR, FNTERRIEIFERONTAP S3 fEAXMRFE, LU TE/ONTAP S3 £l# AppVault CR BT
ERAZ: 1.7EONTAPEEEHA) SVM HEE S3 WRFMHEIRS 8. 2. EXNRIFMERSZSBHENE—N1F0E
o 3.1 SVM Ftll3E S3 A, FipnZANZHREFEELZ M, 4.7F OpenShift 1, SIE—EA
SRIZHEONTAP S3 EiF, 5.50NTAP S3 AllE AppVault 7 &

7JONTAP S3 EZE Trident{®1F AppVault

# alias tp='tridentctl-protect'

# cat appvault-secret.yaml
apiVersion: vl
stringData:
accessKeyID: "<access key of S3>"
secretAccessKey: '"<secret access key of S3>"
# you can also provide base 64 encoded values instead of string values
#data:
# base 64 encoded values
# accessKeyID: < base 64 encoded access key>
# secretAccessKey: <base 64 encoded secretAccess key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect
type: Opaque

# cat appvault.yaml
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-appvault
namespace: trident-protect
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""



s3:
bucketName: trident-protect

endpoint: <1if for S3 access>
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret

providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect

# oc create -f appvault.yaml -n trident-protect

[root@localhost VM-DataProtection]# tp get appvault

- - mmmmmmmmmmemmeaeo e Fomm—mmmeme- F---mmm- $ommmmmm-- F--=mmm- +
| NAME | PROVIDER | STATE | ERROR | MESSAGE | AGE |
- —mmmm e e e Fo------ e ------- -
| ontap-s3-appvault | OntapS3 | Available | | | 8d17h |
= mmmmemmeeccee———a- $mmmmmm———- $-mmmmmmm—a $mmmm——— $emmmmm——- fmmmmm-- +
[root@localhost VM-DataProtection]# _

7€ OpenShift Virtualization H 817 VM
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OpenShift Virtualization F £ VM

UTRBEHEERT ERERMZEFAEIEZE VM (f5R&=8) demo HHY demo-fedora) . RIS BohERF
BATEESR, AL, BRIEBRIAFERIIRTIRES Y, FIEET, BiAF#EREsc-zonea-san,

RTECEMINREER AR 1F6E2E sc-zonea-san FiEFR N AR KEHEISE EXE, XSBHEERIEERN

RWX, E&EENIEE AL

@ Tridents2#%F SAN (iISCSI. NVMe/TCP #1 FC) &I FAY RWX AR, (XENAS
HECNAEER) o MREHRSEFEXNEIMVIFI TN TR, WHEE RWX i5EER.

StorageClasses

Name w Search by

Name Provisioner

Catalog
Project: demo +
VirtualMachines

Templates VirtualMachines

InstanceTypes

Preferences

Bootable volumes !

MigrationPolicies 2 :
B No VirtualMachines found

Checkups

Click Create VirtualMachine ¢

Migration
Create VirtualMachine

From InstanceType
Le of

From template

Networking

Storage

With YAML

PersistentVolumes




Fedora VM

fedora-server-smal

v Template info v Storage @

O BootfromCD @®
Operating system

Fedora Vi Disk source * @
Workload type Template default -
Server (default)
Disk size *
Description .
¢ - 30 + GB «

Template for Fedora Linux 39 VM or newer. A
PVC with the Fedora disk image must be
Quick create VirtualMachine

VirtualMachine name * Project Public SSH key

demo  Not configured #

enﬂc-fedc-ra|

Start this VirtualMachine after creation

Quick create VirtualMachine [ Customize VirtualMachine Cahesl

Catalog
Customize and create VirtualMachine O A1

Template: Fedora VM

Overview YAML Scheduling Environment Network interfaces Disks Scripts Metadata
Emph T Mount Windows drivers disk
& exizting Drive Interface Storage class
Disk rtio
Diisk 10

Create VirtualMachine Cancel

19
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Add disk

|di5kl

Disk size *

- 30 + GB =

Type

Disk

Hot plug is enabled only for “Disk” and "Lun” types

Interface *

VirtlO

Hot plug is enabled only for "SCSI" interface

StorageClass

E® sc-zonea-san

Apply optimized StorageProfile settings

Optimizad values Access mode: ReadWrniteMany, Volumea m

s

Pl

lock




Project demo =

A

Overview YAML Scheduling Disks Metadata
Add disk =
Y Filter ~ Search by name Mount Windows drivers disk
Mame 1 Source Size Drve Interface Storage class
Other Drisk wirtio
PV (auto im Disk wirtic
Start this VirtualMachine after creation
Create VirtuaMachine ¥
[root@localhost WM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE READY
irtualmachine.kubevirt.io/demo-fedora  2mS54s  Running True
AME READY RESTARTS  AGE
od /virt-launcher-demo-fedora-69cts  1/1 @ iies
AME STATUS  VOLUME CAPACITY  ACCESS MODES STORAGECLASS
ersicstentvolumeclaim/demo-fedora Bound pyvc=4B6d9d57 -4a5e-4123-93c1-13878b7b0148  38G1 RWX sc-zonea-san
ersistentvalumeclaim/dv-demo-fedora-fuchsia-shrew-B7  Bound pve-311F3f81-1d25-4a%-bBch-B36bde72f84  30GL R sc-zonea-san

[root@localhost VM-DataProtection]# _

BIZN AR
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BIEN AR

FEIPWIEIZE— Trident (RPN TR
£ RflF, demo MBFTEE— VM, HEECIENBIEFNES T 22T BNFAEER,

# alias tp='tridentctl-protect'
# tp create app demo-vm —--namespaces demo -n demo --dry-run > app.yaml

# cat app.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
creationTimestamp: null
name: demo-vm
namespace: demo
spec:
includedNamespaces:
- namespace: demo

# oc create -f app.yaml -n demo

[root@localhost VM-DataProtection]# tp get app -n demo

e Fommmm e e 4= -
| NAME | NAMESPACES | STATE | AGE |
e e o e -
| demo-vm | demo | Ready | 45s |
e e e e -

[root@localhost VM-DataProtection]# _

B eIEE D RIRIP N AR
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BIEE S

elbe2ioess-an)

AZARIRMIMFERF (demo-vm) BIE—ME1), HAREIE demo HRZEFNFIERR, R
Z19H9 appvault &R,

# tp create backup demo-vm-backup-on-demand --app demo-vm --appvault

ontap-s3-appvault -n demo
Backup "demo-vm-backup-on-demand" created.

[root@localhost VM-DataProtection]# tp get backup -n demo

= mmmmmmmmm oo Fom-mmmmo- e e #------- #-------- +
| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
e e e Fommmm oo Fommmmmmm e e oo Fommmmmmmmm o e Fommmmm - +
| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 12m53s |
e Fommm - Fommmmmmm oo Fommmmmmmm - H--mm - - Fommmm - +
[root@localhost VM-DataProtection]#

mitelgEn
BIEEMITY, BEERENEMNHHENKE,
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# tp create schedule backup-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 45 --backup-retention 1 -n
demo --dry-run>backup-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/backup-schedulel created

#cat backup-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: backup-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "1"
dayOfMonth: ""
dayOfiWeek: ""
enabled: true
granularity: Hourly

hour- mww
minute: "45"
recurrenceRule: ""

snapshotRetention: "0O"
status: {}
# oc create -f backup-schedule-demo-vm.yaml -n demo

[root@localhost VM-DataProtection]# tp get schedule -n demo

F--mmmmmmmmmm—mm— - - - e e +------- +----- -
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
e e i e e +------- +----- -
| backup-schedulel | demo-vm | Hourly:min=45 | true | | | 95 |
Hmmmmmm e - ommmmmm e e et Fommmmm- +----- -

[root@localhost VM-DataProtection]# tp get backups -n demo

T Fmmmmm - Fommmm e Fommmmm— Hmmmm e S +
| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
B st ar e s snoaes oo e +
| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 44m4s |
| hourly-4c094-20250312144500 | demo-vm | Retain | Completed | | 20m34s |
e e o e e - Fomm - +

[root@localhost VM-DataProtection]# _




MEIDEIR
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MEIDIEIR

BEMAIRE ZIAERER R =iE
EREI%, &% demo-vm-backup-on-demand B & fedora VM BJ demo-app &14

B, MBREML, HER PVC. pod MEMAITR Mans =8 demo” R llEx

|[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
E AGE  STATUS READY
wirtualmachine.kubevirt.io/demo-fedora 59m Running  True

JAME READY  STATUS RESTARTS  AGE
pod/virt-launcher-demo-fedora-69¢cts 1/1 Running @ 58m

INAME STATUS  VOLUME

ICLASS  VOLUMEATTRIBUTESCLASS AGE

persistentvolumeclaim/demo-fedora Bound pvc-406d9d57-4a5e-4123-93c1-13878b7b0140
la-san <unset> 59m

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-311f2f81-1d25-4a%a-b@cb-836bde702f04
la-san  <unset> 59m

[root@localhost VM-DataProtection]#

[root@localhost VM-DataProtection]# oc delete vm demo-fedora -n demo
jvirtualmachine.kubevirt.io "demo-fedora”™ deleted

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo

ro resources found in demo namespace.

[

root@localhost VM-DataProtection]# _

CAPACITY

3061

38Gi

W, IR RMHENIRENR,.
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# tp create bir demo-fedora-restore --backup demo/demo-vm-backup-on-

demand -n demo --dry-run>vm-demo-bir.yaml

# cat vm-demo-bir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo-fedora-restore
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/demo-vm-backup-on-demand f6af3513-9739-480e-88c7-
4cca45808a80
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null

mwn

state:

# oc create -f vm-demo-bir.yaml -n demo
backupinplacerestore.protect.trident.netapp.io/demo-fedora-restore

created

[root@localhost VM-DataProtection]# tp get bir -n demo

mmmmmmmmmmmm e Hmmmmmmmmm e Hmmmmmmm Hmmmmmm- $mmmmmmm- +
| NAME | APPVAULT | STATE | ERROR | AGE |
e e e fommmmae fmm=m=a=- +
| demo-fedora-restore | ontap-s3-appvault | Completed | | 28ml17s |
D T $mmmmme———a dommmm $ommmmmn- +
[root@localhost VM-DataProtection]# _

IOIEEPML. Pod #1 PVC 2B EME

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE STATUS READY
irtualmachine. kubevirt. io/demo-fedora 1165  Running  True

READY  STATUS RESTARTS  AGE
odfvirt-launcher-demo-fedora-9kfxh 1/1 Running @ 116s

AME STATUS  VOLLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-fedora Bound pve-6f69ab2c-285¢-4980-bldd-6cB5baccfide 308G RinlX sC-zonea-san
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-81dB2dB2-Taca-A8fc-B8Ff8F-6e99246e63F8 3061 Rl SC-zONea-san
[root@localhost WM-DataProtection]#

R EMNIERE R ERYErE =28
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28

# tp create br demo2-fedora-restore --backup demo/hourly-4c094-
20250312154500 --namespace-mapping demo:demo2 -n demo2 --dry-run>vm
—-demo2-br.yaml

# cat vm-demo2-br.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo2-fedora-restore
namespace: demoZ
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/hourly-4c094-20250312154500 aaal4543-a3fa-41f1-
a04c-44b1664d0£81
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null
state: ""
# oc create -f vm-demo2-br.yaml -n demo2

[root@localhost VM-DataProtection]# tp get br -n demo2

m e o e e Fomm Fomm +
| NAME | APPVAULT | STATE | ERROR | AGE |
- m e e o e o Fmmm e o -
| demo2-fedora-restore | ontap-s3-appvault | Completed | | 38m52s |
T e --mmmmmmmemmm—e——e- $ommmmmm - === -mmmm - +

IR BT RZT(8 demo2 81T VM. pod # pvco



[root@localhost WVM-DataProtection]#
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n damo2
AME AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora 5SmBs Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-cixes 171 Running @ Sm7s

STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
pvc-4d278ae2-76cc-46F1-bbf8-871ae75%e4a82 38Gi RiX SC-zZonea-san

ersistentvolumeclaim/demo-fedora Bound
pvc-9b96d89c-7226-47fc-829b-2ceeBBe7all?  38G1 RX sC-Zonea-san

ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound
[reot@localhost WM-DataProtection]#

fERRBRIFN 2T



BIZIRER

BB IRTRE NN AREFZRBHEEFTEFMEER appvault,

# tp create snapshot demo-vm-snapshot-ondemand --app demo-vm —--appvault

ontap-s3-appvault -n demo --dry-run
# cat demo-vm-snapshot-on-demand.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
creationTimestamp: null
name: demo-vm-snapshot-ondemand
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
completionTimeout: Os
volumeSnapshotsCreatedTimeout: Os
volumeSnapshotsReadyToUseTimeout: Os
status:
conditions: null
postSnapshotExecHooksRunResults: null
preSnapshotExecHooksRunResults: null

state: ""

# oc create -f demo-vm-snapshot-on-demand.

yaml

snapshot.protect.trident.netapp.io/demo-vm-snapshot-ondemand created

[root@localhost WM-DataProtection]#
[root@localhost WM-DataProtection]# oc get vm,pods,pvc -n demo2
E AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora SmBs Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-c7xcé 171 Running @ sm7s

AME STATUS  VIOLUME

[root@localhost WM-DataProtection]#

CAPACITY

ersistentvolumeclaim/demo-fedora Bound pvc-4d278ae2-76cc-46F1-bbf8-B71ae75e4a82  38G1
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-9b96d89c-7226-47fc-829b-2ceeBBeTall? 3861

ACCESS MODES  STORAGECLASS
RWX SC-Zonea-san
RRX sC-Zonea-san

FREREIZEITR MIRIREIER TR, EEBRBRIRIENRIREL
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# tp create Schedule snapshot-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 50 --snapshot-retention 1 -n

demo --dry-run>snapshot-schedule-demo-vm.yaml

# cat snapshot-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: snapshot-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "0O"
dayOfMonth: ™"
dayOfWeek: ""
enabled: true
granularity: Hourly
hour: ""
minute: "50"
recurrenceRule: ""
snapshotRetention: "1"

status: {}

# oc create -f snapshot-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/snapshot-schedulel created

[root@localhost VM-DataProtection]# tp get schedule -n demo

e Fommmmmmaa Fommmmmmmmanaaaa fmmmmmmmas fmmammnn gmmmmmaa demmmmna +
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
b e e e e e s e o +
| backup-schedulel | demo-vm | Hourly:min=45 | true i | | 5d23h |
| snapshot-schedulel | demo-vm | Hourly:min=58 | true i | | 125 |
P o s e o s fo st +

[root@localhost VM-DataProtection]# _

[root@localhost VM-DataProtection]# tp get snapshots -n demo

[l i o o o . e A e e e e e A e e +
| MAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
fommmmmmm e e mmmmem e meme— === e Fmmmmm e Fomm e e T +
| backup-39b67elc-f875-4045-93df-78634bae9dfb | demo-vm | Delete | Completed | | 6m29s |
| demo-vm-snapshot-ondemand | demo-vm | Delete | Completed | | 21m3@s

| hourly-51839-28258318135000 | demo-vm | Delete | Completed | | 1m29s |
B T $mmmmmmmmeeee———— gmmmmmmmeaaa e . +

[root@localhost VM-DataProtection]#
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B EIMAIMIREBIRE BIE— 1N ep & =i M demo2 #52 = i8] HIBR EE A4 demo-fedoras

[root@localhost RedHat]# oc get vm,pvc -n demo
NAME AGE  STATUS READY
wirtualmachine.kubevirt.io/demo-fedora 28h Running True

NAME STATUS  VOLUME

DRAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-fedora Bound pvc-eBd5f79d-dff9-450d-bele-90ab6880b7af
-zonea-san  <unset> 28h

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-e6f7890a-70c7-4538-9035-5e2e9379511d
-zonea-san  <unset> 28h

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo
wvirtualmachine.kubevirt.io "demo-fedora" deleted
[root@localhost RedHat]#

MEEAHIBY R ER BB IRER R R E I R o

# tp create sir demo-fedora-restore-from-snapshot --snapshot demo/demo-

vm-snapshot-ondemand -n demo --dry-run>vm-demo-sir.yaml

# cat vm-demo-sir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
creationTimestamp: null
name: demo-fedora-restore-from-snapshot
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47c276d7b034
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null
state: ""

# oc create -f vm-demo-sir.yaml

snapshotinplacerestore.protect.trident.netapp.io/demo-fedora-restore-
from-snapshot created

33
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[ root@localhost VM-DataProtection]# tp get sir -n demo
e oo e R e -
| NAME | APPVAULT i STATE | ERROR | AGE |
e e e e ettt R Fommm Fmm————— Fmmm————— -
| demo-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 58ml17s |
= e Fmm e Fmmm Fmmmm——— Fmmm - -
[ root@localhost VM-DataProtection]# _

FIEEPMIZE PVC BB demo 8 & Fal eI,

uroot@localhost RedHat]# oc get vm,pvc -n demo
AME AGE STATUS READY
virtualmachine.kubevirt.io/demo-fedora 5ml7s  Running True

NAME STATUS  VOLUME
ppersistentvolumeclaim/demo-fedora Bound pvc-e2fd18b8-1b97-48Fc-9cbB8-943b378dB5bc

[root@localhost RedHat]#
[root@localhost RedHat]#

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-db@85154-879f-45ad-9e62-9656e913d01c

R IR ERIE R EI ARV an & =5 (8]
IFR BT ME D R IRE R demo2 #5& =B AI AL

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo2
E AGE STATUS READY
irtualmachine.kubevirt.io/demo-centos 3ml2s Running True
irtualmachine.kubevirt.io/demo-fedora 3mlls Running True

E READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-centos-w77rr 11 Running @ 3mlls
od/virt-launcher-demo-fedora-wwdtc 1/1 Running © 3mlls

E STATUS  VOLUME CAPACITY

STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

ersistentvolumeclaim/demo-centos Bound pvc-7aafdSe2-ddcf-4afb-a259-c68eBlbecbed  30GI
sc-Zonea-san  <unset> 3m26s

ersistentvolumeclaim/demo-fedora Bound pvc-clf8145a-56ea-42c5-abbd-6457b6853elec  30Gi
sc-Zonea-san  <unset> 3m25s

ersistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-eB2bbd9B-6762-4473-9bb8-7e98efcb7987  38Gi1
sc-Zonea-san  <unset> Im28s

ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-eel3cfbc-2921-4129-a3214-a8f6b10335cd 3861
sc-zonea-san  <unset> 3ml6s

[root@localhost VM-DataProtection]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo2
irtualmachine.kubevirt.io "demo-fedora™ deleted

ACCESS MODES

RiniX

X

X

RbX

MIRER BRI TR E 1 SRR an & == (Al REY




# tp create sr demo2-fedora-restore-from-snapshot --snapshot demo/demo-
vm-snapshot-ondemand --namespace-mapping demo:demo2 -n demo2 --dry

—run>vm-demo2-sr.yaml

# cat vm-demo2-sr.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
creationTimestamp: null
name: demo2-fedora-restore-from-snapshot
namespace: demo2
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47c276d7b034
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null
state: ""

# oc create -f vm-demo2-sr.yaml
snapshotrestore.protect.trident.netapp.io/demo2-fedora-restore-from-

snapshot created

[root@localhost VM-DataProtection]# tp get sr -n demo2

e e e e e e e e e e e e e e e e oo oo +
| NAME | APPVAULT | STATE | ERROR | AGE |
= = == e e Fommmmmmmme e Fmmmmmmmm Fommmm - e +
| demo2-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 15m22s |
L e fommmmmmmmmmmama———- fmmmmmmmmma fmmmmmma Frmmmmmmm +

~

WIEEIMNRE PVC BRTEHRIER =08 demo2 HE,

[root@localhost RedHat]# oc get vm,pvc -n demo2
AME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-fedora 29h Running True

INAME STATUS VOLUME

JORAGECLASS VOLUMEATTRIBUTESCLASS AGE

lpersistentvolumeclaim/demo-fedora Bound pvc-35dcd9b2-4fca-486c-af9e-596bc5bddcls
-zonea-san <unset> 2%9h

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-575a3111-382F-4933-a778-0089falea2af
-zonea-san  <unset> 29h
[root@localhost RedHat]# _
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7£ demo T RATE)FEIE—MHHEPANL (demo-centos vm)

[root@localhost VM-DataProtection]# oc get wm,pod,pvc -n demo

AME AGE STATUS READY
irtualmachine. kubevirt.io/demo-centos  2md7s  Running True
irtualmachine. kubevirt.io/demo-fedora  8lm Running True

E READY  STATUS RESTARTS  AGE

od/virt-launcher-demo-centos-2ngbg 1/1 Running @ 113s

od/virt-launcher-demo- fedora-9kfxh  1/1 Running @ Blm

AME STATUS  WOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-centos Bound pvc-edBfd92b-2109-471d-b395-9877ae5f1fa7  30Gi RiX sc-Zonea-san
ersistentvolumeclaim/demo-fedora Bound pvc-6f65a62c-285c-4980-bBdd-6cB5baccfide 3863 RX sSC-zonea-san
ersistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-3c@1142a-4344-4293-2e67-7d3925c56211 3061 RiX sC-zonea-san
ercistentvelumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvec-B1d82d83-Taca-4@Fc-BF8f-6e99246063F8  38G1 RidX Sc-Zonea-san

[root@localhost WM-DataProtection]# _

#7i2 demo-centos vm N EIEXEIR

[root@localhost VM-DataProtection]# oc label vm demo-centos categorys=protect-demo-centos -n demo
brirtualmachine . kubevirt.io/demo-centos labeled

[root@localhost WM-DataProtection]# oc label pvc demo-centos category=protect-demo-centos -n demo
jpersistentvolumeclaim/demo-centos labeled

[root@localhost VM-DataProtection]# oc label pvc dv-demo-centos-lavender-tortoise-34 category=protect-demo-centos -n demo
bersistentualumeclainfdu~demc-centos—lavender—tartoise-34 labeled

[root@localhost VM-DataProtection]# _

I2IF demo-centos vm # pves B EBIRFIRE

[root@localnost WM-DatsProtection]h oc get vm --show-labsls -n demo
MGE - STATNS  READY  LABELS

bicao. cantos  Ge3ls  Running  Trie  aopedeso-cantos,Category=protact -Gews- Cantos, Kubewlrt . bo/dynanl c- crodent Sals - SUportt riss, vis. kubevirt . 10/ teaplate, nasespaca<openshift, vm, kubawirt 1o/ template. rovis ion=], ve. i

ubeutre. Lo/temnlate. vers lonmdl. 111, um. kisevirt . 1o/ tenplatescentos- streand . server-small

fieno-fedara  BSm  Running  Trie sop-deso-fedors,vs.kubsvirt.do/tenglate, nansspace=openshift, v, kubevirt, foftesplate. revislon=1, v, kubevirt. loftenplate verslon=vd. 3.1, vm. kubevict, ko tesp] ate-fedorn - server—

fsmall

[rost@locathost WM-Datafrotection]s o

[root@localhost W-OotaProtection]f
|root@localhost VWM-DataProtection|f o get pve --dhow-labels -n deso

s STATUS WOLLUME CAPACTTY ACCESS MODES STORAGECLASS VOLUMEAT TRIBUTESCLASS AGE LARELS

fleac - contos Boardd  pyc-dRi497b-0009-4T1d-p395-00Taes LT MOGL R SC-Z0MAA-SAN  CLASEEZ Tmils  app natas: 4a, 358, AR netas
.do/nanaged-byscdi.controller, app. kubernetes 1o part-ofshyperconverged. cluster, app. kubernetes. io/versionsd, 175, appecontainerd zed. data. inporter, categorysprotoct sdeno-centos, instancetype. kubevirt o/ default-instanc
fetype=ul, mediom, instancetype. kubevirt  do/default -preference=centos . streand, kubevirt do/created-by~aba7odSc - 66%a-dedl -aa78 - 207436710254

plems - Fedara Bourd  pec-6f59952c-265¢-A080-b00d-6CBS0accF305  30GI RN to-zoned-sdn  <unsety 6w v kuberretes, io =stor kubernetes
+ho/managed-by ~cdi-conkroller, app. kibernetes - Lo/ par -of=nype ged-Ciuster,app. . Lo fverslan=a, 17, 5, sppeconkaineriged- data- Inporter, nstancetype. kubevirt, o/ defalt- ins tancetype=ul .medlun, Instancetyge.
prunguirt. dofdadault-praferancosfodora, kabeuint . 1o /croated by=TdS184ed - 1240 4256 Safn- Jd1604caB8F

fo - dewo - certos-lavender - tortolse-34  Bound pyc-Ic@1180a 4084 2003 2087743925 56211 3BGL il sc-zonea-san  <unsety Tedls  app kobernetes. bo
\Aafmonaged-by=cdi-controller app. kisernetes. iofpart -af=hypercanverged-cluster app. kubernetes  do/versfon=4.17.5, app inerized-data-importer, category=p d 08, kubevirt, 16/created-by=s5s7bA0c - 69a- de2
1 - 8878 2074367 11284

et - demn_ Fodora Fuchsla- shrau-§T Baund  puc-H1d82d87 - Taca-0BFc-BFEF-EaUSIAEERIEE 30GI R sC-ToPAA-SAN  ClASRE) Bam app. kubarnates 10/ coRpanenTasTarage, Anp, kibarnetes
Ao /managed-by=cdi-controller,app. kubernatas. io/part-of shyperconverged -cluster app. kubernetes . o fwer 175, dnerized-d; importer kubevirt. lo/created- by=Pd5i4e0. 20 1a- 4456 - Bafe- Id1002cA BRdY

[root@localhost \M.DataProtection]# 4

ERIREERSR N EEPML (demo-centos) SIENAIER
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# tp create app demo-centos—-app --namespaces 'demo (category=protect-

demo-centos)' -n demo --dry-run>demo-centos-app.yaml

# cat demo-centos-app.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

creationTimestamp: null

name: demo-centos-app

namespace: demo
spec:

includedNamespaces:

- labelSelector:

matchLabels:
category: protect-demo-centos
namespace: demo

status:

conditions: null

# oc create -f demo-centos-app.yaml -n demo

application.protect.trident.netapp.io/demo-centos-app created

[root@localhost VM-DataProtection]# tp get app -n demo
e e e e -
| NAME | NAMESPACES | STATE | AGE |
R e e +--==--=- +--=---- +
| demo-centos-app | demo | Ready | 56s |
| demo-vm | demo | Ready | 4h6m |
[ -mmmmmmmmm e — o e R Fo--m - -

BRENZIT I QIZEONRBN S ZSMEAIRER. BTATEIRIRREDB trident-protect N FATE
FINESKEMRBEENEE VM, EIEMENMRERISMEREN VM. FEETR T — M &EH/IRERE
BRI

fERE XN BN RIEFF eI e R = B P4 E MY & 7

ERENS B, ERRSEESRCET — M NARER, UXEERERTHETERH centos vme LN
RREFtEED (ERGPINREED) -

# tp create backup demo-centos-backup-on-demand --app demo-centos-app
—-—appvault ontap-s3-appvault -n demo
Backup "demo-centos-backup-on-demand" created.



e B e B S R e e s e e s e e e e == +
| NAME APP | RECLAIM POLICY | STATE | ERROR | AGE |
== mmmm e mm e Hommmmmmmmm e o mmmmm e ommmmmmmmen o o +
| demo-centos-backup-on-demand | demo-centos-app | Retain | Completed | | 13m22s

| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 4h19m |
| hourly-4c©94-20250312174500 | demo-vm | Retain | Completed | | 56ml7s

e dommmm e Fommmm e Fommm oo Fommmme oo +

RFER VM IREEIR— & =8l ERENMNAREFLIE TISERN VM (centos) BIE{D. MRMIL
BT B MMRERENME, WS LEER VM. MIER Centos VM,

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
virtualmachine.kubevirt.io/demo-centos 4m27s Running True
virtualmachine.kubevirt.io/demo-fedora 4m27s Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-e8faeaf8-fcBc-4d92-96de-c83a335a7al7
sC-zonea-san <unset> 4m33s

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b0-1b97-40fc-9¢cb8-943b370d85bc
sc-zonea-san  <unset> 4m33s

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-66eb7996-1420-4513-a67c-2824f08534da
sc-zonea-san <unset> 4m33s

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-db@85154-879f-45ad-9e62-9656e913d01c
sc-zonea-san <unset> 4m32s

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-centos -n demo
wirtualmachine.kubevirt.io "demo-centos"” deleted

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
wvirtualmachine.kubevirt.io/demo-fedora 5ml7s Running True

NAME STATUS  VOLUME

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b08-1b97-408Fc-9cb8-943b370d85bc
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-db@85154-879f-45ad-9e62-9656e913d01c
[root@localhost RedHat]#

M demo-centos-backup-on-demand BIiE&F D LIRS FHIQIE centos VM BE EEHFBIE,

#tp create bir demo-centos-restore --backup demo/demo-centos-backup-on-
demand -n demo

BackupInplaceRestore "demo-centos-restore" created.

[root@localhost RedHat]# tp get bir -n demo

e e Fommm e e T -
| NAME | APPVAULT | STATE | ERROR | AGE |
fo-mc-=scsscscco=acac- e R — P R +
| demo-centos-restore | ontap-s3-appvault | Completed | | 57m9s |
| demo-fedora-restore | ontap-s3-appvault | Completed | | 7d5h |
Bmm i i i I R fmmmmmmmmaan e mmmmam Fommmmim e +

39



troot@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-centos 29m Running True
virtualmachine.kubevirt.io/demo-fedora 85m Running True

NAME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE
persistentvolumeclaim/demo-centos

sc-zonea-san  <unset> 29m
persistentvolumeclaim/demo-fedora

sc-zonea-san  <unset> 85m
persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34

sc-zonea-san  <unset> 29m
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87

sc-zonea-san  <unset> 85m

[root@localhost RedHat]#

STATUS

Bound

Bound

Bound

Bound

VOLUME

pvc-82954bf7-4a7e-4e@c-9a04-4fal52elblef
pvc-e2f418b0@-1b97-408Fc-9¢cb8-943b370d85bc
pvc-2a8ddeb5-ed6d-4408-b85d-e218e9a5d4bo

pvc-db@85154-079f-45ad-9e62-9656e913d01c

BTN VM 18 B RERE R S8 M demo-centos-backup-on-demand g2 2R [FE & = /a] (demo3)

N&EDE, FHIUE centos VM BEEEMEIE,

# tp create br demo2-centos-restore --backup demo/demo-centos-backup-

on-demand --namespace-mapping demo:demo3 -n demo3

BackupRestore "demo2-centos-restore" created.

[root@localhost RedHat]#

[root@localhost RedHat]# tp get br -n demo3

B e e e e Fo-mmmm- e -

| NAME | APPVAULT | STATE | ERROR | AGE |

e e e e Fo--m- - e -

| demo2-centos-restore | ontap-s3-appvault | Completed | | 52m57s |

Fommmm e mmmmm oo m oo e e +------- e -

[root@localhost RedHat]# _

[root@localhost RedHat]#

[root@localhost RedHat]# oc get vm,pvc -n demo3

NAME AGE  STATUS READY

virtualmachine.kubevirt.io/demo-centos 19m Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-0alde38f-07de-4e09-8f88-14a9a8bb45c2
sc-zonea-san  <unset> 19m

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-d4f9cf2f-264c-4d02-94bf-0db28b427acc

sc-zonea-san  <unset> 19m
[root@localhost RedHat]#

IR
BT ATET 7 0 ER AR RIPRE A
RIPEE A
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