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TR 8 83 Trident Snapshot £

« E£EBEIERAIR Red Hat OpenShift ££8%

* NetApp ONTAPEEFBYEIE 5117 RN R

* HEBEEE LMNAIER, 5140 postgresq

* ZET tridentctl 1 oc TEHRME SPATH HEIE R T (Fih

Z % OADP Operator R3¢

1. FNEEE¥HY Operator Hub, ¥ Red Hat OADP #&(F5, ERENHT, FEAMAEMIAERHBRERE,
FET—mit, BREAFMBEMRINGEHRETRE", OADP BRIFRIERETT T8 openshift-adp H,

Home
OperatorHub
Operators Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M3
optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
OperatorHub
Installed Operators | All ltems All Items
Al ng

Workloads Ap

Virtualization

‘ Red Hat . Community

Networking
OADP Operator OADP Operator

provided by Red Hat

Storage

Builds

cing

Modernization & Migration

Observe




~

OADP Operator

1.3.0 provided by Red Hat

Install

Channel

stable-1.

OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift

platform, allowing users to backup and restore applications.

3 -

Version

130

- OADP backs up Kubernetes objects and internal images by saving them as an archive file on object

Capability level

@ Basic Install

I
@ Seamless Upgrades
I

(O Full Lifecycle
|

() Deep

Insights

|
(O Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
using a version of Velero appropriate for the installed version of OADP.

storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic or Kopia.

o Installing OADP for application backup and restore

* Installing OADP on a ROSA cluster and using STS, please follow the Getting Started Steps 1-3
in order to obtain the role ARN needed for using the standardized STS configuration flow via

OoLM

* Frequently Asked Questions

Project: All

Projects =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation 3

Operator and ClusterServiceVersion using the Operator SDK&'

Name w

Search by name

Name

~

OpenShift Virtualization
414 4 provided by Red Hat

OADP Operator
1.3.0 provided by Red Hat

Package Server

0.01-snapshot provided by

Namespace

@ openshift-cnv

@ openshift-adp

@open5h\ft-operator-hfecyc\e-
manager

Managed Namespaces

@ openshift-cnv

@ openshift-adp

@ openshift-operator-lifecycle-
manager

Status

® Succeeded
Up to date

@ Succeeded
Up to date

@ Succeeded
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Installed Operators Project: openshift-adp

Workloads Secrets

Pods Key/value secret

Filter = Name e Y €
Deployments v N Image p ecret
Source secret

DeploymentConfigs

Name Type S.. Created
StatefulSet Webhiook secret
gttty e vilder-dockercfg-7g8ww kubernetes.io/dockercfg 1 @ Apri1,2024 10:52 AN Webhook secret
Secrets From YAML
@' er-token-rmd4s kubernetes io/service-account-token 4 @ Apr 11,2024, 10:52 AN

ConfigMaps
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Project: openshift-adp =

ve data into your application as files or environment

Secret name *

aue name of the new carrat
Unigue name of the new secret

Key *

ClouC

Value

Drag and drop file with your value here or browse to upload it
[default]
aus_access_key_idd | =
aus_secret_ac :ess_<e;‘=|

ZEM CLI 8Ii2 & K sg-s3-credentials FIZ2$A, ERILUERUTH S,

# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>

* TR, ERCE Velero, 1M Operators RIS EINAIERE Installed Operators, B OADP 1#1ER, RS
%% DataProtectionApplication £,



Home

Installed Operators
Operators
Ma
OperatorHub e
Installed Operators
Name =
Workloads
3 Name Managed Namespaces Status
Virtualization ‘ OADP Gperator @D coenshift-ad; © Succeeded

Networking

Last updated Provided APIs

@ Apr1),2024,10:53 AM BackupRepositary

BBl DataProtectionApplication, EXREBMER, AHIEFRIPNARERFRE—BRHEREIARZTR,

Project: openshift-adp =

installed Cperators » Operator details

OADP Operator
‘ 13.0 provided by Red Hat

ServerStatusReguest

DataProtectionApplications

VolumeSnapshotLocation DataDownload Datallploac

Actions w

DataProtectionApplication

Create DataProtectionApplication

MERE YAML fIEHEBERAGEER, WTEE yaml XEHRHIFTR.
fEFIONTAP S3 fENZIDNIEEE Velero BYRf yaml X4




spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'true' ->This allows use of IP in s3URL
s3Url: 'https://10.61.181.161"' ->Ensure TLS certificate for S3
is configured
credential:
key: cloud
name: ontap-s3-credentials -> previously created secret
default: true
objectStorage:
bucket: velero -> Your bucket name previously created in S3 for
backups
prefix: container-demo-backup ->The folder that will be created
in the bucket
caCert: <baseb64 encoded CA Certificate installed on ONTAP
Cluster with the SVM Scope where the bucker exists>
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->This plugin to use CSI snapshots
- openshift
- aws
- kubevirt -> This plugin to use Velero with OIpenShift
Virtualization

/8 StorageGrid S3 fEAZMDUERAE Velero BIR{I yaml S5



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

yaml X4 spec ZB R EHIFRUF LR REIBIL TEHHITEHEE

backupLocations ONTAP S3 5§ StorageGrid S3 (EEIEFMEMIS 240 yaml FrR) BLE AN velero BIERIA
BackupLocation,

snapshotLocations J1REFHABEFMEZEDO (CSI) R, NELEEREREBMUE, RAEECE
VolumeSnapshotClass CR 3E#ft CSI IRohiZRF. TRHNBIRGIA, EEMATrident CSI, HEZHIERE
FiTrident CSI IXsh#2RF I3 T VolumeSnapShotClass CR.

[BF CSI ¥ ¥ csi ARIMNE Velero FIERINEHH, LUER CSIREBENDIFASE. Velero CSI HEHHFRAT &R
CSI XM PVC, ©RIEEREETIZRE T velero.io/csi-volumesnapshot-class 1i%HI
VolumeSnapshotClass, 773X

* {EAZBI3E trident VolumeSnapshotClass.

* 4§18 trident-snapshotclass BI17%, FIFHIZE N velero.io/csi-volumesnapshot-class=true, 31 TFf
Mo



Networking VolumeSnapshotClasses > VolumeSnapshotClass details

(E® trident-snapshotclass

Storage

Details YAML Events

PersistentVolumes

PersistentVolumeClaims .
VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots
trident-snapshotclass

VolumeSnapshotClasses

Labels

G'GIGFC‘I»ZJ_.-’CEI-‘.’O! umesnapshot-c [aee=t1ue)

VolumeSnapshotContents

HfafRENfE VolumeSnapshot TR #MIBR, HREBIEE(REE. XEILUEIT R deletionPolicy & & /7 Retain LI,
MRAZE, MR TERTEEZLEREHNHIFRE PVC,

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: trident-snapshotclass
driver: csi.trident.netapp.io
deletionPolicy: Retain

10



VolumeSnapshotClasses » VolumeSnapahotClass details

trident-snapshotclass
Datails YAML Events

VeolumeSnapshotClass details

Mame

trident-snapshotclass
Labels Edit #

velem io/csi-volumesnapshot-clsss=trus

Annotations

1 annotation &

Driver
cstndent netappio

Deletion poficy

Retain

Ifaf® DataProtectionApplication E8IZEH B4 FIRZ&: Reconciled’s

nstalled Oparators » Operat:r details

OADP Operator
‘ 13.0 provided by Red Hat Actions =

ServerStatusRequest VolumeSnapshotLocation DataDownload DataUpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Name = Search by name
Name Kind Status Labels
velero-dema DastaProtactionApplication Condition: Reconciled Nao labels £

OADP 121EG115 8| EHEM AY BackupStoragelLocation, XIG1E I E&EZ D AHER,

11



Project: openshift-adp

Installed Operators > Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions

psitory Backup BackupStoragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRs

BackupStorageLocations

Name = arck na
Name Kind Status Labels
@ velero-demo-1 BackupStoragelocation Phase: Available app.kubernetes.io/component=bsl

app.kubernetes.io/instance=velero-demo-1
app-kubernetes.io/manage... =oadp-oper...
app.kubernetes.io/n..

=0adp-operator-ve...

openshiftio/oadp=True

openshift.io/ocadp-registry=True

£ OpenShift Container Platform F AN FREFEAIEIRE R D
RTELAR A TE OpenShift Virtualization R BIEBIZEE 1.

BN AREFENHTE

BEEIRNARFNEEEN (NAEFTHENNAREFIRASE) , FREEMDERRUEIEEMNBEEXAER
(CR) o T —1mfl yaml KEIE &% CR. FERALL yaml, B&EHIEEHEZEIFNLARERFREFAT
ﬁoﬂu&ﬁﬁﬁﬁﬁ,mT%ﬁ&T%

CSI BRBIEE SR TDPIFAENN BEFRRIRE, IREBIFFMHEE yaml FIEENEHUE, &0
28R ttl WAEERAPRE 30 KXo

spec:

csiSnapshotTimeout: 10mOs

defaultVolumesToFsBackup: false

includedNamespaces:

- postgresqgl ->namespace of the app

itemOperationTimeout: 4hOmOs

snapshotMoveData: false

storagelLocation: velero-container-backup-ontap-1 -->this is the
backupStoragelLocation previously created when Velero is configured.

ttl: 720hOmOs

BEhTmE, EMBREETAETTH.

12
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Project: openshift-adp

Installed Operators

~

> Operator details

OADP Operator
1.3.0 provided by Red Hat

Details YAML Subscription Events
Backups
Name = Search by name.
Name Kind
@ backupl Backup

Allinstances

BackupRepository

Status

Phase: @ Completed

Backup

Labels

Actions =

BackupStoragelocation

Create Backup

velero.o/storage-location=velero-demo-1

DeleteB4

SR LUEB) S3 NN AREFRENREMETNED. FHDERRE
(velero/container-demo-backup) o EAILUEEFHHIAREIEERE.

®

7f StorageGrid #1, &%

ERERENFMERTD, BIRATA
AEM N AR E TR,

CAILAEFRTE P E IR 2SR IERY S3 2 G REBE NN R

Path: / demobackup/ backups/ |backupl/

Name

“J|backup1.tar.gz

“Jvelero-backup json

"I backup1-resource-listjson.gz

"I backup1-itemoperations json.gz
_|backupl-volumesnapshots json.gz
“I|backup1-podvolumebackups json.gz
“Ibackupl-results.gz
“I|backupi-csi-volumesnapshotclasses json.gz
“I|backup1-csi-volumesnapshotcontents json.gz
“lbackup1-csi-volumesnapshots json.gz
“I|backupi-logs.gz

Size Type Last Modified

230.36 KB GZFile 4/15/2024 10:26:29 PM
335KB JSON File 4/15/2024 10:26:29 PM
1.12KB GZFile 4/15/2024 10:26:29 PM
600 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
49 bytes GZFile 4/15/2024 10:26:28 PM
426 bytes GZFile 4/15/2024 10:26:28 PM
143KB GZFile 4/15/2024 10:26:28 PM
134KB GZFile 4/15/2024 10:26:28 PM
1349KB GZFile 4/15/2024 10:26:28 PM

Storage Class

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD

AN AEFEIEITXIED

BRITICIEED, EFEEITY CR, ZitHRE—

ERT 8I# Schedule CR #9714 yaml,

> Cron FRiER, AIFEIEEELEZ&EHNE. TE

13



apiVersion:
kind: Schedule
metadata:
name:
namespace:
spec:
schedule:
template:

schedulel

velero.io/vl

openshift-adp

O 7 *x kX %

includedNamespaces:

- postgresqgl

storagelLocation:

velero-container-backup-ontap-1

CronFiED 07 * * * KRB R7:008IBE . LIEE T BB SHESR MNP TEMEMIFHEUE, Bk, &
EEAEM CR, MEMFEAITXI CR EiEEMNE B LIEE R

_EQUET i‘H?,'J ) Ezlgl*&}g }Eﬁ o

Project: openshift-adp

talled Operators » Cperator details

OADP Operator

1.3.0 provided by Red Hat

~

toragelLocation DeleteBack

"

Schedules

Wame -

Name

Py

EHRIRTELLITRIEIE,

14

upRequest

Kind

Schedule

HAMN BN ETRFPEE,

DownloadRequest

PodVolumeBackup

Status

Phase: @ Enabled

PodVolumeRestore

Labels

He

slore

Schedul




Project: openshift-adp =

Mame Kind Status

) schedulel-20240415140507 Backup Phase: InProgress

Installed Operators » Operator details
OADP Operator
‘ 130 provided by Red Hat ACTIon -
Events Allinstances BackupRepository Backup BackupStoragel ocation DeleteBackupRequest DownloadReguest
d
BaCkupS Create Backup

Labels

velerpuo/schedule-name=schedulel

veleroio/storage-lacation=velero-demao-1

BNABFMN—TEEIBES— 1 &E

Velero Y& MR EINREEE M AREER ZEEBKIENENEN TR, AT MENAR
NARFMN—ITEEIBES—NEE, HEeE—TERNNREETIBNAEFR

&0, ARRNARERFME—NREFELRE S -1 -

15



MEBE—NEEED

B 1 BTRFN

© WITESERE E R K Trident o

* B trident [FIRFITEESS,

* WITESERF %3 OADP #21E 5,

* WiZHAC & DataProtectionApplications

ERLUTHISERECE DataProtectionApplication 3%,

spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false'
profile: default
region: us-east-1
s3ForcePathStyle: 'true'
s3Url: 'https://10.61.181.161"
credential:
key: cloud
name: ontap-s3-credentials
default: true
objectStorage:
bucket: velero
caCert: <base-64 encoded tls certificate>
prefix: container-backup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws
- kubevirt

* ARE BT NARFHEMZNARER. FWM, RE—1 postgres NAERF.

16



* W& CRERAUTHE:

spec:
csiSnapshotTimeout: 10mOs
defaultVolumesToFsBackup: false
includedNamespaces:

- postgresqgl
itemOperationTimeout: 4hOmOs
snapshotMoveData: true
storagelLocation: velero-sample-1
ttl: 720hO0mOs

Project: openshift-adp

led Operators » Operator details

OADP Operator
‘ 14.4 vided by Red Hat Actions =

Backups

Name w

Name Kind Status

(® back Backup Phase: @ Completed

BRI U R EPIARAIETFREBZEELIBNAENR, Ef@IFRBME, RERHFNEDTHRHR.

#5842 & |8) postgresql FHIEREFIDIETEMETE OADP #SEHAY backupLocation FEERI M RIZMENE
(ONTAP S3) /1,



RS FISE N6 EE

B 2 TRFRMN

© WIIEEEEE 2 ERETrident o
* postgresql N AEF—EREEB R LETE postgresql i = E)H,

OADP 12{ERMNNRETTEERE 2 |, #H BackupStorage Location ATIEAFEESE — N EREEDHY
HENRFEUE,

& CR X 56 — B Mo

[root@localhost ~]# oc get pods -n trident

NAME READY  STATUS AGE
rident-controller-6799cfb77f-8rzvk 6/6 Running 2d7h
rident-node-linux-7wvjz 2/2 Running 2d7h
trident-node-1linux-8vvm2 2/2 Running 2d7h
rident-node-linux-bgséf 2/2 Running 2d7h
rident-node-linux-njwb8 2/2 Running 2d7h
rident-node-linux-scqjl 2/2 Running 2d7h
trident-node-linux-swré9 2/2 Running 2d7h
rident-operator-b88b86fc8-7k68 1/1 Running 2d7h
[root@localhost ~]# _

()]

P NSO NON

found i
lhost ~]# oc
REASON AGE
11m

2d7

@localhost ~]# _

Project: openshift-adp

alled Operators > Operator details

‘ OADP Operator
140 provided by Red Hat Actions ¥

kuy BackupStoragelocation

BackupStoragelLocations

Name Kind Status

slero-container-de BackupStoragelLocation Phase: Available

18



nstalied Operato

~

s > Operator details

QADP Operator

14.0 provided by Red Hat

Details YAML Subscription Events
Backups
Name = e me.
Name Kind

BackupRepository

Status

Phase: @ Completed

Backup

Actions

BackupStoragelocation DeleteBackupRequest DownloadRequest
Create Backup
Labels Last updated

velero.io/storage-locati...=velero-sampl @ Jul 25,2024, 839 PM

MEDME ISR FRIN AR, ERLT yaml 8J& Restore CR,

apiVersion:
kind: Restore
apiVersion:
metadata:
name: restore
namespace:
spec:
backupName:

restorePVs: true

MESERE, BEES postgresql KZFAEFIEELILERE L

FRES S & EVRSHEE.

velero.io/vl

velero.io/vl

openshift-adp

backup

==

=17,

#5 pvec MMERNAY pv ¥EXEx. NRIEF

Project: openshift-adp

Installed Operators

~

» Operator details

OADP Operator

14.0 provided by Red Hat

elocation DeleteBackupRequest

4

Restores

Name = Search by name

Name

DownloadRequest

Kind

Restore

lumeBackup

Actions =

PodVolumeRestore Restore Schedule Server
»
Create Restore
Status

Phase: @ Completed




MEPRENBERF
ABN BTN E D IRE B

AITE ST

AT MNEGFRME, BAURIKNBIZFFRENGEZEREIMIERT

| root@localhost ~|# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-0 1/1 Running © 102s
| root@localhost ~]# oc delete ns postgresqgl
namespace "postgresql”™ deleted

[ root@localhost ~]#
[ root@localhost ~]#
[ root@localhost ~]# oc get pods -n postgresql
No resources found in postgresgl namespace.

[ root@localhost ~]#

20



T REIE—sn & = E]

EMEAINREZBERRME, BIIFELE—TMMEBENER
REFRNMTEEMPMENFHIRIR, FHiF restorePVs IRE A true, FILUEEEMSE, N TFFIR" Y

"o BT,

(€

R)o

BNFBANER IR,

Project: openshift-adp

-

Installed Operators

~

> Operator details
OADP Operator
1.3.0 provided by Red Hat

lest DownloadReques PodVolumeBackup PodVolumeRestore

Restores

Restore

w
[s)

o

Q.

o

Actions =

ServerStatusRequest

Create Restore

VolumeSnap

»

apiVersion: velero.io/vl
kind: Restore
apiVersion:

metadata:

velero.io/vl
name: restore
namespace: openshift-adp
spec:
backupName:

restorePVs: true

MR ERTEE, ERUEEINAREFEMRE

backup-postgresgl-ontaps3

Phase: @ Completed

= =1L £ o
FRRIREBIRIRT, NAEFMEZMERNGEZE,
Project: openshift-adp +
I d Operators > Operator details
QADP Operator
‘ 1.3.0 provided by Red Hat Actions =
est DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSi
Restores
Name = >e3 ame
Name Kind Status Labels
@ restore Restore

21


https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html
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https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html

lo resources found in postgresql namespace.

[ root@localhost ~|# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE
postgresql-0 a/1 ContainerCreating 0 16s
[root@localhost ~]# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE

postgresgl-8 0/1 Running © 22s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-@ /1 Running © 29s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE

postgresql-@ 1/1 Running © 37
[root@localhost ~]#




EREIFRRYE R =8

EENAREFMERREMNSREE, EEILTE Restore CR B yaml & X 124 namespaceMapping.

LR yaml SX4eIEZ— Restore CR, LURN AR REFAFEM postgresql 858 (a1 E FFH
5% = 8] postgresql-restoreds

apiVersion: velero.io/vl

kind: Restore

metadata:
name: restore-to-different-ns
namespace: openshift-adp

spec:
backupName: backup-postgresgl-ontaps3
restorePVs: true
includedNamespaces:
- postgresqgl
namespaceMapping:

postgresqgl: postgresgl-restored

M ERBRTTRE, ERIUERINARER EMEZIRERRNIRES. NARFRREE] yaml FiEEHNF
CECERES S

@
5 Lt |
I Project: virtual-machines = I
VirtualMachines
] [
Y Fiter = Name =  Searchbyname. / m 1=-1of1
Mame 1 Status Conditions Node
D heis-dema-ym2 & Running D acp-worker!
o {1

23



B

24

[REIRREEFESES!

Velero 12t 7 @i 8 json 4T RE R S HR )R RRIBEAIhEE. EMERRZA], json T SMATIE
JB L. json #NT7E configmap H¥EE, FH E7E restore a8 5| A% configmap. UIHREEERERSERAR
BIRTEERFHITIRE,

ETEARAIS, NARFEISEREFER ontap-nas (ENEIBFAENEMES, BT & Fbackup-
postgresql-ontaps3HI N AR & 14

Project: virtual-machines-demo  «

VirtualMachines > VirtuzlMachine details

D rhel9-demo-vm1 & runing QP ML Actions ~
Overview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks @
Disks
Add disk
ork
Y Filter ¥ ¢ / () Mount Windows drivers disk
Name 1 Source Size Drive Interface Storage class
yudini D
d @ el GiB Disk ap-na
root @D rhe 5GiB Di ap-na
bootable

Project: openshift-adp

Installed Operators » Operator details

OADP Operator
‘ 1.31 provided by Red Hat Actions w
Details YAML Subscription Events Allinstances BackupRepository Backup BackupStoragelocation DeleteBackt

L

Backups

Name = Search by name
Name Kind Status
@ backup! Backup Phase: & Completed

IS EN Y IR SRR IR BRI E K.
EFAARREMNEFMESE (140 ontap-nas-eco FiER) MERIMN, BEERTUTHNTE:
FEA

£ openshift-adp esR2=EIFEIE—NEEMRS (ZHE) , TR EERREERERIFARES

AR E R %0a: openshift-adp B#R: change-ontap-sc (AJIUEEERK#) #: change-ontap-sc-

config.yaml: 1{E:



version: vl
resourceModifierRules:
- conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "data-postgresqgl*"
namespaces:
- postgresqgl
patches:
- operation: replace
path: "/spec/storageClassName"

value: "ontap-nas-eco"

Pods Project: openshift-adp =
Deployments
DeploymentConfigs Edlt ConflgMap
Config maps hold key-value pairs that can be used in pods to read application configuration
StatefulSets
Secrets Configurevia: @® Form view YAML view
ConfigMaps
Name *
CronJobs e-storage
A unigue name for the ConfigMap within the project
Jobs .
DaemonSets
Im es that d ed in the figMap cannot be
ReplicaSets
Data
ReplicationControllers
C e juration n UTF-8 range

HorizontalPodAutoscalers

PodDisruptionBudgets Key *
change-st
Virtualization
Value
Overview
Catalog Drag and file with your value here or browse to upload it

) version: vi
VirtualMachines resourceModifierRules:

- conditions:

mmsmaliacanacas aancictontiualuaacloaloe

Templates

InstanceTypes © Add ke

ERBVECEMRSII RN I TFR (CLI)
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# kubectl describe cm/change-storage-class-config -n openshift-
adp

Name : change-storage-class—-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
— conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace

path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarxData

Events: <none>

AR E BN 1E S B IR E BY M BB RE N, R A TIZF R rhel FFLMIFRERIAEFANEEER
FREHA ontap-nas-eco.

SIE2
BiREEIMN, 1B Velero CLI FHILL eSS

#velero restore create restorel --from-backup backupl --resource
-modifier-configmap change-storage-class-config -n openshift-adp

%N FRIEFEE AT ontap-nas-eco BIEZBIFAERBHIFE—mRTEHRE.



Project: virtual-machines-demo ~

Disks ®

Add disk
Y Filter = Mount Windows drivers disk

Name 1 Source Size Drive Interface Storage c...

£ Velero fIfFFH I E
ATBHARIAIER Velero MilB& OpenShift A28 &N AEFNEHNRMME.,

SILFrE &

] LAfERS OC CLI TRg, Velero CLI TREFIHIE®&ED CR. $%ERIHZAB T & Velero CLI"Velero 314" o

llES=2gv)

A LAGER OC CLI TAEMFRES CR, MAMPFNREFMELIE. SN CLIAZHI b+l B2, BT
NS RE NN REEDRFR, EREFMLIE CLIAZR SHF.
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https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli

root@localhost ~|# oc delete backup backup2 -n openshift-adp
backup.velero.io "backup2" deleted
[root@localhost ~]# oc get backups -n openshift-adp
NAME AGE
backup-postgresqgl-ontaps3 23h
schedulel-20240717070005 6h49m

[root@localhost ~]# oc get backups -n openshift-adp
NAME AGE
backup-postgresql-ontaps3 23h

backup?2 24s
schedulel-20240717070005 6h50m

[root@localhost ~]# _

INREBMPRED CR MBRBIM REFMELIE, ERILIER Velero CLI TARHITILIE(E,

IpRIE IR

EB] LUERS OC CLI 8% Velero CLI &1 E CR W&
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PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.

NetApp (REEARFITEMBIE S FHERS M A S PR R E A~ it 1T ECRBIAF) o FRIE NetApp LAFBEATVER
HER, SN NetApp AABREAASHEFR i~ EERRESRX S, ERNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,
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BRNFIHEE: BFER. E5IsiATFANESS DFARS 252.227-7013 (2014 4£ 2 B) #1 FAR 52.227-19
(2007 £ 12 B) P FEARIENF] — IEFWA"EFE (b)(3) FMEBRBIFZHIILIR,

AXAEFFES RSB =R/ B RS (EXI FAR 2.101) #8%, BT NetApp, Inc. HEEEE. RIE
ISR HBIFRE NetApp FARBIBMITEVRGEEELER, HE2HMAREFL, EEBREX XL
ENERNAEI RS, 23Kk, SRERAEENGTE, ZFIBERaELE, WAREHEFLE, BMRESR
FHIRFARIBIN EE BT ERAE X EZEaRZFRNER TER. BRASHEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BEHETXLELRIE, EEBRXEIFIENYIET DFARS H%E
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