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https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/zh-cn/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html

@ F5 BIG-IP ATLAR MR EE, WA URAEERIEE, AT HITIIIE, F5BIG-IP LUk
TIRNEE, B2, HTEBR, NetAppZINEIE—1 BIG-IP SLHI&EE, LIBERERHIE,

F5 BIG-IP RATIMMBIEE AL £ SRRENEHEMSEHNE, MABT 12x, UES
() Fs5cis . HTATEIE, F5BIGIP RARIENEINGS, PINER BIGIP VE AR

(o}

[SETNEIF:

ZARRTTZEFBE VMware vSphere RERBRIEINIRE. RIBEBIMLEIFE, F5 Big-IP EINLERIMLE A LIEC
BANESR=BEKE, A EFHREETNELRE, XTUAREREMNLZELS Anthos EBEERRNIFAER
, BB IR,

NetAppBIf )R 5 R LIZFPABEIN B EFRIOUE T FTRABMRA, LUES Anthos On-Prem BIEBERC S
H:

HI1E A kR

F5 BIG-IPEIMMNLE 15.0.1-0.0.11
F5 BIG-IPEIMMNLE 16.1.0-0.0.19
Rk

BL % F5BIG-IP, B TIE:
1. M F5 THEMNFBREZFFRENIRE (OVA) X "I,

@ BTHIZIGE, APYUAIE F55EM. #17 Big-IP Virtual Edition Load Balancer $#2#£7 30
REGETRIFAIE. NetAppEiNFHiR &M EFEPEMFE A KA 10Gbps Ak,

2. AP HEEMISHZRRNHAEZEEE OVF &ik. BBERoh— 1M RST, AFEEEESRE 1 FRIRITEHL OVA
qu:o %EE“-F_ﬁ”o
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https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova

3.

4.
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Deploy OVF Template

1 Select an OVF template Select an OVF template
| : Select an OVF template from remote URL or local file system

ompute resource

1 Revi tail Enter a URL to downioad and install the OVF package from the Internet, or browse to a
4 Review aetalls

location accessible from your computer, such as a local hard drive, a network share, or a

orage

& s " - CD/DVD drive
6 Ready to complete
URL
® Local file

Choose Files | BIGIP-15.0.1-0__ALL-vmware ova

CANCEL NEXT

BHR TP RERTENTBHEZENRREETNRIME, BIFAFEHEERRR, AEREERENRER
IUHBY VM_Datastore, SAEHEET—F,

RASETHNT—TREAFEBE X EERERNEINNE, E5MEFEHIERE VM_Network, EEIEF
E&FRiEHE Management_Network, Internal 1 HA BF F5 Big-IP IEENERKEE, KILE. XLESHATLL
RIFAZE, U EEZEIEEMIZHE. 2HhNmOH, BHT—F%



Deploy OVF Template

v+ 1 Select an OVF template Select networks

v 2 Select a name and folder Select a destination network for each source network

+ 3 Select a compute resource

v 4 Review details Source Network Y Destination Network
+ 5 License agreements nternal BiG-IP-Internal

v 6 Configuration Esitarria VM_Network

+ 7 Select storage

HA
8 Select networks

IP allocation

BIG-P-HA

Management_Network

Static - Manual

CANCEL ‘ BACK ‘ NEXT

°. BRKRENHERR, NIRFMAEEER, BRE ST UFRERE,

6. EINREHETRE, ARPETHBIIT, SNZEEEMLE -EU DHCP ik, ZI&FET Linux, #B
ZBE T VMware Tools, FHUILERTLITE vSphere B iRPEE IR DHCP ik,

&3 BIGIP-15.0.1-0.0.11-vmware-B ACTION

Summary Monitor Configure Permissions Datastores

IP Addresses 272 254
# i
Lo ] e = '_— ¥ a
i 1 ﬁ A

7. $TFF Web HS 23 HEA E— a7 IP HtbEE RIS,

DTV BIGIP-15.0.1-0.0.11-vmwa... *

IP Addresses:
127.20.0.254
127.1.1.254
17221224 20

ZRINERZ N admin/admin, BRERE,

RER
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YEMRREENERERENE, ARESREE—1FE, EUERMNERES

fs BI(: Ii" C onflquraimn Utility
© ; Networks

Hostname Weicome to the BIG-IP Configuration Utilty.
bigip1

Log in with your username and password using the fields on the left
IP Address

172.21.224 20

Username

‘admin

Password

anee

 Login |

(c) Copyright 1996-2019, F5 Networks, Inc., Seattle, Washington. All rights reserved.
FS Networks, Inc. Legal Notices '

—MNRBIRTAFTHIRELARER. BE TP BihkAER.

Setup Utility
To begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the "Next" button.

Next...

— P RERRTAVRISERITANE, S AUE iR, S F—TUHIMRRE, #MILEEEM THAIUREIR 30
961:F1E1¢711ET AR EM KL EIRGHRAVF AL, BEF TF—F%



General Properties

Base Registration Key | BFXBY-PVROQ-QIHCH-NZGSZ-AZCFPDX | Rever]
Adg-On Key | ||Add|

Add-On Registration Key List
Edit||Delete|

Activation Method *' Automatic (requires outbound connectivity) ' Manual

Qutbound Interface mgmt v |

License Comparison Enable License Comparison

Next.. |

() HTEREMTIE, SRE0 LRSS REES HIAE.

10. T F—1MREL, BRERSLARFTNN (EULA), MNRIFRHEFMZFREILUER, BRE RS
N T EERITEESINNE, UIEIRESHIEFrEECESR, BE W LUIREVREE.,

BIG-IP system configuration has changed
Tue Nov 05 2019 18:10:20

The configuration for this device has been updated. Consequentiy, the features and functionality previously
available on the BIG-IP system might have changed

Elapsed Time: 49 seconds

«” Please wait while the configuration changes are venfied
The BIG-IP Configuration utility will be updated momentarily

" Configuration changes have been verified
You may now continue using the BIG-IP Configuration utility

12. REENEAXHA, RELAEFETAREERS, LEOFHT HaiiFaIm U REMIRENESNIE

EIETTHIARS B R IR D ECo
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Current Resource ABRCATON

cPU — 2 —
bk 2w T —
Memory (1838 NI |
Mo, | rowsanng. (owsesamy | ReawssOsx(os) | RearsdMemey ME) N
| 8 Management (uGHT) E WA 0 1070 |
[l Local Tratte (LTM) # | Nommnal . £ Licenad L] B54
| Il Apphcation Securty (ASM] Hane By Licansad n 14
W Fraud Proection Service (FPE) - Nane WA 12 544
| B Geobal Trafc (DNS) Hang By Liceniad 0 148
B Link Conirgller (LC) L Nane B Uniicensed 0 148
B Access Folicy (APM) | Hane Ep Limitad 12 494
W A WVisibiity and R (AR} ~ Nane g Leonaed 18 576
W Poscy Enforcement (FEM) Hana E Uricensed i ] 122
B Advanced Firewall (AFM) Nane £5 Licansag 16 1058
@ Appiication Accelerabon Manager {ARM) Hone B Uncensod iz 2050
 Socwe Web Gateway (SWG) Nana Ba Uracensed 14 4056
B Fes Language Extensions (RuiesL) None £, Licenmed 0 748 |
I B URLDB Minimai (URLDE) - None £ Unsicensed 36 2048
Il %50 Crehastraior (SSLOY None B Unlicenced Q 128
B cmner Grade HAT (CONAT) one Eg Licensad 16 138
Baca | v | et |
13. BEHAMMNFEEFXPRATA L Fa#HITH—FEN. BNEERERER DHCP EREMNEIR IP itk &E

RERENENBHMNK, URERPIRERE SSH A8

‘General Properties
Management Config IPV4 ‘® Automatic (DHCP) ' Manual
Management Config IPV6 '® Automatic (DHCP) '~ Manual
I Host Name | Antnos-F5-Big-IP |
Host IP Address | Use Management Port IP Address v
Time Zone [Ameri York v
User
| Disable login
Root Account Password: :l
Confim: | |
SSH Access ¥ Enabled
SSH IP Aliow | = All Aodresses v |
[Bsck |[Nost._|

14 HTRBEEMERE, CHEEEREBRENENEDRE, BE T2 HEtnENSEEDS.
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Standard Network Configuration
Create a standard network configuration by configuring these features:

Redundancy

VLANs

NTP

DNS

Config Sync

Failover

Mirroring

Peer Device Discovery (for Redundant Configurations)

Next.

Advanced Network Configuration
Create advanced device configurations by clicking Finished and navigating {o the Main {ab of the Configuration Utility.
Finished |

15 MSNE—NRERNR; RERANREFRT T Y, T IUREEBEHENEESE LRENEEO, #0
1.1 BRETE] OVF HZE R FHARICIAERR VMNIC,

Internal Network Configuration

Address: 192.168.1.11
Seff IP Netmask: 255.255.255.0
Port Lockdown: | Allow Default v
Floating IP Address: 192.168.1.10
Port Lockdown:| Allow Default v
Internal VLAN Configuration
VLAN Name intemal
VLAN Tag ID auto
VLAN Interfaces 1.1 v
Tagging Select. v
Add
Interfaces
Edit || Delete
Cancel | Next.
LWOIEH AT IP #itlk. MEHBIEES) IP thitr =8 el IR BB/ IP 187, LURAE

() &fur. MRCCANE=BRE, CIETERERENENERBSHREOAR
B, AR AR S,

16. FT—TUEEAENSECBIMNINLER, AT ISARSEINSTE] Kubernetes FIEFERY podo M VM_Network SEEIF%EE
—ANEEES IP. IEHMFRIERL LA K B RE—SEEREED IP, #0 1.2 &Y E| OVF ZEASHIRIE MR
VMNIC,
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External Network Configuration

External VLAN ® Create VLAN external ' Select existing VLAN
Address: 10.63.172.101
Seif IP Netmask 255.255.255.0

Port Lockdown: | Allow None v
Default Gateway 1063.172.1

Address: 10.63.172.100

Floating IP
Port Lockdown:| Aliow None v

External VLAN Configuration
VLAN Name external

VLAN Tag ID auto
VLAN interfaces 1.2 v
Tagging Select v
Add
Interfaces
Edit || Delete
iCancel J| Mecd.

17. T F—0H, NREEMRPEHESPEINLE, WETRERE HA WK, BHE:, TKIUAE Self-IP
NI LEIBED FEL, HEMAUEEFERED 1.3 159 VLAN 0, ZEOMETE OVF EIRFASFE XA HA K

“do
High C
High Availability VLAN ® Create VLAN HA ' Select existing VLAN
Address: | 192.168.2 11
Sell IP

Netmask:| 255.255.255.0

High Availability VLAN Configuration

VLAN Name HA

VLAN Tag ID auto
VLAN Interfaces 13 v
Tagging: Select v

Add

Interfaces
|_Edit || Detete

Cancel || Next... |

18. F—DUEITREBBECE NTP fRSS28. ARPEH T —H 444 DNS i8E. DNS RSB BIHERIIRNZELS
H DHCP fr55881H7E. B T EREIINKEHH LR,

19 ¥FEESNFRED, BE TP RETHSEINEFRE, HEEBH T AXEIEE. AERE TR R
HRFo

20. 73 Anthos BEIERAEHMIMRHHNENS MNP ERHERINS X, RHEANREFNRE, SHEA
P, RRBEEDEIIR
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§%| System

Configuration

File Management
Certificate Management
Disk Management
Software Management
License

Resource Provisioning
Platform

High Availability
Archives

Services

Preferences

sFlow

SNMP

Crypto Officading

Logs
Logins

Support

Authentication

Remote Role

2. BERHRBENETHINARESIX, STAMBeIE, SIBE—IHMSX, H&HE N GKE-Adnin. ARG
BEEE, #EPXiRB N User-Cluster-1, BRBEFEERHUGE T —19KX User-Cluster-2,

REREH TR UTRAES. FXIIERFREED, HPFIHTREDX,

|[search

| Create... |

[¥!] + Name

) Anthos-Admin
[ Anthos-Cluster
[ Anthos-Cluster2

Common

oo o o

[Dsite_|
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5 Anthos &

BNMLEXHPEHE—1 257, PN EEREFNGIEENENS N EPER, URLEMEHI9EE, UER
Anthos On Prem &18,

A THIASZ GKE-Admin &8 0 XEEERRA. FEBUHERMNENMEMHEERRINT:

# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManuallLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: F5BigIP
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manuallB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# # NodePort for control plane service

# controlPlaneNodePort: 30968

# # NodePort for addon service (only needed for admin cluster)

# addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing
partition and

# # credentials

£5BigIP:
address: "172.21.224.21"
credentials:

username: "admin"
password: "admin-password"
partition: "GKE-Admin"
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
# seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation

26



# for LB VMs. Must contain one or two IPs.
# ipBlockFilePath: ""
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.
vrid: O
(Required) The IP announced by the master of Seesaw group
masterIP: ""
(Required) The number CPUs per machine
cpus: 4
(Required) Memory size in MB per machine
memoryMB: 8192
# (Optional) Network that the LB interface of Seesaw runs in (default:

H H= H H H= H H

cluster
# network)
# vCenter:
# vSphere network name
# networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
# enableHA: false

R MetalLB $1 539128
AT T MetallB FEEREII BRI L EMECE LA,

223t MetalLB £ #1928

MetalLB f1#}5%728 5 VMware B Anthos Clusters e/, FM 1.1 lRAFIEEABIERMAPEEHE
EN—ZHOHITECHERE, HBRMAIXASIR cluster.yaml N FUEBOX LEFR B XA REIR (I 1 B9 EIRER. ©
7E/EH9 Anthos 8 FEHE, MAREGEMS IIFNHEIESRERAEZREREINIETR. ©ELIFEL
ﬁ_/l\ IP i, % IP MREARE SRR LB THER OB A HI9E2s A A Kubernetes ARSZ AT B oh 2 EC it

5 Anthos £5§
79 Anthos EIEG B MetalLB faFi3giaset, EAIELK loadBalancer: 727£F “admin-cluster.yaml XX {4

BB EE—(ERIRE controlPlaneVIP: ik, SAIGIRE “kind: {E/y MetalLB, 1BERL B ERERN
5l
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# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# addonsvIipP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManuallB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

79 Anthos FAF&E8¥ /S i MetalLB fa &t #iaset, S NERFPEM XN user-cluster. yaml N MEHH
X, B, UEPF admin-cluster.yaml X, EHBIER *controlPlaneVIP:,
ingressVIP: , #1 'kind:HHI{E "loadBalancer: #53, 15E %L T E ERERNRG):

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.240"
# Shared by all services for ingress traffic
ingressVIP: "10.61.181.244"
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

(D ingressVIP IP MR THFEFRHERE R B MotalLB AEHIHIRAY IP ML teR,

SREIREESME "metalLB: /N5 HIEEL "addressPools: @iE1E - name: 2T, ERNLFRIZE— IP it
, MetalLB 7] LUEIT A LA F R H—ANEERIGEH 94 LoadBalancer ZE8AYARSS: “addresses: 2R,
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# # (Required when using "MetallLB" kind in user clusters) Specify the
MetallB config

metallB:

# # (Required) A list of non-overlapping IP pools used by load balancer
typed services.

# # Must include ingressVIP of the cluster.

addressPools:
# # (Required) Name of the address pool

- name: "default"
# # (Required) The addresses that are part of this pool. Each address
must be either
# # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).
addresses:

- "10.61.181.244-10.61.181.249"

@ #uhb A R] UG AR AR LCE BB VR 4, BHIRBINREFMPR S, siENRED
FRIETA, WAL CIDR &AM,

1. Y6172 LoadBalancer A Kubernetes RSZBY, MetallB &£ B NIRS HE—1 externallP, H@idnms,
ARP EKRIBEZ P ik,

23 SeeSaw &I
ATIFNH T SeeSaw HHE T E3I B2 L REMACE %,

Seesaw = ZETE VMware Anthos Clusters If15H (ks 1.6 Z 1.10) BIEMAIEE RS 1 H9%E 28,

L3t SeeSaw A EHIYHTEE

SeeSaw 1 &1Y%E28 5 VMware £ Anthos Clusters T2 R, FENBEANAFEEISEN—BORITE
EhERE, BXAIR “clusteryaml M IUERECE X4 LUR B A H9e8E R, REEEEIBE ZFiEE— s
Egig%, ﬁﬁﬁl*.l%ﬂ'\] ‘gkectI‘IEo

SeeSaw &I E2R A LALL HA S 3F HARRINERE, A7 #HITILIIE, SeeSaw H1&t5#ss U3k
(D) HABR#HE, ZRRINEE. LF4FEN, NetAppiliE HA RREFHE SeeSaw, I
e
5 Anthos &k

BN REXHPEHE— 29, KB TFERARERMEAENENS I IAPES, DURENFII%ES, LUEH
Anthos On-Prem &1&,

T2 GKE-Admin &80 XEERRA. FEBUHERMNENMEDHEEERINT:

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
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# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: Seesaw
# # (Required when using "ManuallB" kind) Specify pre-defined nodeports
# manuallB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= H H

partition and
# # credentials
# f5BigIP:
# address:
# credentials:
# username:
# password:
# partition:
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
ipBlockFilePath: "admin-seesaw-block.yaml"
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.

vrid: 100

# (Required) The IP announced by the master of Seesaw group
masterIP: "10.61.181.236"

# (Required) The number CPUs per machine

cpus: 1



# (Required) Memory size in MB per machine
memoryMB: 2048
# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster
# network)
vCenter:
# vSphere network name
networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
enableHA: false

SeeSaw 1 EIYE23F B BIRAIELE “seesaw-block.yaml AN E N ERSPEIRMIZ . Z XS AL
F5 “cluster.yaml' ZfZE X4, HEXNE_LEIEDIEE TR,
7K “admin-seesaw-block.yaml X424 F LU R BZs :

blocks:

- netmask: "255.255.255.0"
gateway: "10.63.172.1"

ips:
- ip: "10.63.172.152"
hostname: "admin-seesaw-vm"

(D BXHRME T AR S R0 REREHEMBINBBIM XM MES R, Uk E THhESEEmER
BB ERR IP FENZ.

fE AR =R A
M Google Cloud Console Marketplace Z}ZE LN 2R

ETIFEMNT B UNEEER Google Cloud Console 5 220 2453 Anthos GKE 5
i

* BIEARMERE HTE Google Cloud Console H5EARAY Anthos SEE%
* 7EE/Y Anthos SEB¥PECERY MetalLB 1 &i391%i83
* BERNAEFIEISEHNAIRNK,
* MREEFEGHEXBANNERER, NWEE Google Cloud FIEEMKF (A3i2E)
EEN AR
JHFILEEHI, F{16ER Google Cloud Console &—MEERY WordPress [ FBERFEFE EIFATH— Anthos &
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B, ZEPEEANetApp ONTAPTEFIE XIFMEE PR MBVISA TR, A, BIVER T RMARRER G ERENR
N RTERFBEIARRSS , LAE MetallB S1 3% 8s A HER M IP sthit FISH AT At R,

B S EENARER,

SEo
187T

B A TR

1. IR EEEFIMEEZ S A LITE Google Cloud Console Hif[a,

Google Cloud Platform

* Anthos-Dev ¥

‘ Q  Search Products, resources, docs (/)

Kubernetes Engine

Clusters

Kubernetes clusters

OVERVIEW

¥s  Workloads

& Services & Ingress O staws
Applications Oe

F  Secrets & ConfigMaps oe

B  storage

“=  Object Browser

A Migrate to containers

@  Backup for GKE

@  Config Management

2. NEMIZFEERERNBRER, EEMBN=P AR, RAEEEMTIHE,
BT LAMAEM Google Cloud mizAiEiE— NN B2

3 BREMELRMINAER, EAHIHH WordPress.
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CREATE DEPLOY

COST OPTIMIZATION

Name Location Type
trident-cluster registered /A Anthos
demo-cluster registered /A Anthos
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= Filter @ELEEEENTOERIVHEETRRGTEEX)  Enter property name or value

C! REFRESH D REGISTER
Number of nodes Total vCPUs Total memory
3 12 25.03GB
3 12 25.03 GB
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W Marketplace

o

Q_ wordpress

Marketplace » “wordpress” » Kubernetes apps

= Filter Type to filter

Type

Kubernetes apps

Deployment Environment
Anthos
GKE

GKE on-prem

Price
Free

Paid

Kubernetes

2 results

apps

WordPress

Google Click to Deploy containers

WordPress is an open source publishing platform for creating websites and blogs. This application supports GKE On Prem deplc
application provides Prometheus metrics, and supports Stackdriver integration.

(Anthos

Bitpoke App
Bitpoke

The Bitpoke App provides a dashboard to host, deploy, scale, manage and monitor WordPress or WooCommerce sites in a Kuber
integrates seamlessly industry-standard tools: git, Docker, Bedrock, Composer, and Grafana - Prometheus. Further integration of
possible. The solution is designed for enterprise WordPress agencies, publishers, shops, and hosting companies with millions of

[Anthos]

4. %1% WordPress N BEFRE, BETHNRR, PHEERH,
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S EFF—m

WordPress

Version: 59
Google Click to Deploy containers

Web publishing platform for websites and blogs

CONFIGURE

Click to to launch configuration page

OVERVIEW PRICING DOCUMENTATION SUPPORT

Overview

WaordPress is an open source publishing platform for creating websites and
blogs.

This application supports GKE On Prem [2 deployment.

This application provides Prometheus metrics, and supports Stackdriver
integration.

Learn more @

About Google Click to Deploy containers

Popular open stacks packaged for containers by Google. The images serve
as base images for building applications on App Engine Flexible Environment
[2, Kubernetes Engine 4, or other Docker hosts.

About Kubernetes apps

Google Kubernetes Engine [ is a managed, production-ready environment
for deploying containerized applications. Kubernetes apps are prepackaged
applications that can be deployed to Google Kubernetes Engine in minutes.

, BWRILERERRERIRIEERE, ERAVGIFHZE Demo-Cluster, EFREEIEFTRIER R =B

R RFERFSLHIRAR, FikiE WordPress N T2 M E 37 #5F MariaDB #iEEFIBIEFERMIAER ). &
XEMIERT, FKAERER T ONTAP-NAS-CSI 773,
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= Google Cloud Flatform Anthos-Dev. =

Deploy WordPress
CLICK TG DEPLOY ON GKE DEPLOY VIA COMMAND LINE
@ WordPress Overview
Exizting Kubemetes Cluster
Solution provided le Click to Deploy containers
demo-cluster - @ provided by Goog play i
OR CREATE & NEW CLUSTER -
Pricing
HI‘IlI’IESPﬁC(‘ ., 3 ” i - -
anthaswp e Hote: There is no usege fee for this prodoct. Charges will apply for the use of Google

Kuberneles Engine. Please refier to GCP Price List for the latest prceng
The namespace it which 19 dopley the apphcaten

App instance name * Documentation
wordpress [7]
= Usger Guside 5
th Googl Platform Pri 5 el
Shored for WordPress Application Get started with Google Clowd Platformis WordPress Kubemetes apphcation
onlap-nascsl - @ = Gotting Storled with WeordPress (£
Official WordPress documentation

Storngo sire for persistent wolumis in WordPreds Application
e @ Terms of Service

Ei'_-' :Iep.n-_nnq the software or accessing lhe SETVICE youl are agresing 1o comply with tha

¥ '|.-P|_|_|I.-:\:|- contaier
and '|he terms of applicable apen souce software licenses bundled with the software or
service. Please redew these terma ond licenses carefully for detalls about any
obligations you may have related to the software or service. To the limited extent an
open source software Hoense refated 1o the software or service axpresely supersedes the
GCP Marketplace Terms of Service, that open source software license governs your use
of that soflwere or service

SterageCiass Tor MySQL Application
onlag-nas-csi - @

{ zerooe i, GOP Marketploce terma af serane

Storage sire for petsistent volumes in MySOL Application

56: 7]

WordProes admin e-rmall sddmss *
[ alan cowlesi@netapp.com 7] I

By using thas product, you undersiand that cerlain sccount and usage mformation may
be-chared with Google Click to Deploy containers for the purposes of financia|

[] Enable public 1P access @
accounting, sales attribution, performance analysis, and suppart. (]

Enable Stackdmver Metnos Exporter
s i I P ® Google it prowiding this seltwane or Senice "a8-15" and ony suppodt lor this software of

service will be provided by Google Click to Deploy containers under their terms of

DEPLOY SCfvice

@ AEERF BEAH IP AR, XEMEEE— NodePort 2RIMARSS, 1ZARSS TE7EMZSHE
Anthos Z8ZE 1517,

6. BEMERIME, BREI—MREXNAEFFAEESNTE, LRI URIFILITESER CLI EREEN
ERRNEHERS,
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Google Cloud Platform  2e Anthos-Dev v Q Search Products, resources, docs (/) v

@ Kubernetes Engine & Application details C/REFRESH /' EDIT @ DELETE HIDEINFOPANEL  [E) HELP ASSISTANT X Application info

Clusters

@& wordpress

%s  Workloads

& Services & Ingress

DETAILS EVENTS YAML VERSION HISTORY
Applicati
G Cluster demo-cluster

=] Secrets & ConfigMaps Namespace anthos-wp

Created May 12, 2022, 12:38:34 PM
B  storage Labels No labels set

Annotations Not set
= Object Browser
A Migrate to containers Components
®  Backup for GKE Type Name 4 Status

No rows to display

L ) Config Management

W  Marketplace

B BT RRNNAREFRBTEFR pod 52, AILUER CLI ENARRERFEENIRE:
kubectl get pods -n anthos-wpo

'G) acowles@ac-rhel7:~ — O X

ubuntu@gke-admin-ws-2022-05-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-lh2bz  ©/1 Error ]
wordpress-mysql-@ 0/2 ContainerCreating ©
wordpress-wordpress-@ e/2 ContainerCreating ©
ubuntu@gke-admin-ws-2022-85-83:~%

Cloud Console FAREIEN FAIEFBV4HE) pod, ERTEEM pod FIEHRMIIEEBEITA

@ BER, EEFSHETE—MHNERFASELTHIRNS. XZEER. It pod Z Google
1k

8. BHZE, WHENNABEFREEIDET.
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G) acowles@ac-rhel7:~
ubuntu@gke-admin-ws-2622-85-83:~% kubectl get pods -n anthos-wp

NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error 2]
wordpress-mysql-@ 2/2 Running @
wordpress-wordpress-@ 2/2 Running 1 (2m22s ago)

ubuntu@gke-admin-ws-2022-05-83:~%

NN RERF
NAREFEER, EERMAENUANEDE—2IKEAR 1P,

£/ Google Cloud Console

&R LAfEA Google Cloud Console AFF N A ER, HENIK2ZPHIEIRSSHY YAML daith LIS B Rl AFFIARIRY
IPo Altt, EHRITUATIE:

1. £ Google Cloud Console F, mifiZMIZEHIARSFIAND,




€ [ 9] E‘| httpssy/consele cloud.google com/kubemetes/discovery Tproject=anthos-dey- 25 1020 &pageSt

Google Cloud Platforrn S Anthos-Dev + Q, Search Products, resources, docs (/)
@ Kubernetes Engine Services & Ingress CneFresH [ CREATE INGRESS W DELETE
Cluster Namespace
it Clusters dema-cluster - anthas-wp - RESET SAVE
% Workicads SERVICES INGRESS

Services & Ingress
Services are sets of Pods with a network endpoint that can be used for discovery and

Applications load balancing. Ingresses are collections of rules {or routing external HTTR{S) traffic to
Services.
H  Sectets & Confightaps
= Filter @SRRI Rx)  Filler services and ingresses
B Storage
D Name “f Sratus Type Endpoints Pods Namespace Clusters
B bR B [0  wordpress-apache-exportersve & OK Clusteri®  Nane 11 anthas-wp demo-cluster
A Migrate to containers. O wordpress-mysgl-sve & ok Cluster 1P Mone 111 anthos-wp demo-cluster
D wordpress-mysald-exporter-sve & ok Ciuster P Mone 111 anthos-wp demo-cluster
@  Backup for GRE
D wordpresswordpress-sve & oK Cluster |P 10,96 8.66 11 anthos-wp demo-cluster

®  Config Management

1%

Marketplace

£ Release Notes

2. (=i "wordpress-wordpress-svc RS, XTI RS FIERE. REINPVRIE" 1%,

- Y O id-google com/kubemelesfsenice/meylpZ ClalmRIBWETY2: o
Google Cloud Platform & AnthosDev = | _Q_S&arch Products, resources, docs (f)
@ Kubernetes Engine & Service details (2 REFRESH W DELETE @& OPERATIONS
i+ Cluslers

& wordpress-wordpress-sve
%2 Workloads

OVERWVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
i Applications O  Select the Cloud Monitoring account to see charts
B  secrets & ConfigMaps
1 storage Cluster dema-clusler

MNamespace anthos-w)
= Object Browser pae i

Labels app kubernetes io/com...: wordpress-webserver app.kubernetes. io/name: wordpress
@i Migrate to containers Type Clusterl®
@  Backup for GKE

Cluster IP
¥ Config Management Cluster P 10.96.8.66

¥ Marketplace Serving pods

Marmie Status Endpaints Restarts Created on

[E  Release Notes wordpress wordpress-0 @ Runinig 192.168.1.18 1 May 19, 2022, 17:18:58 AM

<l

3. FTARIEERSFAE R TIE, HPEEZRSH YAML 58, M TAMEEIFE spec: " Z5H#
“type: {H, I¥EHN ‘ClusterIP, FILEFENN LoadBalancer # R ERFIEH.
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Google Cloud Platform

0 '8 hupsiiconsolec

ud google.com/ko fmveylpZCIGEmARWELY 2y 1e3RICIsImShBWUIICi LT Isb2Nhd Glubal i st f}

¢ AnthosDev Q, ‘Search Products, resources, docs (/)

@ Kubernetes Engine < Editing Service details (Y REFRESH " EDIT W DELETE & DPERATIONS
s Clusters
& wordpress-wordpress-svc
®s  Workloads
OVERVIEW DETAILS EVENTS LOGS AL
& Services & Ingress
SAVE GANGEL meopy
= Applications Press Alt+F1 for Accessibility Options,
Wi 5 L TARC o =t te-Bato-dnab e f1ctm
B Secrets & Confighaps w g 1 TEl
50 e 3= 41 3% - as6%- dasazaf bl
B  Storage il :
LE)
= Object Browser
dh Migrate to containers 0h
&
@  Backup for GRE Lo
Fli
L] Config Management M i
) ¥
™ T 5 A, kuberpetes . do/ componegt © wordpress -eehservar
¥ Marketplace 26 A : ,I. dpress
7
B Release Notes o
H i
< ¥
= & T & https://console cloud.google.comikubernetes/serice/miey) pZCISIMAIBWELY 2x1 cARIcHsIm ShBWUICH ILCIsb2M hdGivbilGlilsin . £

Google Cloud Platform

** Anthos-Dev = | Q, Search Products, resources, docs (/)

@ Kubernetles Engine & Editing Service details (CREFRESH  # EDIT T DELETE # OPERATIONS
4 Clusters
& wordpress-wordpress-sve
- Workloads
OVERVIEW DETAILS EVENTS LoGs YAML
& Services & Ingress
CANCEL Mcopy
#  Applications Press Alt+F1 for Accessibility Cptions
=] : bfoh - af 1e-gafo.a6a5 2 1cfa
B  secrets & ConfigMaps PSR e R s
ol P dayarIed -0ndi- 4135 - 4565 - J0ER0 180T
a8 Starage i1 St
(1 clusiorir: i0.96.8.66
“E  Object Browser '
o5 w1 Cluster
-y Migrate to containers L iptFamilies:
O 1iva
@ Eackup for GKE -::r: -i-i.l..lni Iyrolicy: Ssinplostack
1}
[ ] Config Management "
e ¢ P
73 ¢ hitp
\2;‘ Markstplace P RsBErnELES . 10 component 1 wirdpress -Nebserver I
N w 1 o name s wardpre s
L C ity:z
f..:’.-i Rslaacn Notes :’: LoadBalancer
20 loadiaTaneers 11
< f1

4. HIREIZIARSIFIERERY, Type: MIEFIH "LoadBalancer #1 “External endpoints: FERFIH T M
MetalLB 3 ECHY 1P stk LUKz N7 FFE R Bl i i 89is M.
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Google Cloud Platform

0 & niy

ol BEY 2% 1 e3R s imS hWU DL fsb2 N hd Glvint el '{}

e cloud.google.com/kubemetes/service/miey

Q, Search Products, resources, docs (/)

2 Anthos-Dev = !

Kubernetes Engine

£ Clusters
T Workloads
= Services & Ingress

1 Applications

B secrets & ConfighMaps
a Storage

= (bject Browser

& Mgrate to containers
@  Backup for GKE

1] Config Management

- Marketplace
E" Hetease Motes

<l

£/ Kubectl {&%MNRS3

f&ATLAEA CLI #0 "kubectl patch’ 8i % RAGUIEHI B HIRE I 2 AR IP, AL,

1 FRAUTHLIIESHE=TEHH Pod XEXBIARSS "kubect! get services -n anthos-wp &3,

40

&« Service details (& REFRESH # EDIT W DELETE SHOW INFO PANEL % OPERATIONS
& wordpress-wordpress-sve
DVERVIEW DETAILS EVENTS LOGS FAML

0  Select the Cloud Monitoning account to see charis

demo-cluster
anthos-wp

Kuberneles.fcom.. . wordpress-webserver app. kubermetes io/name: wordpress
LoadBakancer

10.61,181.245:80 (2

Load Balancer

Cluster 1P 10.:96.8.66
Load balancer 1P 10.61.181.245
Logd balancer ada70i 297964341 35356 5408029771007

Serving pods

Hame Status Endgpaints Restaris Created an /]

BT HEE:



ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svce  ClusterIP  None <none> 9117/TCP
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 91e4/TCP
wordpress-wordpress-svc ClusterIP 10.56.8.66 <none> 80/TCP
ubuntu@gke-admin-ws-2822-85-83:~%

2. {EE4PRS5 KA “ClusterlP # X\ "Loadbalancer fEF LA T &< :

kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type":
"LoadBalancer"}}' -n anthos-wp'.

I ARSS KB = BRI M MetallB FR 3 Ec—NETARY IP Hbtik,

G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
wordpress-apache-exporter-svc  ClusterIP  None <none> 9117/TCP  119m
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP  119m
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 9104/TCP  115m
wordpress-wordpress-sve ClusterIP 10.96.8.66 <none> 80/TCP 119m
ubuntu@gke-admin-ws-2022-05-03:~% kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type": "LoadBalancer"}}' -n anthos-wp
service/wordpress-wordpress-svec patched

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svc  ClusterIP None <none> 9117/TCP
wordpress-mysql-svc ClusterIP None <none> 33e6/TCP
wordpress-mysqld-exporter-svc  ClusterIP None Lneme 91e4/TCP
wordpress-wordpress-svc LoadBalancer 10.96.8.66 ( 10.61.181.245) 80:30836/TCP
ubuntu@gke-admin-ws-2022-85-03:~%




ERBNINBIP LIBRIN ARER
NECELKBEIRAIRAFARN IP MU AF T NAER, S8 UGEANSEIEHEZRY WordPress S2fl.

& wordpress — Application detail: X  \§}) WordPress on Google Kuberne' X +

<« c O 8 1061.181.245 % ® @ =

WordPress on Google Kubernetes Engine Sample Page

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then start writing!

May 12, 2022

EMETLUHRFEZER
BT BXRAXEPHEANEENESER, BEFUTHA:
* NetApp X#4
"https://docs.netapp.com/"
* NetApp Trident#4
"https://docs.netapp.com/us-en/trident/index.html"
* Anthos Clusters on VMware 14
"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"
* Anthos on Bare Metal X4

"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest”

* VMware vSphere 14

"https://docs.vmware.com/"

42


https://docs.netapp.com/
https://docs.netapp.com/us-en/trident/index.html
https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview
https://cloud.google.com/anthos/clusters/docs/bare-metal/latest
https://docs.vmware.com
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