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Run on Power Powered by Red Hat CadeReady Containers.
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Downloads

Openshift installer

Download and extract the install program for your operating system and place the file in the directory where you will store the installation configuration files. Note: The
OpenShift install program is only available for Linux and macQS at this time.

Linux b d Download installer

Pullsecret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret f& Copy pull secret

Command-line interface

Download the OpenShift command-line tools and add them to your EATH.

Linux A4 ’ Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubecon£ig file will also be generated for you to use with
the oc CLI tools you downloaded.
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13 Red Hat OpenShift B\l Kubernetes Fa13iE. ¥ B ER SN HIZR. ROSA
&1L T R Red Hat OpenShift T{EH E: T2 E] AWS 89318, FHiRET 5HM AWS AR
ZHEREM.

EX ROSAMEZER, 152FLEAMISAY: "AWS £/ Red Hat OpensShift fRSS (AWS XX#%4) ", "AWS E
8 Red Hat OpenShift iS5 (Red Hat 3X1%) "o

NetApp i RS
NetApp ONTAP

NetApp ONTAPE—mINEESRANEFHIAE TR, BAEEMH GUI. BE BN
REST API. &F Al BTN AR AIE IEFEHE. TR B AR IAN BB EFESFNFIIEE.

B XNetApp ONTAPEFHERZNEZE R, 1E1AIA "NetApp ONTAPRMILE",
ONTAPHRH LA T IhEE:

* —PMA—WNFERS, BIFEIAAFEE NFS. CIFS. iSCSI. FC. FCoE #1 FC-NVMe tHiXBIEK3E,

* FENSERBGIESNE. BEAME HDD BEERE EMAMEIE,; STIFNEMVEEIES (MIONTAP
Select) EMET VM BEHEFE; UKRESFHICIoud Volumes ONTAP,

 BIXFEMBIEDE. NEKEEESE. ESHRERERNESE, 185 T ONTAPRS ERVIIEEFER,
* BEFIEAEL. QoS =HINFfE,

s SRHTTHEER, RIEIESEMFRIF. ONTAPTIRHR ANEIERIPIIEE, FEETMIFEHERIRM
M

° * NetApp Snapshot Bl7s, *EA &R ETEIREHITH Bl R #EED, BRFEHIMNIIEREFH.

° * NetApp SnapMirror, *1F##ERY Snapshot BIEAM— M EERAR G S —MEERS. ONTAPIEZ
BB HEEGRIHYIET AR ERS.

° * NetApp SnaplLock, *EIFARAIEGHIES NHEER BIAT EZBENIRFAISHE, JUBRME
X EEE,

° ’{*ﬁNetApp SnapVault, *REZNMEEAFEIERDEIPR Snapshot B, ERFFEIEERANE

° * NetAppSyncMirror, *JI¥IEEZEIR—=HIZZ AR N EEE MR AT RAID REIEERE K.
° * NetApp SnapRestore, *1fitM Snapshot BIZAS1ZE IRIE R E &1 EIERITNAEE,
° * NetApp FlexClone, *iR#E Snapshot BIZsiz{ENetAppEHITTLAIIE. A5 RIZAEINEEE.

BXONTAPHIEZIEE, 1B "ONTAP 9 XA,

(D NetApp ONTAPEIZEA . IEIMLILEER.
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Supported OSes
LINIX
Windows
Linux
Virtualized

Supported Protocols
Fibre Channel
FCoE
1SCSI
NFS
SMBICIFS

SnapMirror

_ / replication

LELLLL| =
LELLLL

LLLLLL

LLLLLL

LLLLLL

.I I ot

NetApp¥FE&

NetApp AFF/ FAS

NetAppiR 2 KB 2ATF (AFF) Fli&MT BRS (FAS) FiETE, XETSEBNERMRE. EEURRIFH
EMINFFFR <o

XM R HNetApp ONTAPEIE SRR (S Hr, XRIFRRAHNBIEEENRHE, BAAL. ©&
Rl EHWHEFEEIRIE, AJREEHEIBESNMENELSEE. BWEMRE M,

B X NETAPP AFF/ FASTEMEZE 8, iB8dE "Ithab,

ONTAP Select

ONTAP Selecti@NetApp ONTAPHYIRE X EFE, BI B IEIMEPREMINEERZF L. ERJURER
VMware vSphere 3¢ KVM £, HiBHETFEHIIONTAPRSZNEIRIHEER KL,

BXONTAP SelecttVEZ(ER, ERT "I

Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAPZNetApp ONTAPHIEERE A, AIZEEIFZAHEH, B Amazon
AWS. Microsoft Azure #1 Google Cloudo
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B XCloud Volumes ONTAP WEZZ 8., &8t "Ithak",

Amazon FSx ONTAP

Amazon FSx ONTAP&EZ ONTAPA{THIEIE A R FI BB ThAETE AWS mHIRER S ENEEFE. &
XAmazon FSx ONTAP B %58, iBgE "It

Azure NetApp Files

Azure NetApp Filesig Azure REM. F—FHH. BWEANSHEEXHEHEIRS. TIRHEMRS, EIURE
BIENetApptk . BEMIE. X0 LUEERIRSMMEERRH EIBHIERIP. Eo] LUERABHKIEIIER
INA TERGZMEESHEE. STAMMAT BRIXHHE, BXAzure NetApp Files WEZER, BRE
"ItEAb,

Google Cloud NetApp Volumes

Google Cloud NetApp VolumesE—MEEIEENE T HEIEFM#RS, FRUSAIIEEIEREMSERY
BHERE, EATFEBET XN BEFZE1E Google Clouds EREBEZIFMEXH RS (NFSV3 H
NFSv4.1) FARSZEFHER (SMB) ¥, EILETEEFMMENBIER, FHrIUSRE TN BEFIREUFA
7%, BX Google Cloud NetApp VolumesP EZER., iEmd "Itbak',

NetApp Element. Red Hat OpenShift 5NetApp

NetApp ElementEB 2 HHERK. I BRRE, S NMFEET SR EREERIEINA
EMEMEE, NetApp ElementRFA R ATERENERFM 4 MR BRI 100 M=, FH
R ZEREFEEIRINEE

B XNetApp ElementFERANEZER., 1H1HIA) "NetApp Solidfire [iE",

iISCSI BEREERMBEHIEENEE

NetApp ElementfR{4+FIF iSCS| &N, XR2TEELS TCP/IP W48 L343k SCSI spSHIRES £, H SCSI iR
ERETE U KMMEREIRSHT, ISCSI FM#MIESE, MEE#HITEMEX.

REMBEFHET R#E—MEE IP 1—1MFE IP, {ENetApp Elementii S AEBEHHFIEEFEREAH—
TFAERESL IP stk (SVIP #ilit) o {FA iISCSI ERIIZMN—E ), FhHEr] LN BinEEBohEI AR,
FULTZR S NEERE. Afa, EVNZEFUERALERBER, BNIBEAFEINRENRLE. IR
77 iSCSI EREEM,

iISCSI EREEMENetApp Element R HEEFHIXBER D, HREIENERIBFRE, TRIRYE IOPS MIENEE

ERREEBFPHM PR RN ZMIERE, £ TENetApp ElementiXAEEEH, MR\ RAENERE
EEHATHTR, WREHRDE. EENEFRDELEENZ I EIZ.
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BEXMARN, MRTRBEEEHITEEFRDE, NRTEIHEAERAEERIFUEZIN, NENEZLER
M. f&B)ISCSIZEREEM, NetApp ElementiXfrEEsB—TrIBIIEE. BAY ROV, BETESTIITTHER
FHRAIEBIT,

NetApp Elementfi {452 QoS

NetApp Elementi {4 &8¥ 2 IFIRIEE N EMSEE QoS. ERILUEM B NS QoS IRERIEEE AT SLA X
IEHIEMENREE. UT="RIERESHENX QoS:

* &ff IOPS, NetApp ElementfBX{HEEBE N EIRIHAVER/\TFEL IOPS . NEE BRI/ IOPS BENRIEME
BERl. BERIMEREARBETXKE,
* &KX IOPS. NetApp Elementf X+ &8 NS E SR IERIRAFTEE IOPS £,

* *RK IOPS, *fEREIRA TR FAFRIRK IOPS . RAREMNEIRERAIRERN, IR 1 D, Wl
RENBTEERTHEK IOPS KT, MZRRRERD, SR TERFIFESHBIERDN, HLRITH
IEBHERA IOPS RIFERYEIZ % I0PS,

A

L2 %HFEI A TIIRESRI:

W

* *REINE FUSEFEMHEIENY (CHAP) BFRe%ihE. BERBRIFEMY (LDAP) BFR2ihR
SR LUHITEEMIRS,

* HifiA (VAG), &, AILUER VAG REBMPIIE, BEEIER iSCSI Brh24FER iSCSI FRERFFR
(IQN) RS EI— P Z M5, Bifin VAG FlVE, BahEdsy IQN S0G FiZE4H 258 1QN FIRA,

s P EMEER (VLAN), TEMKEKS, @3 VLAN 523 iSCS| BEh28FINetApp Element i8¢ 2 (8]
HiRZIEMER S, FWFARELERHHAFLMEZENER VLAN, NetApp Element Software #3=6!#E
—NERIAY iISCSI Bir SVIP ik, Zhik RaeidEid s E R VLAN 51,

* *BA VRF B9 VLAN, *A7T#H—SZFHIERONLTEMMAY B, NetApp ElementRf+ AT EERAE
fe]f 7 VLAN LASEIRE{A VRF BYZORE. IETHREIENN T LURI K #II6E:

° *|.3 BRAEIFEF SVIP #thiib, *IIHEE RN iISCSI Brh2R B TE 5NetApp Elementii{4-E & R EIHIM
£85¢ VLAN Lo

c *EEHEER IP FW. *LINAEEEREBRB A IFERINER, MMAFS MEREIER VLAN S ECK
%Iﬂ— IP FIIRY IP itik, ItThEex FARSIRMBIFIRFIEEER, EA IP DERIMENREIFEE

S| ZE2 i VES

NetApp ElementfR &L BHE R 7 BATFAENEMILRE. UTHREUREXA T, B TFHBRES, HER
FEAFFHECE:

* CEERIERRR RSNFEME—R 4K R, EREER 4K REZ B S B R MERVEIERRASEREL. #IEAT
RUKzhEE £, FHERNetApp ElementXfF Helix BIERIFHTHR G RRARAKNMLD T BEHEMNRLERB
PN

* E4E. TEHIES ANVRAMZ AT, EFEERNEKAITH. BIERESE, FHET 4K IRF, HERGHREES
RS, XMEBEZRLDTENEBENEEHERE. SNRENTRHE,

’ ;ff’aﬁ@ﬂ%o “ITHRERI R EREMRHEENFME, NTTERREIEREXENATEMSBNEEN

* BN, RN ERNTEIEFMEE TSR L, HEREIMHB BRI EEE LASE I TR

19



@ Element 2B EILMILITH. FRAEFMEINEEIIFIET API /15, XL API Z Ul BXRIZHI RS
BYME—T5 %o

NetApp i &Eak

T fiNetApp Trident5 Red Hat OpenShift FISER

T fENetApp TridentfRF, ZIRIFE @I OpenShift EEIMLARR S ZHN AIEFEIFAEF
EEIRRIE,

Trident2 NetApp 4P RIZMEEC B e N4RHE2S, NetApp Trident{RIFAI RN EIE E T R MIFE (5N
Red Hat OpenShift) HégHEFIEIRIFA IR,

‘ Best IT ops experience Best developer experience I

CaaS ¢« PaaS| FaaS

Application services Developer services
Middleware, functions, ISV Dev tools
automated builds,
Service mesh SUELIUE

Automated operations

kubernetes

Red Hat
Enterprise Linux
CoreOS

Cluster services
Monitoring,

showback,
registry, logging

Physical Virtual Private Public
'ONTAP @
NetApp ONTAP TRIDENT

UTFEEEE XNetApp = mIEZE L, XEF=RETE Red Hat OpenShift with NetAppfi# )R 75 =42 W A
EFRMFAFEERII:

* "Trident3 4"
* "TridentfRIPSRY"

20


https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html

NetApp Trident

TridentifiA

Trident2— M RE RS2 X HNA M Kubernetes 41ThR (£23F Red Hat OpenShift)
FEgmEEES. TridentA] SEMNetAppfFiE=mASECEEH, B1ENetApp ONTAPH]
Element 1788 %, FHHIAZH NFS 1 iSCS| iE#E, TridentRiF =LA MENetAppF
BAKEENEIEEE, MTEEEEESNTI, MMIIZE DevOps LIEMRE,

BESTLRIETR BRMEFER SRR ES MEERR, UKRISAEHEIE, SEESE. BERERE N
RIE—EMREKTFH QoS ile EXFTAE, FRARAIUEMIINDEFERAXEERKEIBHAEEH
(PVC) HRIEFEFHATFMEMMEI IR B LR,

Compute layer

% O

Storage layer

B Se @ &)Y

On-premises Cloud Volumes Amazon FSx Azure Google Cloud
appliances ONTAP for NetApp ONTAP MNetApp Files NetApp Volumes

Trident®9FF X EHAR IR, # Kubernetes —#, BFEKHIUR,

2N B hRZS B Trident LA BT LA BB Kubernetes & 1ThiRBYSZ #:5ERE "Itb 4"
BESI TridentF @ X14" B X REMEENIFAES.

T & Trident

BHECIHENAF £ L RETridentHEEBIFAS, BERUTSE:

1. BLEMETHIEETFEHRIAS. HaTARZAEITridentA] LATE; "I
2. WNTFEHAVR G B RE TridentR %,

[netapp-user@rhel’7 ~]$ tar -xzf trident-installer-22.01.0.tar.gz
[netapp-user@rhel”7 ~]$ cd trident-installer/
[netapp-user@rhel7 trident-installer]$
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fEF8 Helm 2% Trident Operator

1. Btig B AP SR kubeconfig XHHENIMRE R, XFEMAXLSIAE, ENTrident2EETREELL
XfFo

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. 3517 Helm 853 M helm B RHH tarball & Trident@(ERT, FIR7EAFEREF IR trident 8B (8L,

[netapp-user@rhel’7 trident-installer]$ helm install trident
helm/trident-operator-22.01.0.tgz —--create-namespace —--namespace trident
NAME: trident

LAST DEPLOYED: Fri May 7 12:54:25 2021

NAMESPACE: trident

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing trident-operator, which will deploy and manage
NetApp's Trident CSI

storage provisioner for Kubernetes.

Your release is named 'trident' and is installed into the 'trident'
namespace.

Please note that there must be only one instance of Trident (and
trident-operator) in a Kubernetes cluster.

To configure Trident to manage storage resources, you will need a copy
of tridentctl, which is

available in pre-packaged Trident releases. You may find all Trident
releases and source code

online at https://github.com/NetApp/trident.

To learn more about the release, try:

$ helm status trident
$ helm get all trident

”‘__Wl_ BB RFTIEFITITH pod SER tridentctl Zi#HFINX G E B RIERMMRA R IETrident2 S
552173
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[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-5z451 1/2 Running 2 30s
trident-csi-696b685cf8-htdb2 6/6 Running 0 30s
trident-csi-b74p2 2/2 Running 0 30s
trident-csi-lrwé4n 2/2 Running 0 30s
trident-operator-7c748d957-gr2gw 1/1 Running 0 36s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

Fom e o +
| SERVER VERSION | CLIENT VERSION |
Fom e e +
| 22.01.0 | 22.01.0 |
fom e frmm e +

@ ERLBERT, BERFEAEZEETH TridentZfE, EXLEFERT, BAIUFIRETridentiR(E
FHEHESWEFREUEGIEE,

FrhZETrident Operator

1. B, HERP &N kubeconfig XHHERIFIREE, XFEMANKSIHAE, HATrident&HIETRE S
1 gL

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. X ‘trident-installer BR B8 EXIEVEXRRNBFER, FHBHMNBEE, I TridentOrchestrator BEX
FRIRE o

[netapp-user@rhel7 trident-installer]$ oc create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
customresourcedefinition.apiextensions.k8s.io/tridentorchestrators.tride
nt.netapp.io created

3 MBRAE, EERIRHEE SR PR — M TridentH B 21,

[netapp-user@rhel’ trident-installer]$ oc apply —-f deploy/namespace.yaml
namespace/trident created

4. QI TridentR{ERSFEFAEMNZRIR, 40 ServiceAccount  WFIREGKMN, “ClusterRole #
‘ClusterRoleBinding & “ServiceAccount, —1N&E[JBY "PodSecurityPolicy iR {ER A S,
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[netapp-user@rhel7 trident-installer]$ oc create -f deploy/bundle.yaml
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created

podsecuritypolicy.policy/tridentoperatorpods created

o. EREBIRIELE, ERIUERAUTHLHERERIVRE:

[netapp-user@rhel7 trident-installer]$ oc get deployment -n trident

NAME READY UP-TO-DATE AVATILABLE AGE
trident-operator 1/1 1 1 23s
[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-operator-66£48895cc-1lzczk 1/1 Running 0 41s

6. EIRERE, BIMERILUERERZETrident, XEEBR|E— TridentOrchestrators

24

[netapp-user@rhel7 trident-installer]$ oc create -f
deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created
[netapp-user@rhel7 trident-installer]$ oc describe torc trident

Name : trident
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator

Metadata:
Creation Timestamp: 2021-05-07T17:00:28%
Generation: 1

Managed Fields:
API Version: trident.netapp.io/vl
Fields Type: FieldsVl

fieldsVl:
f:spec:
f:debug:
f:namespace:
Manager: kubectl-create
Operation: Update
Time: 2021-05-07T17:00:28%

API Version: trident.netapp.io/vl



Fields Type: FieldsVl
fieldsVl:
f:status:

f:currentInstallationParams:

:IPvG6:
rautosupportHostname:
:autosupportimage:
rautosupportProxy:
:autosupportSerialNumber:
:debug:
:enableNodePrep:
:imagePullSecrets:
:imageRegistry:
:k8sTimeout:
:kubeletDir:
:logFormat:

H Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fhoe

:silenceAutosupport:
f:tridentimage:

f:message:

f:namespace:

f:status:

f:version:

Manager: trident-operator
Operation: Update
Time: 2021-05-07T17:00:28%
Resource Version: 931421
Self Link:
/apis/trident.netapp.io/vl/tridentorchestrators/trident
UID: 8a26a7a6-dde8-4d55-9b66-a7126754d81f
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport image: netapp/trident-autosupport:21.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Enable Node Prep: false

Image Pull Secrets:

Image Registry:

k8sTimeout: 30



Kubelet Dir: /var/lib/kubelet

Log Format: text
Silence Autosupport: false
Trident image: netapp/trident:22.01.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v22.01.0
Events:
Type Reason Age From Message
Normal Installing 80s trident-operator.netapp.io Installing
Trident
Normal Installed 68s trident-operator.netapp.io Trident
installed

\y

7. ﬁﬂMLﬂ’fu EmRTEFIEITH pod TFEH tridentctl Z#HFIXH R E B LEMMRZASKILIETrident@ &
Ih%

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-bb64c6cb4-1mdoh 6/6 Running 0 82s
trident-csi-gn59qg 2/2 Running 0 82s
trident-csi-m4sz] 2/2 Running 0 82s
trident-csi-sb9k9 2/2 Running 0 82s
trident-operator-66£48895cc-1lzczk 1/1 Running 0 2m39s

[netapp-user@rhel”7 trident-installer]$ ./tridentctl -n trident version

Fom e o +
| SERVER VERSION | CLIENT VERSION |
fom e frmmm e +
| 22.01.0 | 22.01.0 |
Fom e o +
HEE TR LUHTIFE

NFS

K %4 Kubernetes Z1ThRERMTHRAINREERIA TR NFS FinVEEFKAERF, B1E Red Hat
OpenShift,

BE, XF NFSV3, RBEMEXFInMRSSEZEINEH LG Eit, Eiﬁ%ﬁmé’rg)ﬁ'ﬁﬁ”ﬁ sunrpc HEERFHE
E’J%k?&%’—ﬁﬂ&%é&ti‘zﬁﬁ’]ﬁﬂﬁ, AR NFS EZRVERIEIERE, MARRSSHB/NERNEOKR).

S('F_FONTAP HFH sunrpe HEERFENRAIEN 128, EIONTAP—RAILARMIE 128 PH A NFS iEK, B
, ZMAE R T, Red Hat CoreOS/Red Hat Enterprise Linux & MNEERZH 65,536 1 sunrpe iEEREH,
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HNMNEERBIEIRE N 128, XAJLUFER OpenShift 189 Machine Config Operator (MCO) R 5Efo
FEPZ OpenShift TET mAAYER K sunrpc IGERFZ B, BRUTTE:

1. &5 OCP W HI & FHSMZE Compute > Machine Configs, B AIEVISSEE, SHIH M YAML X4
, REBRHCE

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 98-worker-nfs-rpc-slot-tables

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64,b3B0aWIucyBzdW5ycGMgdGNwX21heF9zbGO0X3RhYmx1X2VudHIpZXMIMTI4Cg=

filesystem: root
mode: 420
path: /etc/modprobe.d/sunrpc.conf

2. 8l MCO G, EEEMELET R ENAREHZEINENDI. BMIERAFTE20F307#, FAUT
B SIIFHSREE 2R ENA "oc get mep HAR T AN SREEE HEFH,

[netapp-user@rhel’7 openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930e1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba6c2dfdlfeb7bc True False
False

iSCSI
BEETHETRUATRED iSCSI X RETREREE, ERARENERIERZHZINEE.
£ Red Hat OpenShift 1, XZ2@IEMEREERK MCO (WRECEIRIES) NATEREFRAIER,

ERRETFP=RLUETT ISCSI ARSS, BRI TIE:
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1.

28

ERO0
, ARBERIE

fERZERIZAY:

2

CP MEITHI & HFAZE Compute > Machine Configs, B 6IENSSECE. EFIHKEM YAML X4

apiVersion: machineconfiguration.openshift.io/vl

kind: MachineConfig
metadata:
labels:

machineconfiguration.openshift.io/role:

name: 99-worker-element-iscsi

spec:
config:
ignition:
version: 3.2.0
systemd:
units:

- name: iscsid.service
enabled: true
state: started

osImageURL: ""
fERAZRIZET:

worker



apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 99-worker-ontap-iscsi

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64d, ZGVmYXVsdHMgewogICAgICAgIHVZZXJfZnJpZW5kbH]1 fomFt ZXMgbm8KICAgICA
gICBmaWbkX211bHRpcGF0aHMgbm8K{fQoKYmxhY2tsaXN0X2V4Y2VwdGlvbnMgewogICAgICA
gIHByb3B1lcnR5ICIOUONTSVOJREVOVEI8SUREVIAOKSIKEQoKYmxhY2tsaXNOIHsKfQoK
verification: {}

filesystem: root

mode: 400
path: /etc/multipath.conf
systemd:
units:

- name: iscsid.service
enabled: true
state: started
- name: multipathd.service
enabled: true
state: started
osImageURL: ""

2. FRBRIEE, KAEE 20 3 30 o SREN AR TEDaHERMEE(]. ERUTHSRIEYSRERES
BB “oc get mep FHHARTIANNBEEHNEEH, EEAUERITETSFKAIA iscsid BREZ1ETEIETT
(WRFEAZKEZ, N multipathd BRSZBEEET)
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[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False

[netapp-user@rhel’7 openshift-deploy]$ ssh core@10.61.181.22 sudo
systemctl status iscsid
® iscsid.service - Open-iSCSI

Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled;
vendor preset: disabled)

Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago

Docs: man:iscsid (8)
man:iscsiadm(8)

Main PID: 1242 (iscsid)

Status: "Ready to process requests"
Tasks: 1
Memory: 4.9M
CPU: 9ms

CGroup: /system.slice/iscsid.service
L1242 /usr/sbin/iscsid -f

[netapp-user@rhel’ openshift-deploy]$ ssh core@l10.61.181.22 sudo
systemctl status multipathd
® multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled;
vendor preset: enabled)
Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago
Main PID: 918 (multipathd)
Status: "up"
Tasks: 7
Memory: 13.7M
CPU: 57ms
CGroup: /system.slice/multipathd.service
L—918 /sbin/multipathd -d -s

@ A A] LUBEIE T Fé 2 3K HiIA MachineConfig BRI FE BRRSS E&TafA/E 50 "oc debug’
HEEBYIRSHIEI L.

SIEFEHAAGIR
5ERX Trident Operator ZE/5, EAMAIEEFERFENetAppFEiEFRECEGN. RIE TEMNFEEHRSISEN

B E Tridento
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* "NetApp ONTAP NFS"
* "NetApp ONTAP iSCSI"
* "NetApp Element iSCSI"

NetApp ONTAP NFS E2&

EL W Trident5NetApp ONTAPTFE RS, BBIE— MR SEFHEARBEN

[Eimo

1. FTENRERERRE T ROIGIHXMH sample-input XH4REREM, 3 FARS T NFS BINetApp ONTAP
R4, E% backend-ontap-nas.json' XEEH T EB RHRmIEIZ XM

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-nas/backend-ontap-nas.json ./
[netapp-user@rhel7 trident-installer]$ vi backend-ontap-nas.json

2. REEIEST AR backendName. managementLIF. dataLIF. svm. username #] password {Eo

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",

"svm": "trident svm",

"username": "cluster-admin",

"password": "password"

RIEMCERIE B E X backendName {ETE X A storageDriverName 19 NFS 12 ARSZHY
dataLIF B94AE, LAEFIRF.

3. BTYRENEHXMY, BITUTRTREBEME—EiH,

31



[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-nas.json

Fommmmmmeceseseses == Fommmmmmmmemem===
Fommmmmmmmoososorreresmemememeoememmm o Fommomome Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e Fommmmmmomoomooms
- fom—————— Fom - +

| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |

o Fom e
Fommmmmmemsseseseses s s e e i Fommmmmm== +

- QIERRGE, BETROMEEBFMESL. SEiE—1F, B—DRAITFMEE, AJLRYE sample-inputs XXfF
SRR ERVIMRH TR, BHERZ TEE RAHTLENRIE LR REIEEiR,

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

- X A IE—FBIMAVRIE R E X "backendType FHEIRE N EIZN S FEREIZFRRIR, EEE
BERMFRE, ZEXTERETERSIA.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

() B TETEIN sType RREXNIHREXN, T NFS BHBIIRLT,

- B17 “oc' an ¥ R ENETFEX.

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

. BIBRTEMERE, BUTEEE—MEAEER (PVC). H— 1R pvc-basic.yamI W Bl B FHITAITF
sample-inputs FEVILLIRFERIS A



[netapp-user@rhel’7 trident-installer]$ cp sample-input/pvc-samples/pvc-
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

8. Jb XM —EE M RIE 2R “storageClassName FEESNINI QI FEEITAL, PVC EXAURIEE
BEENTEAHNEERH—TEH,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

0. BEAM oc'wrY, BIEAREFE—LIE, EFIUATAEIEMENENA/), RILEAUECETmME
MERZI 2o

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0fad4-4cl7-bd86-94f96c94b42d 1Gi

RWO basic-csi s

NetApp ONTAP iSCSI Bt &

EJ W Trident5NetApp ONTAPTEERFRVERL, EHMEIE— N ERSEHATEREN
55,

1. FTHNLERZERIRM T RAIGEH XY sample-input' XK B XL, 3 TFARSTF iSCSI BINetApp
ONTAPZ&Z:, £ backend-ontap-san.json' X4 EHM T EB RHREIZ M-

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-san/backend-ontap-san.json ./

[netapp-user@rhel’ trident-installer]$ vi backend-ontap-san.json
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2. 4REE IS4 HAY managementLIF. datalIF. svm. FAF&MZME{E,

"version": 1,

"storageDriverName": "ontap-san",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.240",

"svm": "trident svm",

"username": "admin",

"password": "password"

3. BT RN EHXY, BITU TS REZERNE—1ElH.

34

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-san.json

Fommmmmmemesssesesemesee= e
Bt et S b Fommmmmm== +
NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
e Fommemememeoomom=
e et t-—— to———————- +
ontapsan 10.61.181.241 | ontap-san | 6788533c-7fea-4a35-b797-
fb9bb3322b91 | online | 0 |
e e L L e e e
LB Rttt e it Fommmmmm== +

- QIERRGE, BETROMEEBFMEE. SRin—1F, B—DRAITFMEEXM, AJLRYE sample-inputs XXfF
ShiRRVIMRHITRIE, BHERZ B RAHITLENRIE LR REIEFiR,

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’7 trident-installer]$ vi storage-class-basic.yaml

X E—FEMBIRIEEE X "backendType F{EIRE N CIBN ERNFHERNIZEFHET, TET
BERMFRE, REXINERETEPRSIA.



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

B—PANEFERMA fsType XBEX M XMHHREX B, TEiSCSI Gk, AJLIRKILEIREN

O =

;A_EE’\J Linux X RFRE (XFS. extd F) BMIBRLALIF OpenShift JRTE £ A F

élbo
6. 1517 "oc ¥ KB EBTFMEE,

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

7. QIBEMERT, BXTBIBE—MIAEER (PVC). B—NRf "pvc-basic.yam i I B FHITATF
sample-inputs FRRYILLIRFERISH

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel7 trident-installer]$ vi pvc-basic.yaml

BN T EHHENFEHE T EH,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

- X HH—ER M REEHR storageClassName' FESRINIGIZNFEL LA, PVC EXEILRIEE

0. BIKRM ‘oc'in<, BIEETRERE—LLAtE, BEFIURTIEZNENENA/N, RILERTUELIETEME

MERIZI 2o
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[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43¢c7-8£98-094719f7956¢C 1Gi

RWO basic-csi 3s

NetApp Element iSCSI EC &

EIL W Trident’5NetApp ElementZzERANER, B EIE— N gim, UEFA iSCSI
N EEFERFAHITIERE.
1. FHNLEMZHIRM T RO sample-input XIEEEREN, ITFARSTF iSCSI BNetApp
Element&%:, £l backend-solidfire.json’ X4 EI1EM T1EE RHREIZ G-

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/solidfire/backend-solidfire.json ./
[netapp-user@rhel’ trident-installer]$ vi ./backend-solidfire.json

a. {RIEAF. ZEF MVIP {& "EndPoint %,
b. 4m4g “SVIP &,

"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://trident:password@172.21.224.150/json-
rpc/8.0",
"SVIP": "10.61.180.200:3260",
"TenantName": "trident",
"Types": [{"Type": "Bronze", "Qos": {"minIOPS": 1000, "maxIOPS":
2000, "burstIOPS": 4000}},
{"Type": "Silver", "Qos": {"minIOPS": 4000, "maxIOPS":
6000, "burstIOPS": 8000}},
{"Type": "Gold", "Qos": {"minIOPS": 6000, "maxIOPS":

8000, "burstIOPS": 10000}}]
}

2. BTEMNEmHXY, BITUTHSREBENE -Gk
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-solidfire.json

E frosssssammmasae=s
fes========scscsessssossssssss==ss=sa=s fem=m==== fos======= 4

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e

o fomm - fomm - +

| solidfire 10.61.180.200 | solidfire-san | b90783ece-e0c9-49af-8d26-
3ea87ce?2efdf | online | 0 |

Fmm fomm e

fessmssee s se s o s s s e e fremem==== fossmmm=== I

3. QIEfERG, ETRUMEBEFMEL. SEE—E, B—NRBIEHEEXX, FAILURHE sample-inputs X4
SRR ERVIMRH TR, BHERZ TEE RAHTLENRIE LR REIEEiR,

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

4. L4 —FEMBIRERZE X "backendType RHEIR B AL EZN EIRHFHEIKMIEFIETR, 1TET
BERMFRE, ZEXTERETERSIA.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "solidfire-san"

B— A EEFERIN fsType SRR MAREN M., 7 SCSI Fi, ALUGIEEE
() BEMLinux XERGETE (XFS. ext4 %) , HETUBIRELUA OpenShit AT
WS R

5. 1B1T "oc 8n L KB BFHES,

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

6. BIRF#EEE, BUMIBE—MFALER (PVC)e B—1RHAI pvc-basic.yamltb Al B FHITIF
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sample-inputs AR IELIRVERISI 1

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—

basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

7. JHE X —EE M RIE 2R storageClassName' FEESNINI QI FEEITAL, PVC EX A URIEE
BEENTEAHNEEH—TEH,

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

A Coc' iR, SIBRARERE—LLAYE, BEBURTAIEIZNEMNERNA/N, FEILER UELIBTRET

8. 1@
Fizdiz.

X

[netapp-user@rhel7 trident-installer]$ oc create -f pvc-basic.yaml

persistentvolumeclaim/basic created

[netapp-user@rhel7 trident-installer]$ oc get pvc
NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
basic Bound pvc—-3445b5cc-df24-453d-ale6-b484e874349d 1Gi

RWO basic-csi 5s

SR ECE N
BRI BT

RERMEFIHEIHEDT . Red Hat OpenShift S5NetApp

KZ#IBR T, Red Hat OpenShift @I AN BIEFREINRER, BT HIRSRME
HNERBTIA R ENZ R AFFERSS. OpenShift B2 AT LU A E X AR B R HARSEZHTIRAY

i R R M MR P i X M En 2 .
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AMERLEERT, VAREFEENENILE T HINAEIIEIIRAFIEHMARSS. NetApp Trident Protect
ME—MIF. AT HBX—FRK, BTG TFZEEXAFIESRET,. ATNBENNLENRE,

LT IIEEZHX Red Hat OpenShift 5NetAppf# R 77 EHILIEN A FHHSRETNELER

* "MetalLB"
« "F5 BIG-IP"

L4 MetalLB fa#39%i28: Red Hat OpenShift SNetApp
ARTI5IH T MetalLB fa &35 Essf R EMACE 17 A,

MetalLB RL3E7E OpenShift £8% LRI BHEMK R EHIIEER, ATERTIRER LIETHEEPEIERE N
F391%2389 OpenShift ARS5. MetallLB H[F32#Z LoadBalancer ARSZ I E B 4514 E it 7 BEEAI Xt IME S

MetalLB fg & 1710

IR#E MetallLB 2N E R4 Bd44 OpenShift 282 MY LoadBalancer fRSHEY IP ik, & UFRMHIERIETT:

* 5 2 BRI, *ELERT, OpenShift £EBHH— 1T S lBIZIRSFIEN, HMAiZ IP BY ARP iEK
, LUFETE OpenShift E£85/MNEBAIIAR], HFRETRIEBES IP, HILEFEES IR KIEZEEREIEHR
Hlo BXIFMER, BSIRANAE LLA,

* *BGP &2, *EIIEX T, OpenShift EEHHIFIE T mERSERHESEI BGP WERIE, HESRBELUE
WEBE LIRS IP, SMLEMHIREZEZEE MetalLB 5ZMNEFHIRERERK. HFBGPHRRIIBEH
Hl, HRSMIPEIT ST AETHEY, SFE—TEMNRS, MTREZEE, BESRASAE L,

() wrExmEmn, BIVES 2 BERTRE etalls,

LI MetalLB fa&19%28

1. F# MetalLB &R,

[netapp-user@rhel7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/name
space.yaml

[netapp-user@rhel7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/meta
11b.yaml

2. 4REEME “metallb.yaml B “spec.template.spec.securityContext' & B 15 #2882 E A5 25
DaemonSet,

EMFREIT:

securityContext:
runAsNonRoot: true
runAsUser: 65534

39


https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/bgp/
https://metallb.universe.tf/concepts/bgp/
https://metallb.universe.tf/concepts/bgp/
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3. BIE "metallb-system’ &% =al,

[netapp-user@rhel’7 ~]$ oc create -f namespace.yaml

namespace/metallb-system created

4. Bl MetalLB CR,

S. 7ZACE MetalLB )23 2 Hl, 151 F# 528 DaemonSet I#FAKIMNIR, LUEERI LRI TIER E3%88 TIEPR

[netapp-user@rhel7 ~]$ oc create -f metallb.yaml

podsecuritypolicy.policy/controller created

podsecuritypolicy.policy/speaker created

serviceaccount/controller created

serviceaccount/speaker created

clusterrole.rbac.authorization.k8s.io/metallb-system:controller created

clusterrole.rbac.authorization.k8s.io/metallb-system:speaker created

role.rbac.authorization.

role.rbac.authorization.

role.rbac.authorization
clusterrolebinding.rbac
created
clusterrolebinding.rbac
created

k8s.io/config-watcher created
k8s.io/pod-lister created

.k8s.io/controller created
.authorization.k8s.io/metallb-system:controller

.authorization.k8s.io/metallb-system:speaker

rolebinding.rbac.authorization.k8s.io/config-watcher created

rolebinding.rbac.authorization.k8s.io/pod-lister created

rolebinding.rbac.authorization.k8s.io/controller created

daemonset.apps/speaker created

deployment.apps/controller created

FHINSEEE,

[netapp-user@rhel’7 ~]$ oc adm policy add-scc-to-user privileged -n

metallb-system -z speaker

clusterrole.rbac.authorization.k8s.io/system:openshift:scc:privileged

added: "speaker"

6. @it BIEEIE MetalLB "ConfigMap'7E “metallb-system’ &5 =8,
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[netapp-user@rhel’7 ~]$ vim metallb-config.yaml

apiVersion: vl

kind: ConfigMap

metadata:
namespace: metallb-system
name: config

data:
config: |

address-pools:

- name: default
protocol: layer?
addresses:

- 10.63.17.10-10.63.17.200

[netapp-user@rhel’7 ~]$ oc create -f metallb-config.yaml
configmap/config created

7. MTE, HOIEAEHIYEZRARSSET, MetalLB S HARSZ D E— externallP, FHi@idMEN ARP &K KEEZ
IP ik,

(D NRIGFHETE BGP I FECE MetallB, BB EERIE 6 T HIRER MetalLB SRS
BOHITIRIE IEAL",

L4 F5 BIG-IP fa#iyfiss

F5 BIG-IP 2— TN ARz HI2E (ADC), BRI ZHEREFTAEEENR 2RSS
, W1 L4-L7 Saz %, SSL/TLS #ElE. DNS. Pk, XERSAKES 7T NAZERFDN
A%, MR

F5 BIG-IP a] LAAZF A NEBBFER, ATUEETREG L. Bl EARMEINILE. BRI,
RIBERIREMELZE F5 BIG-IP,

AT ¥ F5 BIG-IP BRS55 Red Hat OpenShift B3R, F5 32T BIG-IP RRADMRS (CIS). CIS fEHHEH]
BRABRTE, AT OpenShift API FIIELHEXZFREX (CRD) HEIE F5 BIG-IP RARCE. F5BIG-IP
CIS AJLABR & A1z OpenShift FRAYARSS 2L E! LoadBalancers #1 Routes,

tboh, AT BohsEC IP #3ERA LoadBalancer FEBUIRHARSS, ERILIFIFE F5 IPAM 154128, F5 IPAM 1Tl 28
ERIEHI2E pod Z%, ©fEA ipamLabel ;3% LoadBalancer ARSSAY OpenShift API, LUMFRBCE 5 ED
IP ik,

ATIFIHT F5 BIG-IP CIS #1 IPAM 1ZH28 R EMELE WA, (ERREMY, B NEEHREFTN F5
BIG-IP &%, ©IE#IRE SDN BRSZHIIFR], ZARFZBEIAEETE BIG-IP VE EAIFE]IEH,

(D F5 BIG-IP RILALURIISRERBHRTUERE . A 7 #HITILIIE, F5BIG-IP LURIIRIUERE, BHTE
BB, RIFER BIG-IP LU T 2 miifE,
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F5 BIG-IP RAIUBBIE S AR b SBSENEEMNSESNE, AT 12X, WES
() Fscistm. HTATEN, F5BIGIP RARIENEINGE, PINER BIG-P VE iR

K,
BI83EAR A
BEAR R{FRR S
4T 118 OpenShift 46 EUS, 4.7
F5 BIG-IP VE ks 16.1.0
F5 ARNOMRS 251
F5 IPAM #1238 0.1.4
F5AS3 3.30.0
g

1. 2% F5 WARSS 3 M RBUAF BIG-IP &4 JSON HHE B MA R <. AIfE "F5AS3 GitHub 77(#
E", HTFHEHHRPMXH,

2. ZF F5BIG-IP &%:, §M% iApps > Package Management LX 3 Import,
3. BEHERNHHIER THR AS3 RPM X1, BEHME’, AEEEHEE,

Import Package

I File Mame | Choose File | f5-appsves-3.30 0-5.noarch rpm

Cancel || Upload |

4. #5IN AS3 i RERIIRE,

vt
i Vierupn  Baki | Packsge Tazs

SRR 10 | Pappivee 3 30 05 soarch PLLIGH

5. #& T RECE OpenShiftIBIG-IPRAZ BB IEFIRIAR. BHITEETE BIG-IP 45 L7 OpensShift SDN 8l
VXLAN BZi&#% C3K7E OpenShift #1 BIG-IP R385 2 Bl82fFE. SMEIML > K > EEX M, BEHelE
, REBREEXMHREN vxlan, FHZHRISENZE. BAEEXHRNRZFHBETH .
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Matwodl o Tuemals © Proflles @ VILAMN o Mew VOLAN Profis

Ganeral Propeddies
| e
Frarers Brostie vatan v
Descxipion |
Satlings Carnbom L
Pon [
Flcing Type Rufticas! -]

6. SEIML > Bl > FEylk, fEeE, ARMABENRIRMAH 1P i, $F F—F o2 ER
BEXMF, ARBHTTMN

Network » Tunnels : Tunnel List » MNew Tunnal...

Configuration
I Name | openshift_vxlan |
Description [ |
e Co—
Profie T —
I Local Address [ 10.63.172.23¢ |
Secondary Address Any v
Remote Address Ay v
Moda Bidirectional
Ty C—
Use PMTU Enabled
TOS | Preserve »
Auto-Last Hop | Default v
Traffic Group | None v]

| Cance! || Repeat || Finished

7. FRAEEEERANRE R Red Hat OpenShift 8%,

8. T£ OpenShift £ F5 BIG-IP fR55 288 — hostsubnet, EFMM OpenShift E£&£H BZ! F5 BIG-IP fRS3
2o THENFR YAML EXo

wget https://github.com/F5Networks/k8s-bigip-
ctlr/blob/master/docs/config examples/openshift/f5-kctlr-openshift-

hostsubnet.yaml

9. YRIE M FMSIHH A OpenShift SDN 75i0 BIG-IP VTEP (VXLAN BE&E) 1P,
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apiVersion: vl
kind: HostSubnet
metadata:
name: fb5-server
annotations:
pod.network.openshift.io/fixed-vnid-host: "QO"
pod.network.openshift.io/assign-subnet: "true"
# provide a name for the node that will serve as BIG-IP's entry into the
cluster
host: f5-server
# The hostIP address will be the BIG-IP interface address routable to
the
# OpenShift Origin nodes.
# This address is the BIG-IP VTEP in the SDN's VXLAN.
hostIP: 10.63.172.239

()  REEFENEEER hosiP MEMFEEL,

10. Bl# HostSubnet &ifo

[admin@rhel-7 ~]$ oc create -f f5-kctlr-openshift-hostsubnet.yaml

hostsubnet.network.openshift.io/f5-server created

1. 3REXA F5 BIG-IP fRSE 23 IR N FRIAVEEE IP FRSEE,
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[admin@rhel-7 ~]$ oc get hostsubnet

NAME HOST HOST IP
SUBNET EGRESS CIDRS EGRESS TIPS

f5-server f5-server 10.63.172.239
10.131.0.0/23

ocp-vmw-nszws-master-0 ocp-vmw-nszws-master-0 10.63.172.44
10.128.0.0/23

ocp-vmw-nszws-master-1 ocp-vmw-nszws-master-1 10.63.172.47
10.130.0.0/23

ocp-vmw-nszws-master-2 ocp-vmw-nszws-master-2 10.63.172.48
10.129.0.0/23

ocp-vmw-nszws-worker-r8fh4 ocp-vmw-nszws-worker-r8fhi 10.63.172.7
10.130.2.0/23

ocp-vmw-nszws—-worker—-tvr46 ocp-vmw-nszws-worker—-tvr46 10.63.172.11
10.129.2.0/23

ocp-vmw-nszws-worker-wdxhg ocp-vmw-nszws-worker-wdxhg 10.63.172.24
10.128.2.0/23

ocp-vmw-nszws-worker-wg8r4 ocp-vmw-nszws-worker-wg8r4 10.63.172.15
10.131.2.0/23

ocp-vmw-nszws—-worker-wtgfw ocp-vmw-nszws-worker-wtgfw 10.63.172.17

10.128.4.0/23

12. £ OpenShift VXLAN E8IE—1MEE IP, H IP iF5 F5 BIG-IP BRSZ 23X RAY OpenShift EHFRMSEE
Ro BR F5BIG-IP R4, SMEWS > BE IP, AGREEIE. WA F5BIG-IP EHFMEIZrEERE
IP FRFRY IP, % VXLAN fEE, ARRAEMEAEE, AERE TR

Metwork » Self IPs » New Self IP...

Configuration

Name | 10.131.0.60 |
IP Address | 10.131.0.60 |
Netmask | 255.252.0.0 ]
VLAN / Tunnel openshiff_vzla » |

Port Lockdown Allow Al >

= e

Senvice Palicy Nonge v

| Cancel || Repeat || Finished

13. £ F5 BIG-IP REHEIE— 19X, UES CIS —kEBEMFER. SMEIRSE > BF > 9X5IR, 26
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2, ARWNFAER. ARRE TR .

System » Users : Partition List » New Partition...

Properties

I Partition Name oCp-Vmw

Partition Default Route Domain | [0 v |

Description

[] Extend Text Area
[ wrap Text

Redundant Device Configuration /

' ® Inherit device group from root folder

Mone s

Device Group

' @ inherit traffic group from root folder

traffic-group-1 {floating) ~

Traffic Group

| Cancel || Repeat || Finished |

() s miREs s BROHRETFHRE,

14. {EFA% 8 OperatorHub BIRIER R F5 BIG-IP CIS, fE cluster-admin AR Red Hat OpenShift &
Bf, H{EM F5BIG-IP RABEREIELIE— secret, XZRIERMIREM

[admin@rhel-7 ~]$ oc create secret generic bigip-login -n kube-system
-—from-literal=username=admin --from-literal=password=admin

secret/bigip-login created
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15. 23 F5 CIS CRD,

[admin@rhel-7 ~]$ oc apply -f

https://raw.githubusercontent.com/F5Networks/k8s-bigip-

ctlr/master/docs/config examples/crd/Install/customresourcedefinitions.y

ml

customresourcedefinition.
created
customresourcedefinition.
created
customresourcedefinition.
m created
customresourcedefinition.
created
customresourcedefinition.
created

apiextensions.

apiextensions.

apiextensions.

apliextensions.

apiextensions.

k8s.

k8s.

k8s.

k8s.

k8s.

io/virtualservers.cis.f5.com

io/tlsprofiles.cis.f5.com

io/transportservers.cis.f5.co

io/externaldnss.cis.f5.com

io/ingresslinks.cis.f5.com

16. 2% Operators > OperatorHub, EZRXHEF F5, A58 F5 Container Ingress Service BN,

OperatorHub

S O your clusters

to provide O

T ;lp;g_.:'.nfl':_h laveloper Cataloa

Al hachine Leaming

Application RBuntime
Big Data
Cloud Prowider

Datahace

Developes Toals

VICES
Development Tools
=:5-.'.-.-¢:'-_ And 2;._..3 ns Croarator 19 nita F: LONTaINE
Ingress Services (T15) for BIG-IP
Integrathon & Dediery

Lagging & Tracing

Modemization & Migration

Monitorting

17, FERERERHRTERE,

nfigna add-onsand sh

wrated By Red Hat. You can purchase commercial software

red serices 1o your

roviding & self-service experiance

Titemns
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F5 Container Ingress Services
LED provided by FS Nebwosia inc

Latest version
180

Capabliity level
& Basic lresnall
L]
Seamieis Upgradss
v
Full Lifecychs
1
L) Deap nsightn
)
() Aute Pilat

Provider type
Cetified

Provider
F5 Networks Ing,

Repository
httpafigithub.com/FoMet
works/kBs-bigip-ctir

Container Image
registry.connect.redhat.co
my/fSnetworks/&kBs-bigip-

Introduction

This Operator Installs FS Container Ingress Services (CI5) for BIG-IP In your Cluster, This enables o
canfigure and deploy CIS wsing Helm Charts.

FS Container Ingress Services for BIG-IP

F5 Container Ingress Services (CI5) Integrates with container archestration emvironments 1o
dynamically create L4/L7 services an F5 BIG-IP systems, and lnad balance netwark traffic across the
services Monitoring the orchestration AP server, CIS 12 able 1o modify the BIG-IP system canfiguration
based on changes made to containernized applications

Documentation

Aefer 10 F5 documentation

+ CIS on OpenShift (https fclowddocs fS comy/containersylatest/userguide fopenshift /) - OpenShift
Routes (hittpsffclouddocs s comfcontainersTatest fuserguidefroutes himl)

Prerequisites

Create BIG-IP login credentials for use with Operator Helm charts. A basic way be,

ot craate jecret generic <SECRET-MAME
AMEr - -From-literal=password=<PASSHORD»

=0 kube-system --from-1iteral=usernase=<USERN

18. TRERBERARRE L, RBFAERINSE, ARRERE,
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19.

20.
21.

Operatoddub »  Ooeraldr Ingladlation

Install Operator

iy =] & ¥ - i e - =i late A ol HHE
(Tata ] e
Uipdate channe = F5 Container Ingrtss Services
& beta i
Prorcided APis
Installation mode *
W Al namespaces on the chuster (defautt) EFEEMP{“
Dperator will e pvailnbies i all Namespacs This CRO provides kind FERigTactls 1o
0 Aspecific namespace on the clustes canfigune and deploy FS BIG-1F
Spenvior will be prallable I a-single Namespace only Comtioller

Installed Namespace *
&) coenshift-operators -

Approval strategy

& Automatic

O fanssal

m | ¢ i

RERERFE—RATEL

@ F5 Container Ingress Services
1.8.0 provided by FS Networks Inc

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operatars in Namespace openshift-operators

RERRETNGE, BERRERHEHR.

S#n %] Operators > Installed Operators, B F5 Container Ingress Service, A
Y Create Instance,

[a8 & F5BiglpCtir B3R T
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Project: openshift-operators

Installed Operators * Operator details

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc.

Details YAML  Subscription Events  F5BiglpCtir

Provided APIs

7118 F5BiglpCtlr

This CRD provides kind F5BigIpCtlr to
configure and deploy F5 BIG-IP
Controller.

(® Create instance

22. B YAML View, EFUENSEHEHIELATRS,

CD BE#E# bigip partition, " openshift_sdn_name’, “bigip_url'#l bigip_login_secret’
EEFIRNAZE, BEEFEUTIRENE.
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apiVersion: cis.f5.com/vl1
kind: F5BigIpCtlr
metadata:
name: fb5-server
namespace: openshift-operators
spec:
args:
log as3 response: true
agent: as3
log level: DEBUG
bigip partition: ocp-vmw
openshift sdn name: /Common/openshift vxlan
bigip url: 10.61.181.19
insecure: true
pool-member-type: cluster
custom resource mode: true
as3 validation: true
ipam: true
manage configmaps: true
bigip login secret: bigip-login
image:
pullPolicy: Always
repo: fS5networks/cntr-ingress-svcs
user: registry.connect.redhat.com
namespace: kube-system
rbac:
Create: true
resources: {}
serviceAccount:
Create: true

version: latest

23. MLt ABE, BEEIE . XK kube-system &= E/FHRE CIS pod.

Pods
T Filtar = MName = 11|
MName 1 Status Ready Restarts Cwner Memary CPU
P oF @ MiB 0
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®

FINBER T, Red Hat OpenShift 12 7 —fu@id B A FFARSS LASEEL L7 fa & #9574,
MEH OpenShift A REFMVEXLRBNRE, B2, EBHAILEE F5 CIS LUE
iIT4MER F5 BIG-IP RAZIFRE, ZAFK I UENHBIRMEEIETT, LAUENBERE
OpenShift BN ERRIEIT. CIS 7£ BIG-IP RFAEFOIE— M EINRS2E, 7T
OpenShift FREHRVERERES, M BIG-IP fasz B SHRERH. BXBRALLIIEENSEHIGE
B, FSHELARNX, HFE, XESHETE apps/vl APl 5 OpenShift Deployment 2%
BENXH, FEit, HEXLS F5BiglpCtir &R cis.f5.com/ivl API —ii2(ERET, EFS B
FREVEFTT (-) BHEATRIZ ().

24. {345 CIS BIREIEMSIEE ipan: true f “custom resource mode: true. XLEBMMZERA
CIS 5 IPAM =R ERA PR A T/, BT B F5 IPAM ZRIIE CIS R EEREA IPAM £,

[admin@rhel-7 ~]$ oc get f5ipam -n kube-system

NAMESPACE NAME AGE
kube-system ipam.10.61.181.19.0ocp-vmw 43s

25. I3 F5 IPAM ITHIZSFRE VAR SZ K, . ABHABHTE. SIE— YAML XHHFMELTRR.
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[admin@rhel-7 ~]1$ vi f5-ipam-rbac.yaml

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: ipam-ctlr-clusterrole

rules:
- apiGroups: ["fic.f5.com"]
resources: ["ipams","ipams/status"]
verbs: ["get", "list", "watch", "update", "patch"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: ipam-ctlr-clusterrole-binding
namespace: kube-system
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: ipam-ctlr-clusterrole
subjects:
- apiGroup: ""
kind: ServiceAccount
name: ipam-ctlr
namespace: kube-system
apiVersion: vl
kind: ServiceAccount
metadata:
name: ipam-ctlr

namespace: kube-system

26. Bl IR

[admin@rhel-7 ~]$ oc create -f fb-ipam-rbac.yaml

clusterrole.rbac.authorization.k8s.io/ipam-ctlr-clusterrole created
clusterrolebinding.rbac.authorization.k8s.io/ipam-ctlr-clusterrole-
binding created

serviceaccount/ipam-ctlr created

27. gIE— YAML XA HHME T ERER F5 IPAM BEE o



@ B T mEA spec.template.spec.containers[0].args Y ip-range SR S &8I BN
[ZHY ipamLabels # IP 3T,

@ ipam#RZ[ range1' M ‘range2 7 FERMTRAIH] 2E N LoadBalancer R HARS HITERR,
BUE IPAM 1= 523 ME X RTSEEIRQMH S EC 1P ik,

[admin@rhel-7 ~]$ vi f5-ipam-deployment.yaml

apiversion: apps/vl
kind: Deployment
metadata:
labels:
name: f5-ipam-controller
name: f5-ipam-controller
namespace: kube-system
spec:
replicas: 1
selector:
matchLabels:
app: fb-ipam-controller
template:
metadata:
creationTimestamp: null
labels:
app: fb-ipam-controller
spec:
containers:
- args:
- —-orchestration=openshift
- —--ip-range='{"rangel":"10.63.172.242-10.63.172.249",
"range2":"10.63.170.111-10.63.170.129"}"
- —-log-level=DEBUG
command :
- /app/bin/f5-ipam-controller
image: registry.connect.redhat.com/fbnetworks/f5-ipam-
controller:latest
imagePullPolicy: IfNotPresent
name: f5-ipam-controller
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: ipam-ctlr

serviceAccountName: ipam-ctlr



28. Bl F5 IPAM 15528202,

[admin@rhel-7 ~]$ oc create -f fbh-ipam-deployment.yaml

deployment/f5-ipam-controller created
29. BHIE F5 IPAM #2128 pod BEIEEEITo

[admin@rhel-7 ~]$ oc get pods -n kube-system

NAME READY STATUS RESTARTS
AGE

f5-ipam-controller-5986cff5bd-2bvno 1/1 Running 0

30s

f5-server-£f5-bigip-ctlr-5d7578667d-gxdg] 1/1 Running 0

14m

30. BIE F5 IPAM &R,

[admin@rhel-7 ~]$ oc create -f
https://raw.githubusercontent.com/F5Networks/f5-ipam-
controller/main/docs/ static/schemas/ipam schema.yaml

customresourcedefinition.apiextensions.k8s.io/ipams.fic.f5.com

I93E

1. 83 LoadBalancer ZEHPRSS
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[admin@rhel-7 ~]$ vi example svc.yaml

apiVersion: vl
kind: Service
metadata:

annotations:

cis.f5.com/ipamLabel: rangel

labels:
app: f5-demo-test
name: f5-demo-test
namespace: default
spec:
ports:
- name: fb5-demo-test
port: 80
protocol: TCP
targetPort: 80
selector:
app: fb-demo-test
sessionAffinity: None
type: LoadBalancer

[admin@rhel-7 ~]1$ oc create -f example svc.yaml

service/f5-demo-test created

2. 17E IPAM ITHIZR 2B R E DB 7 IMB 1P,

[admin@rhel-7 ~]$ oc get svc

NAME TYPE

PORT (S) AGE
f5-demo-test LoadBalancer
80:32605/TCP 27s

3. BIIEEFEFH(ELIERY LoadBalancer BRSS

56

CLUSTER-IP

172.30.210.108

EXTERNAL-IP

10.63.172.242



[admin@rhel-7 ~]$ vi example deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
app: fb5-demo-test
name: f5-demo-test
spec:
replicas: 2
selector:
matchLabels:
app: fb5-demo-test
template:
metadata:
labels:
app: fb5-demo-test
spec:
containers:
- env:
- name: service name
value: f5-demo-test
image: nginx
imagePullPolicy: Always
name: f5-demo-test
ports:
- containerPort: 80
protocol: TCP

[admin@rhel-7 ~]1$ oc create -f example deployment.yaml

deployment/f5-demo-test created

==

4. wE pod =& IEEIETT,

[admin@rhel-7 ~]$ oc get pods

NAME
f5-demo-test-57c46£6£98-47wwp

f5-demo-test-57c46£6£f98-cl2m8

READY
1/1
1/1

STATUS
Running
Running

RESTARTS
0
0

AGE
27s
27s

5. KEBIG-IPR4HE T HO0penShiftfLoadBalancersR BUAIAR S RIE 7 MV AV IR 288, SMEIAHtRE

> ARS8 > REHMARSS 2R TIIER,
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BIZLBREEE

3 FARZ4L Red Hat OpenShift 83F, FERALQIEFAMER "Quay.io"s#E "DockerHub"#E K
ZHEFPHER. A, BRNEFREHFEREMITE SHAARESIE G,

2R T el Z R TridentfINetApp ONTAPIRERIFA B A A MEEM R,

@ Trident Protect EE— VI RFKITEAstraBResFIENER, LITE52/T4A1E Red Hat
OpenShift 8% LG EME MR UIEIEZ1FL L Trident Protect FREHMEN T B,

IENERECE
1. MERIBOAFRERPBIBRRAIAERE, FRE Trident SZRFNFFEISEREH OpenShift RBEHIBIATFES,

[netapp-user@rhel7 ~]$ oc patch storageclass thin -p '{"metadata":
{"annotations": {"storageclass.kubernetes.io/is-default-class":
"false"}}}!

storageclass.storage.k8s.io/thin patched

[netapp-user@rhel7 ~]$ oc patch storageclass ocp-trident -p
'{"metadata": {"annotations": {"storageclass.kubernetes.io/is-default-

class": "true"}}}'!
storageclass.storage.k8s.i1o0/ocp-trident patched

2. BETEU T ERAN U TEESHCEARE imageregistry 121ERT “spec’ Z93,

[netapp-user@rhel7 ~]1$ oc edit
configs.imageregistry.operator.openshift.io

storage:
pvc:
claim:

3. 7£ "spec’ BT 8IBEA BE X EHHA OpenShift BEHAIERY. REFFHIRH,
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routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com

name: netapp-astra-route

LB RIEE BN ENEN, AR ABEEE. MBERE Openshift B
(D) mamikznamms, NTUELFEMHFME spec 89 defaultRoute: true

BHEX TLS iEH

SEERABEXENBHITHREAN, BIAMERT, EXMEM OpensShift Ingress #2{EAIRIA TLS EC
B, B%, EFURBHFNIEEX TLS BB&E. Alt, BERMUTIE,

a. {EARAERY TLS IERMERLIZE— T WE,

[netapp-user@rhel7 ~]$ oc create secret tls astra-route-tls -n
openshift-image-registry -cert/home/admin/netapp-astra/tls.crt
--key=/home/admin/netapp-astra/tls.key

b. 4R4E imageregistry ¥ 2{ERT, ML TEEL spec 25

[netapp-user@rhel7 ~]$ oc edit

configs.imageregistry.operator.openshift.io
routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com

name: netapp-astra-route
secretName: astra-route-tls

4. B R4RiEimageregistry Operator, $§OperatorfIEIRIRSAN "Managed RS, FREFHIBE,

oc edit configs.imageregistry/cluster

managementState: Managed

o MNRHEFAB FLRF M, WA EREEMKREIZE PVC. pod MRS, Lo%E, FHRMEEL.

[netapp-user@rhel”7 ~]S$oc get all -n openshift-image-registry

NAME READY STATUS
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RESTARTS AGE

pod/cluster-image-registry-operator-74f6d954b6-rb7zr

3 90d
pod/image-pruner-1627257600-£5cp]
0 2d9%h
pod/image-pruner-1627344000-swgx9
0 33h
pod/image-pruner-1627430400-rv5nt
0 9h
pod/image-registry-6758b547f-6pnj8
0 76m

pod/node-ca-bwb5r

0 90d
pod/node-ca-f8w54

0 90d
pod/node-ca-gjx7h

0 90d
pod/node-ca-lcx4k

0 33d
pod/node-ca-v7zmx

0 7d21h
pod/node-ca-xpppp

0 89d

NAME

IP PORT (S) AGE
service/image-registry
5000/TCP 15h

service/image-registry-operator
60000/TCP 90d

NAME DESIRED
AVATLABLE NODE SELECTOR
daemonset.apps/node-ca 6
kubernetes.io/os=1linux 90d
NAME

AVATILABLE AGE
deployment.apps/cluster-image-regi
90d

deployment.apps/image-registry

15h

NAME
CURRENT READY AGE

1/1

0/1

0/1

0/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

TYPE CLUSTER-IP

Running

Completed

Completed

Completed

Running

Running

Running

Running

Running

Running

Running

EXTERNAL-

ClusterIP 172.30.196.167 <none>

ClusterIP None

CURRENT READY
AGE

stry-operator

<none>

UP-TO-DATE

READY

1/1

1/1

replicaset.apps/cluster-image-registry-operator-74f6d954b6

6
UP-TO-DATE
1 1
1 1
DESIRED
1 1



1 90d

replicaset.apps/image-registry-6758b547f 1 1
1 76m

replicaset.apps/image-registry-78bfbd7£59 0 0
0 15h

replicaset.apps/image-registry-7fcc8décc8 0 0
0 80m

replicaset.apps/image-registry-864f88f5b 0 0
0 15h

replicaset.apps/image-registry-cb47fffb 0 0
0 10h

NAME COMPLETIONS DURATION AGE
job.batch/image-pruner-1627257600 1/1 10s 2d9%h
job.batch/image-pruner-1627344000 1/1 63 33h
job.batch/image-pruner-1627430400 1/1 5s 9h

NAME SCHEDULE SUSPEND ACTIVE LAST
SCHEDULE AGE

cronjob.batch/image-pruner O 0 = # = False 0 %5h

90d

NAME HOST/PORT

PATH SERVICES PORT TERMINATION WILDCARD
route.route.openshift.io/public-routes astra-registry.apps.ocp-
vmw.cle.netapp.com image-registry <all> reencrypt None

6. INREEFENNCHEIER OpenShift SEARIEEAEARIA TLS IEH, MWEJUEALITa<IRE TLS JEH,

[netapp-user@rhel’7 ~]$ oc extract secret/router-ca --keys=tls.crt -n

openshift-ingress-operator

7. 797 3F OpenShift T RiARIFMEMRPIRENE G, ERHEFRHRME OpenShift T3 B docker
o 1E “openshift-config' #n & == a1 TLS IEPFH I EIEH B ERMGEL B LIFEIEBZEE

[netapp-user@rhel’7 ~]$ oc create configmap astra-ca -n openshift-config
—-—from-file=astra-registry.apps.ocp-vmw.cie.netapp.com=tls.crt

[netapp-user@rhel7 ~]$ oc patch image.config.openshift.io/cluster

—--patch '{"spec":{"additionalTrustedCA":{"name":"astra-ca"}}}"

-—type=merge

8. OpenShift REREAMER RS HIIEITE. P OpenShiftFA &R LA E]OpenShift AR, BERAF AL
HITRIRMEEUR T B P AR,
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a. BEAWHAFPE—ABRF NEMRPIRINER, HAAF 2 registry-viewer f,

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-viewer

ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-viewer
ocp-user-group

b. ERFAFSAFAS NSHZER, BHANARNEEMREERAE,

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-editor
ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-editor
ocp-user-group

9. AT ik OpenShift T3 RiAEEMRFAMEHIIE L, EFELRE—MIEVEHR.

[netapp-user@rhel’7 ~]$ oc create secret docker-registry astra-registry-
credentials --docker-server=astra-registry.apps.ocp-vmw.cie.netapp.com
—--docker-username=ocp-user --docker-password=password

10. SAIER] LU MAIEXHZE M BIAR S5 1K P S 7EABRZAY pod TE X 51 M.
a. BRHEMBAEIRSKE, BT T,

[netapp-user@rhel7 ~]$ oc secrets link <service account name> astra-
registry-credentials --for=pull

b. F7E pod EXH5|A pull secret, BEFLUTEEHRME spec 53

imagePullSecrets:
- name: astra-registry-credentials

1. EM OpenShift T 5 ASMY T {EibHEIXSHIENEIE, BRI TSE,
a. 3§ TLS IEBARME docker B Fifo
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[netapp-user@rhel”7 ~]$ sudo mkdir /etc/docker/certs.d/astra-

registry.apps.ocp-vmw.cie.netapp.com

[netapp-user@rhel’7 ~]$ sudo cp /path/to/tls.crt
/etc/docker/certs.d/astra-registry.apps.ocp-vmw.cie.netapp.com

b. £/ oc login <& S OpenShift,

[netapp-user@rhel7 ~]$ oc login --token=sha256~D49SpB lesSrJYwrMOLIO
-VRcjWHu0a27vKa0 --server=https://api.ocp-vmw.cie.netapp.com:6443

c. £/ OpenShift Fi P E#Ei8id podman/docker a8 S ERIFM .

podman

[netapp-user@rhel’7 ~]$ podman login astra-registry.apps.ocp-
vmw.cile.netapp.com -u kubeadmin -p $(oc whoami -t) --tls

-verify=false

+ A WREMER kubeadmin' AR ERLE EMAL, ARERLEMAEEL,.

BEETA

[netapp-user@rhel7 ~]$ docker login astra-registry.apps.ocp-

vmw.cle.netapp.com -u kubeadmin -p $(oc whoami -t)

+ A WREMER kubeadmin' AR ERLEEMAL, ARERALEMAEEL.

d. #EXEHIENE K.
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podman

[netapp-user@rhel7 ~]$ podman push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel7 ~]$ podman pull astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest

BkTA

[netapp-user@rhel7 ~]$ docker push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel7 ~]$ docker pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

FRR T SR B IERN A
RS ZRIGUEA A Red Hat OpenShift 5NetApp
TR AV RIZE Red Hat OpenShift 5NetAppHIfz R 5 2258 IEA A,

* “ERFATEMEEPE Jenkins CI/ICD EE"

* "{EFANetApp7E Red Hat OpenShift HEZ& ZFHA"

* "¥EHNetApp ONTAP EYRed Hat OpenShift EE#b k"

* "NetAppB/7] Red Hat OpenShift £ Kubernetes FIE Rk EEF E 1"

EFRRFATFESRZE Jenkins CI/ICD EJ&: Red Hat OpenShift 5NetApp

TR MHEER Jenkins BRBFFEEEM/FFEA(THEE (CI/CD) BB LARIEER S RIZ1THY
TE

tli2JenkinsBREFTFHRHI A IR
EIEEZE Jenkins ARRFFAIENRR, BMUTIE:
1. BIE—1E 7 Jenkins BUFRINE,

64


https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html

Create Project

Name *

Jenkins|

Display Name

Description

Cancel

2. EXMIFH, BINMET BBRFAFERN Jenkins, 77 325F Jenkins 1932, 1EEIE PVC, SMEIFE >
RAGER, ARRLEEBHAEER. EENNICIEITFESE, BRSAEEBRTjenkins, EEFESE

BIAR/ NIRRT, ARG,
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Project: jenkins «

Create Persistent Volume Claim Edit YAML

Storage Class

@ basic -

Storage class Tor the new claim.

Persistent Volume Claim Name *

jenkins

A unigue name for the storage claim within the project.

Access Mode *

& Single User (RWQO) () Shared Access (RWX) (0 Read Only (ROX)
Fermissions to the mounted drive.

Size *

10d GIB

Desired storage capacity.

[l Use label selectors to request storage

Use label selectors to define how storage is created.

ERFAEFESZE Jenkins
EEAFAGFHEERE Jenkins, BFTHRUTEE:

1. T LA, RABMNEERERNAAAR. 2 +FAMHEEREER, TRXBFIEES, BFR
jenkins, EEEBFAFMEN Jenkins RS,

66



Project: jenkins =

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatical

I All ltems All ltems
Languages
{enkins Group By: None
Databases
Middleware
Cl/CcD

Other @ Template @ Template @ Template

Jenkins (Ephemeral)

by Red Hat, Inc.

Type Jenkins Jenkins
¥ Operator Backed (0) provide

ided by Red Hat, Inc provide

ed Hat, Inc pr

[ Helm Charts (0)

@ Builder Image (D)

Jenkins service, with persistent
storage. NOTE: You must have

persistent volumes available in..

Jenkins service, with persistent
storage. NOTE: You must have
persistent volumes available in...

Jenkins service, without
persistent storage. WARNING:
Any data stored will be lost upon...

@ Template (4)

Service Class (0)

@ Template

Jenkins (Ephemeral)

provided by Red Hat, inc

Jenkins service, without
persistent storage. WARNING:

2. i Instantiate Templateo

Jenkins X
Provided by Red Hat, Inc.

Instantiate Template

Provider Description
Red Hat, Inc.
Jenkins service, with persistent storage.
Support
MNOTE: You must have persistent volumes available in your cluster to use this template.
Get support @
Documentation
Created At

https://docs.okd.io/latest/using_images/other_images/jenkins.html =
@ May 26, 3:58 am tpsi// /latest/using_images/ ges/i

GAIBR T, RIEFE Jenkins ZAREFIIFHAES. RIBENER, BNSHHFHREE IR, LWIECIET
£ OpenShift E37#F Jenkins FTEEIFTE =R,
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Instantiate Template

Namespace * Jenkins
G jonkins - INSTANT-APF JENKING
View documentation(g® Get support g
Jenkinz Service Name
jenkins Jenkins service, with persistent storage.
The name of the OpenShift Service exposed for the Jenking container, NOTE: You must have peisistent volumes available in your cluster to use this template.

Jenkins JNLF Service Mame

PR The foliowing resources will be created:
The name af the service used for master/slave commamication v Deplaymenicantia
; PersistentVolumeCial
Enable OAuth in Jenkins . e 5-_ nivolumeCiaim
= RoleBinding
trug = Route
* Service

Whasther to enable Ofuth OpenShift integration. If false, the statlc account "admin’ will
beinitislized with the password "password .

= ServiceAccount

Mamory Limit
=

Maxirmum amount of memary the container can use

Volume Capacity *
S00GI

Volume space available for dista, eqg. 5120, 261

Jenkins ImageStream NMamespace

openshift

The OpenShift Namespace where the Jenkins ImageStream resides
Disable memory intensive administrative monitors

false

Whether to perform memary intensive, possibly slaw, synchranization with the Jenkins
Update Center on start. It true, the Jankins core update monitor and site wamings
monitor are disabled

Jenkins ImageStreamTag

jenkins:2

MName of the imageSweamTag 10 be used for the-Jenkins image.

Fatal Errer Leg File
false:

When a fatal eror occurs, an error log is created with informiation and the state
obtained at the time of the faral error.

Allows use of Jenkins Update Center repository with invalid SSL certificate

fakse

Whether to allow use of a-Jenkins Update Center that uses invalid certificate {self-
sigued, unknown CA), Hany value othes than fatse’, certificate check s bypassed, By
default, certificate check is enforced

- JE=

4. Jenkins pod KAEE 10 Z 12 DA EH NIEIRE.
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Project: jenkins
Pods

1) Running | | O Pending | | O | Terminating | | O | CrashLoopBackOff

Select all filters

Name 1 Namespace Status Ready
GJenkins—L @jenkins £ Running 1”1
c77n9

Filter by name...

5. LMk Pod [, SAMEME">ERH" Z4TF Jenkins W1, iHREH jenkins BT URL,

Project: jenkins =

Routes

1] Accepted | |0 Rejected | |0 Pending | Selectallfilters
Name | Namespace Status
G jenkins @D jenkins @ Accepted

1 Completed 0 | Failed 0 | Unknown
1of 2 Items
Owner Memory CPU
G® jenkins-1 - 0.004 cores H
Filter by name...
1ltem
Location Service
https://jenkins- 9 jenkins H

jenkins.apps.rhv-ocp-
clustercie.netapp.com &

6. F7E8IE Jenkins N FETZERTERA T OpenShift OAuth, EtiE& & OpenShift 2F,
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g Jenkins O OPeNEHIFT

Log in to Jenkins using your OpenShift credentials

Log in with OpenShift

7. ¥ Jenkins ARZZ M if18) OpenShift BB,

Authorize Access
Service account jenkins in project jenkins is requesting permission to access your account (kube:admin)

Requested permissions

# user:info

¥ user:check-access

Allow selected permissions Deny

8. B &7 Jenkins ¥ilTimE. EANBKIVERMIZ Maven ¥93E, FRLUES TSR Maven 23, Sz
Jenkins>£BTERE", AEE ‘Maven” FirdH B0 Maven”s BINEERNBRFFHBFRIEET B
Ebﬁ%”ﬁlﬁo %EE"Save”o

Maven
Maven installations Add Maven
Maven
Name | o
¥ Install automatically @

Install from Apache
Version 383 ¥

Delete Installer

Add Installer  ~

Delete Maven

Add Maven

List of Maven installations on this system

70



- B URIE— M EBRET CIICD TR, EEnL, RHAENREP CIBHTEL IR,

@ kube:admin | log out

ENABLEAI

Jankins

= New ltem #add description

‘. People welcome tO Jenkins'
“ Build History "

Please create new jobs to get started.
e Manage Jenkins

‘. My Views

' Open Blue Ocean
%4 Lockable Resources
4 Credentials

Bl New View

Build Queue =

No builds in the queue
Build Executor Status =

1 Idle
2 |dle

10. ZQUEMBNE L, WAGERNRN, EEFEE, ARREHRE.

Enter an item name

sample-demo

Required field

‘_"\ Freestyle project
‘e This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any build system, and this can be even
used for something other than software build.

Pipeline
Juj Orchestrates long-running activities that can span multiple build agents. Suitable for building pipelines (formerly known as workflows)
] and/or organizing complex activities that do not easily fit in free-style job type.

] Multi-configuration project
| ! Suitable for projects that need a large number of different configurations, such as testing on multiple environments, platform-specific
builds, etc.

Bitbucket Team/Project
Scans a Bitbucket Cloud Team (or Bitbucket Server Project) for all repositories matching some defined markers.

g

=

= Folder

D Creates a container that stores nested items in it. Useful for grouping things together. Unlike view, which is just a filter, a folder creates a
separate namespace, so you can have multiple things of the same name as long as they are in different folders.

GitHub Organization
a GitHub organization (or user account) for all repositories matching some defined markers.

=
rranch Pipeline

5 a sot of Pineline nroiects aceording to detected hranches in one SCM renositony

N EFEEEET R, MFHRHIEE THERESR, % Github + Maven, RE3=BENAT, Hi“Save’s
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General Build Triggers Advanced Project Options Pipeline

Pipeline
Definition Pipeline script

Script
v
4
s
6
7
8
g

1e
1=
12
= s
14 -
is
16 =
17

1~ node

Advanced...

def mvnHome

GitHub + Maven v | @

stage('Preparation’) { // for display purposes
// Get some code from a GitHub repository
git 'https://github.com/jglick/simple-maven-project-with-tests.git®
// Get the Maven tool.
Jf ** HNOTE: This ‘M3' Maven tool must be configured
o in the global configuration.

mvnHome = tool 'M3°

}
stage('Build’) {
// Run the maven build
withEnv ([ "MVN_HOME=%mvnHome"]) {
if (isUnix()) {
sh '"$MVN_HOME/bin/mvn" -Dmaven.test.failure.ignore clean package’
} else {
bat (/"#MVN_HOMEX\bin\mvn" -Dmaven.test.failure.ignore clean package/)

# Use Groovy Sandbox

Pipeline Syntax

Apply ‘

12. BF AR LB EE. WERMNEAMBMATR. TRBEMIBIEAETHEERTETE/LS
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Jenkins sample-demo

# Back to Dashboard
Status

~» Changes
() Build Now

@ Delete Pipeline

e Configure

| Full Stage View

@ Open Blue Ocean
~= Rename

€) Pipeline Syntax

Build History

Pipeline sample-demo

==, | ast Successful Artifacts
- [7] simple-maven-project-with-tests-1.0-SNAPSHOT jar
[
s Recent Changes

[ Atom feed for all () Atom feed for failures

Stage View
Preparation Build
trend =
25 45
May2r | i @ Ig 4s
08:53
D Latest Test Result (no failures)
Permalinks
« Last build #1),_1 min 23 sec ago
« Last stable build (#1),_1 min 23 sec ago
« Last successful build (#1), 1 min 23 sec ago
« Last completed build (#1),_1 min 23 sec ago

71 KBview

Results

69ms

13. SURBREEFMTUE, MAIUEREEREMTRANIRG, MMERIMEFREMMFFRT. B Rl
EOUFIRER B L —hRAS LARBIE R

73



Jenkins sample-demo

4 Back to Dashboard

Pipeline sample-demo

) Status
—» Changes
&) Build Now
(8 Delete Pipeline A=, Last Successiul Artifacts
.lr Configure [E] simple-maven-project-with-tests-1 0-SNAPSHOT jar 1.71 KB view
L) Full Stage View | ==#* Recent Changes
e [F—
ina Open Blue Ocean
> Rename -
Stage View
Q Pipeline Syntax
Preparation Build Results
Build History trend =
25 4s 86ms
find
2
o #2 T - &
. e 4s
@n May 27, 2020 3:53 PM 08:56
) Atom feed for all £ Atom feed for failures &
May 27 @ 25 45

0853

ﬂ Latest Test Result (no failures)

Permalinks

= Last build (#2), 19 sec ago

« Last stable buiid (#2). 15 sec ago

« Last successiul build (#2), 19 sec ago
= Last completed build (#2), 19 sec ago

AcEZFEF
{EFANetApp7E Red Hat OpenShift EAtE %

WZERS LIETZ NN AREFRS TEAEHNALMETF IS N AEFRR TENEHIE
— Red Hat OpenShift 8%, XEFMMIER N AIZEFH TIEAH LTSRS, L
ke H B LD ZeRE. B2, NEITNERERIBEEIMA Red Hat OpenShift £
K—RYEFE, SEMTHXAETEENESES M MERENGEEAY, BFFARNAREEN
TRZRBEMEIMNT M4, HEERTERNAY B,

F T FIARX LIRS, ATLEEIEE D Red Hat OpenShift B¢ HRE(TAIE N ARF R TR, BIESXERIZEH
T, BERENNARSRAZSTERN Y — — P THEAFHPHEARS R AR REEN A — TR

B, MMy ARIBERE, L, BFRINERTRERZRDERE, RAlt—NRAREFRAFTZEGIAARIR
H=Fhns— N AREFRIIERE.

Fitt, ALRIKREBRMAMSEABNRREGZR, G0, AR IEEFRTREIERH, RNXAE
T ITEAHRME T BRI,

— PN EMAVERRTT R ZTE Red Hat OpenShift LEEEZHF . ZHFR—MATZ MERER—1SE LHEF
R, WHRE. ZEMFHTEINRE. FEt ETXH, HRARMAEERENTES, CENBERERP4A
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FAFERABM, 7f Red Hat OpenShift £8f FEEE S BB LUTMRE:
c B HEEER RV AERTHEESH
* REEEMEIEFHE
R LIERERR LTS RENREX T
C RIPLEA TR REFRASRORIMEE TR

FHFEELMBIZTEF OpenShift &£8%, KNANETFTARRBEENERF R FRRERIMES: it8. F#E. W
%, B2E, BEARINERBASRETRETERERNFELSE, BFIEFTFEIERH NetApp ONTAP
M TridentNetApp 2 BCRVEiE R R _ LA E 20 P REEE M fR1F[E— Red Hat OpenShift &£8% EZ N T{Ef#;
FAR 53 3185 AR BY$K B BYONTAP L X

pals]
=

RENetApp ONTAP## Red Hat OpenShift fITridentZEA IR T H Z IBIMIPRES
, BT IRATFEEZHPII 26, AT BIFIEA#7EHNetApp ONTAPSZ
HYTridentEY Red Hat OpenShift &£8% Fi&itZHFBRA R, iILENZE—BEE—HE
KREVRBIFHBEAE SRR E,

Rig—MELRTE Red Hat OpenShift ££8% Eiz{TR N LIERE, XM M ARREBIPAEEFEBHIFHDE —3
Do XET ERFHAEIEIF B R TridentfENetApp ONTAP NAS FIREISEER PVC k. ZALEE N XK
PMEAFIRIT— N EHEPRATER, HEBRTXENMBEMNEIR, URGREIFLESMMMEE, FEXTHXE
N 2R AR S5 BV EIRE.

s

TEI##R T FANetApp ONTAPX ¥R/ A Tridentfy Red Hat OpenShift 8% I Z AP 2R S =,
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& RedHat

OpenShift
pad-1 pod-2 pod-3
puc-1 pvc=2 pvc-3
praject:] project-1 storageclhass

ontap-nas backend
[project-1]

TRIDENT

B

BAEK
1. NetApp ONTAPTEfi&EEEE

2. Red Hat OpenShift ££8%
3. Trident

Red Hat OpenShift — ££8¥345 R

M Red Hat OpenShift Bt HVAERE, BRBERHITNAZREDH. OpenShift BRI UEER— 1 5REFA

pad-1

project-2 storageclass

antap-nas backend
|project-2]

SWM [project-2]

pod-2

pic=2

project-2

NetApp

NetApp

R, EREA OpenShift EE NI D NS M EINERE. Eib, TIELSINIREENEREZHEFRE T Ehito

ETIREEEETPEE RBAC, REMEARILFMEARARESMREE (IdP) PRENBE X TIEAHEEE!
BNAFAR, Red Hat OpenShift s21F IdP ERAMAFPARY , MTAIFRERE IdP AR MASANEIEE

., XEMTEHEERBLTATENTNENEHRRNIFRREAMNEZMEN—IZNHEFA, MR
AR EF R RRIREZERINAIFIE], ETH#HEX IdP 5 Red Hat OpenShift SN EZER, 1HSFEX "thak

o

NetApp ONTAP

PRES1E/ Red Hat OpenShift £B¥RIFAFHEIRILIEFNHZFMIEEER, UBFRES NI ENEE L CIERN
HXNFENKRAE TR IRNEFME LSRRI —1F. 7k, 1H7ENetApp ONTAP EEIEZSHE S TEHEH I EE
[EBY SVM (FFREEMAL) , HFS1 SYVM TRT—1TIIERAH,
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Trident

7ENetApp ONTAP_E AARREMI B IEARER SVM &, #IFE1 SVM M EIRE/Trident/Gi%. Trident
M EiHECE IR IFAFEE] OpenShift SRBFZFIRRINES, FHEFEMEE SVM WiFHER. XEVWNiZERGHH
B EREITEF. TE, EAFEEXINAEEFE LERES, FASHAXNIRENERFIRERS, X
FTrident/5iHE XHFHE ST AS I "Itb4k",

Red Hat OpenShift — 1Zi&%& R

BeETrident/5imfE, T—% RECE StorageClasses, EEESEIMMEERNFMELE, AENEESRBIE—
Naig L BEEhERHRINR. BT UTEE X FE2EIE A storagePools £#04& StorageClass BETEI4FE
BTrident/5if. ENXFMERIFME B I LIEXEHE] "Itb4h"s FEt, M StorageClass E|Trident/SimiFEE—XF
—BRgY, ZMRHEE—1 SVM, XAJffRiEE 2 B4R 12 B StorageClass R HHIFI B FEF YR ER T
B SVM 121HARSS.

HFEF#EERAEHRTEZR, BMNARERS— & =EanE S/ pod F— M EWFEEENEEER
wWied? ZZEZ2H ResourceQuotas, ResourceQuotas 2iEFIS MNNBE R BESFEAENNR, © o] LRGN
B RLEENRBERENESE, JLFFAEIE R RE T LUER ResourceQuotas #H1TRH, BRER
ResourceQuotas B] LAEE B4R LR IR R A TR FE L & ol B EFE M SRV AR i, B2 "thah" T fRE

%77 1%_ /%\ o

SFXMHAR, BMNBZREFRIETEFH pod MNEEBTHIMBMNF#EEFEREME. Alt, RMNFEED
R E R HMFEENFAEER "<storage-class-
name>.storageclass.storage.k8s.io/persistentvolumeclaims™ 73 0, Ith5h, SEEFEIRERNTHERIBFHNF LA
R Z TREC R,

ficE

NFEASHEPERLG R, EARPERERRELAIRIERRR, Eit, FAZHERF
REN—HIMEBLENENRRERYDIEHEER. FHEERNSMENFR
ARZ8,

THRERT RAERFFRHRTHARES:

BeE Tasks
SBHEER ARRNAREFETEREHEIZTH
79 storage-admin €l ClusterRoles #1 RoleBindings

AARAGCZAENAEHE, DENED BRI
[RIAXBR

[Al3%] FRBIE R ET = LAE Pod
FEEE 7ENetApp ONTAP_EBIIZE SVM

B Trident/5i%

BIETFESR

BIEFE R RECER
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=)l Tasks

FRAG KIETEEE D B P elZ S &4 PVC 3 Pod FIAXIR
WKIEES— 1B R elZs &4 PVC 8¢ Pod BIAYFR
WITEERREDE. RRECTMEFMEIEHINR

i
LT 21ERNetAppfE Red Hat OpenShift EECE %0 BIAIREZ 4

RIS

* NetApp ONTAPE &%

* Red Hat OpenShift &%

© &8 FREMTrident

* RET tridentctl 1 oc TEHRNME $PATH FYEIE R T1FIL
* ONTAPEHE SRR

* EEEE AR OpenShift E£8f

* RS SMIREEER

* RBESHREEUBMX 2 REHFHIHEF

foE: SHEEES
Red Hat OpenShift S8 EIE R MITU TES:

1. DEMEIER B E R Red Hat OpenShift ££8%,
2. QIERANIME, PHIFERERNIRE,

oc create namespace project-1

oc create namespace project-2

3. A project-1 BIEF A AR BT,

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-1
name: developer-project-1
rules:

- verbs:

I |
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apiGroups:

- apps

- batch

- autoscaling

- extensions

- networking.k8s.io

- policy

- apps.openshift.io

- build.openshift.io

- image.openshift.io

- ingress.operator.openshift.io

- route.openshift.io

- snapshot.storage.k8s.1i0

- template.openshift.io
resources:

B I |

- verbs:

B |

apiGroups:

L}

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
- podtemplates
- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:

— T %1

apiGroups:
- trident.netapp.io

resources:
- tridentsnapshots

EQOF

@ FTRUNABEXNE—INRGl. HIRERELBFNERKEXFLZAZNIAE,



1. @, K7 project-2 RIBEF A ARABE,

2. Fr OpenShift fINetAppEiE R FBEEHFHEEREIE, FHEEEANIHIRNIREZE Tridentdd gIER
trident IER A BITH], FRIELZIM, FEEERIEFEINR ResourceQuotas RIZHITEERIEFE S TN

3. SIE— BT EIEERHPFAEMEM ResourceQuotas AR, HIEEMMAIEFHEESIER,

cat << EOF | oc create -f -
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: resource-quotas-role
rules:
- verbs:

B R |

apiGroups:

resources:
- resourcequotas
- verbs:
— T %1
apiGroups:
- quota.openshift.io
resources:

B |

EOF

4. WMREHSHANSMIRMESR, HERAPAESERARY ., UTRFIERSNREEESERENHFS
RP4ARY,

$ oc get groups

NAME USERS
ocp-netapp-storage-admins ocp-netapp-storage-admin
ocp-project-1 ocp-project-l-user
ocp-project-2 ocp-project-2-user

1. NFEEEIEREE ClusterRoleBindings.
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cat << EOF | oc create -f -
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/v1l
metadata:
name: netapp-storage-admin-trident-operator
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-operator
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: netapp-storage-admin-resource-quotas-cr
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: resource-quotas-role
EQOF

@ HNFEFHEEER, BIHERNAEE: trident-operator F resource-quotas.

1. AF%E I RoleBindings, developer-project-1 F&48E S project-1 X AYZE (ocp-project-1) o



2. [ERY, TEproject-2FR AT 4 & BlIEERoleBindings, BHAEREYE

cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: project-l-developer
namespace: project-1
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-project-1
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-1
EQOF

BRE: FHEREsS
FEEERMNEE LU TER

1. &
2.8
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REITFRE>TZREE I, ARBET RN, BIIREFREMFMAEE,
Aﬁﬁ$1ﬁ§ 2, EELE— vsadmin kPR EIE SVM REZFR,

EIPOyA: )z b

SIEHE SVM,



Add Storage VM X

STORAGEYM HAME

project-1-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Enabls SMB/CIFS
B ersbi=nirs

B Allow NFS client acoess

Add at least one ruls to sllow NFS cliznts to socezs volumes in this storage VL @

EXPORT PCLICY

Default
Rule Index Clients Access Protocols Read-Only R... Read/Wr
10.61.1581.0/24 Ay Ay Any
=+ Add
DEFAUT LANGUAEE (3
c.utf_& b

NETWORK INTERFACE
Use multiple network interfaces when.client traffic is high.

K8s-Ontap-01

IPADDREES SUBNET MASK GATEWRY SROADCAST DOMEIN
10.61.181.224 24 Add-optiona| Defaultd v
gateway

1. DIFEEIE R B{HE S Red Hat OpenShift &£&%,

2. 79 project-1 BIEEEIHRH G EMS T E BT ZIER SVM, NetAppiRilfER SVM B vsadmin tkF &5

EIEE SVM, MAEERONTAPEEEER,

i

83



cat << EOF | tridentctl -n trident create backend -f
{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "nfs project 1",

"managementLIF": "172.21.224.210",

"dataLIF": "10.61.181.224",

"svm": "project-l-svm",
"username": "vsadmin",

"password": "NetAppl23"

—

EOF

BHATELRBIRFER ontap-nas WXEhTER. RIBAFICIREFIHEYERIE HRREIIER,

(D) BAVERTrdentB LA trident T,

1. &7 project-2 BIEETrident/FimHIG HIRGYEIE BT project-2 BJ SVM,
2. 3R, QIRTEESS, 7 project-1 BIERTF#ES, HiBTIRE storagePools SR EILBEAFERERT

project-1 B[S ImIFAE M,

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-1-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 1:.*"
EOF

3. [A#f, A project-2 SIE— M EERHGEERENFER T AT project-2 BEIRTEME A,
4. 8% ResourceQuota KR! project-1 FRIZRFEM T AT EHAINEFEMELEFIEREE,
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-l-sc-rqg
namespace: project-1
spec:
hard:
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
EOF

S. B, BIE— ResourceQuota F PR project-2 HBYZEIEM T AT EH I B NF#EIEHIERFME,

I0IE
BIMES BPEENZHARN, BT TIR:

IETEEE M E el PVC o Pod IR
1. L ocp-project-1-user. project-1 FRIALZARBERE R,
2. KELIEHIE AR,

oc create ns sub-project-1

3. FRDECL project-1 FITEGEZRTE project-1 FREIE PVC,

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EQOF
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4. 1ELS PVC B PV,
oc get pv
5. I0F PV M EEZE7ENetApp ONTAP_EE T project-1 #9 SVM H8EE,

volume show -vserver project-l-svm
6. 7£ project-1 FBIE— pod, FHiEZH E—F6IEH PVC,

cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod
namespace: project-1
spec:
volumes:
- name: test-pvc-project-1
persistentVolumeClaim:
claimName: test-pvc-project-1
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: test-pvc-project-1

EOF
7. 1% pod BEETEEBITUMRERERET .
oc describe pods test-pvc-pod -n project-1
WIFES— P IEH eI PVC 5 Pod SfEAE AT 5 — 1M ENHEIRIVIA IR

1. LA ocp-project-1-user. project-1 FHAF R AR BHER,
2. FASHECL project-2 FITEEZRTE project-1 HEIE PVC,
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1l-sc-2
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-2-sc
EQOF

3. 7£ project-2 HHElE PVC,

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-2-sc-1
namespace: project-2
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

4. HyfR PVC “test-pvc-project-1-sc-2°#1 “test-pvc-project-2-sc-1 78 B AlliE,

oc get pvc -n project-1

oc get pvc -n project-2

. T project-2 FABIE— pods



cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod

namespace: project-1

spec:
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
EOF

FIrEFMRIBNE. FRECTMMFMELERINR

1. LA ocp-project-1-user. project-1 FHIF L AR S HE R,
2. MESIEIHINE MAUR,

oc create ns sub-project-1

3. WIFEEIBRIAIERR,

oc get ns

4. KERAFEEUEETSIE project-1 1A ResourceQuotass

oc get resourcequotas -n project-1

oc edit resourcequotas project-l-sc-rg -n project-1

S. WIEAF BEENEEFHEE.

oc get sc

6. 1E A PR IR TFiEL S,
7. 9IEF P 4RIE TR BRI IR,

oc edit sc project-1-sc
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VB ANEZmA

TEZMEFPEET, AMIEEGFEZRIVHN B FE2ATIINMIKE UMRERTNER ZHAR
W, BEZHEPEEFRMNIESHE, BMUATTE:

1. UFEEIER S 155 RNetApp ONTAPEEEE,

2. BfiZE storage — Storage VMs FH=i "Add. BIE—NEAT project-3 BIFT SVM, EERIE—1
vsadmin kP EXEIE SVM REZF R,
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1. LEHEE R BHEF Red Hat OpenShift £2%,

Add Storage VM

STORAGE WM NEME

project-3-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Ensble SME/TIFS
BB ersblenrs

B Allow NFS client access

Add st lezst one rule to allow NFS clients to sccess volumes inthiz storsge L ()

EXPORT 2ELICY

Default
HLULEE
Rule Index Clients
10621810724
=+ Add

DEFRULTLANGUEEE (D)

cutf &

NETWORK INTERFACE

Access Protocols

Ay

Uze multiple network interfaces when client traffic is high.

K8s-Ontap-01

IPADORESE |

m

MET MASK

10,61.181.223 4

2. QIR

90

oc create ns project-3

GATEWAY
Add optional
oaAtEwWaY

Read-Only R... Read/Wr

Ay Ay

SROADCAST DOMANN

Default-4 e



3. HHRTE IdP LRI T project-3 B F4EH 5 OpenShift E£EEFE,

oc get groups

4. 7 project-3 BIEF LA G A,

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-3
name: developer-project-3
rules:
- verbs:
— T X1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

— T %0

- verbs:

— T %0

apiGroups:

L]

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
- podtemplates



- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
— T %1
apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EOF

(D FTRUNBEEXNE—IRGl. HIRERLBFNERKEXFLZAZIAE,

1. 7 project-3 FHHIFF & A Gitl# RoleBinding, ¥ development-project-3 AB45EE| project-3 AR AYLH
(ocp-project-3) o

cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: project-3-developer

namespace: project-3
subjects:

- kind: Group

apiGroup: rbac.authorization.k8s.io

name: ocp-project-3

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-3

EOF

2. YFHEIER 519 & S Red Hat OpenShift ££8%

3. BIETrident/FiRHIFEHIREIEIE BT project-3 BY SVM, NetAppZiXfER SVM B vsadmin 1k & SimiE
3 SVM, MASERAONTAPEEEIER,
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cat << EOF | tridentctl -n trident create backend -f
{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "nfs project 3",

"managementLIF": "172.21.224.210",

"dataLIF": "10.61.181.228",

"svm": "project-3-svm",
"username": "vsadmin",
"password": "NetApp!23"

EOF

() BAWElRBIRER ontap-nas IEHIZRF, IRIEMHIGERSE LEVIREHZRF OIREDE,

(D) BAVERTrdentB LA trident T,

1. 79 project-3 ZTFERF R HECBENER LT AT project-3 K/EIHFFE M,

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: project-3-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
storagePools: "nfs project 3:.*"
EOF

2. 813 ResourceQuota ¥R project-3 FRVERIRM T AT E thI B B1ZE R FiER1FME,



cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-3-sc-rg
namespace: project-3
spec:
hard:
project-l-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: 0
EOF

3. EAELMIE 89 ResourceQuotas, LARMIXLEDNH RRYZEIRIAIR T BT project-3 AUTFELAITFfiE.

oc patch resourcequotas project-l-sc-rg -n project-1 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'
oc patch resourcequotas project-2-sc-rg -n project-2 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'

Kubernetes SR EREIE

Kubernetes S KEEFEIE: Red Hat OpenShift S5NetApp - iR

fEERSUNEEFMALTERE, FEHARFEZ Red Hat OpenShift 2B R
FZN ARSI E, SittER, A4 FEE OpenShift £ FIEEZ NN BHER
HILEnH. i, SMARKMPEE—HESRE, M OpenShift BIE 5 MM E X EAIH
Pkky, ENEEMAIFEZNAMEBUER O AR SN —RTIIMEFRNZNERE, AT
IHXLEPREL, Red Hat #H T3 Kubernetes ISR EIE,

Red Hat Advanced Cluster Management for Kubernetes ff&EISHITIATES

1. BEIBEROMAR R, SAMBEES I EH

2. NENMEHIGEENER SN S NN ARSI TIERE

3. IBIEM D AREH R RNEENIRE

4. IEEHEEIRITE S EHNTL 54

Red Hat Advanced Cluster Management for Kubernetes £/ Red Hat OpenShift SEB¥ M INA %L, FHEH
ZEBENEHMBIRENPRITHIRE. ZEHMARLER, ENRARART 1M EETEUERISREHE
12, Bl SAEHTETH A SN CENFIE H it Openshift EEHIHPILERER, HMAEESEE, ©F

HESEH LRET—1HR A Klusterlet BILIE, BENERIPOES, HARSEHEMANRERE. NARER
EHEE. AIMRENL2SMEAXNAREERIER,
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o
OPENSHIFT CONTAINER PLATFORM
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BXEFAESR, BSHEE "L,

79 Kubernetes ZfZ ACM

79 Kubernetes ZfESREREIE

TN BERNetAppfE Red Hat OpenShift EXt Kubernetes #1TE & EE IR,

1. BFHLEEEN Red Hat OpenShift 8% (BT 4.5 k)
2. HFHEE%E Red Hat OpenShift 888 (BT 4.4.3 ki)
3. &£ EIER1HIA) Red Hat OpenShift ££8%

4. Red Hat iTi5 Kubernetes S4B E1E

SREREIER OpenShift BRI —MINAM, RRIEROMNEEEREFPERIITIE, WBGRFE—EN
ERMRH. THEERANFELZEBXLERI, EFHE "L THRESFE,

5E, MRAOEHAEGATHEEMGHAGNTAT R, FEERBEXET R LRESLAEHEERIR,
MFZAANMEXET R RNBBEMEERE. ESFMAERIFSRXE ",

77 Kubernetes ZfE SR EHER
E 1 OpenShift 8% F %3 Kubernetes SRERHEIE, BHRMUTSE:

1. 3%&FE— OpenShift EEEATLERE, HEREHEEANRER.
2. 2fn%l Operators > Operators Hub #1228 Kubernetes ISR EELEIE,
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You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.
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Operators Bevelgpmant ool A e forKji_be ffi,_ P g
Drivers And Plugins 3scale Operator to provision ) N o Run Akka Cluster applications on
OperatorHub Iesigiation & DeINS 3scale and publish/manage API Advanced provisioning ay}d Kubemnetes
management of OpenShift and
Installed Operators Logging & Tracing Kubemetes clusters
Modernization & Migration
> = s R 2Rk
3. I%&#F Kubernetes WEREEHEIE, ARREHRE,
Advanced Cluster Management for Kubernetes X
22 3 provided by Red Hat
Install
Latest version Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
223 management censole for managing multiple Kubernetes-based clusters across data centers, public
clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform
Capability level clusters on selected providers, or import existing Kubernetes-based clusters. After the clusters are
@ Basic Install managed, you can set compliance requirements to ensure that the clusters maintain the specified
1
® Scamless Upgrades security requirements. You can also deploy business applications across your clusters.
1

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

o Multicluster subscriptions: An operator that provides application management capabilties including
subscribing to resources from a channel and deploying those resources on MCH-managed
Provider type Kubernetes clusters based on placement rules.
Red Hat » Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial
configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its
Provider provisioning and application-management capabilities.
Red Hat

How to Install

Infrastructure features s y : y
Use of this Red Hat product requires a licensing and subscription agreement.
Disconnected

4 EREBERREEL, REKENFAEE (NetAppZIURERINSEH) HBEHRE"
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OperzmorHub *  Operstor Instailaton

Install Operator

Install your Operator birsubscribing to one of the update channels to keep the Operator up todate The strateqgy determines either manual or automatic updates

Update channel ™
D release-20
2 release-2]

W relegse-22

Installation mode *

This mode s not supported by this Operator
i A specific namespace on the cluster

Ciperator will be avadlable m a single Namespace only

Installed Mamespace *
® Operator recommended Namespace @l open-cluster-management

) Namespace creation
Mamespacs open-cluster-management doss not eost and will be ceated.

0 SelectaMNamespace

Approval strategy ©
Wl Automabc

O Manual

Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat -

Installing Operator
The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace open-cluster-management

6. REIRERG, BEIE MultiClusterHub,
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Advanced Cluster Management for Kubernetes o
2.2.3 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom rescurce to be able
to use this Operator.

MultiClusterHub @ Required
Advanced provisioning and management of OpenShift and Kubernetes clusters

Create MultiClusterHub

View installed Operators in Namespace open-cluster-management

7. 7£8# MultiClusterHub FF&R £, REIFAEEEREEIE. XRBHEEHELARNTE,

Project: open-cluster-management

Advanced Cluster Management for Kubernetes » Create MultiClusterHub

Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: & Formview O YAML view

MultiClusterHub
o Note: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat
MultiClusterHub defines the configuration for an instance of the MultiCluster Hub
Name *

multiclusterhub

Labels

app=frontend

» Advanced configuration

8. & open-cluster-management &3 =B RIFAE pod EB%: /9 Running IRZ, HERIERF7 Succeeded 1k
&G, Kubernetes BREHEIEMETETMR T -
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Project: open-cluster-management  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create

an Operator and ClusterServiceVersion using the Operator SDK .

Name « Search by name... #

Name 1 Managed Namespaces
Advanced Cluster open-cluster-management
Management for
Kubernetes

2.2.3 provided by Red Hat

- SERELARTERTE LN, TlE, SEEEASKHENEITRS

Installed Operators > Operator details

@ Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat

Details  YAML  Subscription Events  Allinstances
MultiClusterHubs

Name Search by name... /

Name T Kind

multiclusterhub MultiClusterHub

MultiClusterHub

Status

@ Succeeded
Up to date

Status

Phase:® Running

ClusterManager

Provided APlIs

MultiClusterHub .
ClusterManager

ClusterDeployment

ClusterState

View 25 more...

Actions =

ClusterDeployment  ClusterSt.

Create MultiClusterHub

Labels

No labels s

10. E1F open-cluster-management &5 & =8| EIER— &K H, EZZRATPURL, HinEREHERTS
VAN

Ho

Project: open-cluster-management v

Routes

Y Filter ~ Name «  mul

Name mul X Clear all filters

Name f Status

@ multicloud-console @ Accepted

Location

https:/multicloud-

console.apps.ocp-
vmwareZ2.cie.netapp.com

Create Route

Service

© management-ingress :
H
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SEEMANE
EEEAFER Openshift &8, EAILGIRENTFENFANSRERFEE,

1. BESME B b ErigrE>5EE
2. ERIEHH OpenShift &£8%, HEMIUATHE:

a. QERMEERE. SMARHBEEHEEMNERE, RUSFMERHEREENNNMEFEAER,
,.“):Efﬁm“ﬂﬂo

Select a provider and enter basic information
Prowider * &

aws Amazon Web Services v
Connection name * @

nik-hcl-aws
Namespace " &

default -
Configure your provider connection

Base DNS domain &

dleneiapp.com

AWS access key 1D * @

AKIATCFBZDOIASDSAH

AWS secret access key * (&

Red Hat OpenShift pull secret *

FuS3phbktvaHplNFcZMEZ sbmtBVGNE TktmUIZXcHoOW It EZw G 0lY Zid 3cjdob Gy JeDBONOKIZEOye GMSQ0Zw ZkSRRZUanlxMaNUM2IRBOFIb -
UF]NC1BYIpEWVZEOI—Itl’.\kHTMDZPU\;pD\--.IFPHEC\.atHEIDG"‘R SYIJRaTIxblALT 20y 3pveUdfNIwc ENSaZYyOUsyLWZGSFVINA==""email""Nikhilk. ¥

utkamignetapp.com”}, registry.redhatio” -
SSHprivate key * @
----- BEGIN OFENSSH PRIVATE KEY----- -
b3BlbnMNzaCIrZxktdjEAAAAABGSVEBMUAA AAEDbasdadssadmMBUZOAAARAASAAABAAAAMYARAALZCZgEEW i
QyNTUxOQAAACCLowLgAVSIHAEP DeviRMNzaG2zkNre MIZ/ UHyfOUWVAAAAA b/ wabxfEaGu =
%
SSH publickey * &
ssh-ed 25519 AAAACINZECIZDIINTESAAAAZAUACTI6agdh21c B4/ 4NG/VEINobbOG2t42vna 0f J/RRa8A root@nik-rhel2
4

b. RIS, BEEMERE, ARRTRMER > CIEER . RESHNBNMEHEFIIFAES
, ARRBE IR
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~ Configuration

Cluster name *

rh-aws

~ Distribution

Select the type of Kubemetes distribution to use for your cluster

‘ Red Hat
OpenShift

Sslect an infrastructurs provider to host your Red Hat OpenShift cluster

aws Amazon ©
A Wb i > Google Cloud
f VMware —l Bare
vSphere — Metal
]

Release image *

quay.io/openshift-release-dev/ocp-release:4.712-x86_64

A Microsoft Azure

Provider connection * &

nik-hcl-aws

o -

C. SEFCIRETEM/E, HIAERETIRT, KENReady,
3. BERAMBEEE, ERMUTHE:

a. SMEIERH BRI RIER>SANNEER.

b. INEEF RN, RERESANHERRL, ERRMIMEERENGT,

c. BERERISY, EEMIEIROERNER LEITX

2

BITZER. XBoIER LU BERENRE,
FeRlfE, SRR A INSHIESERTIRF,

Add a connection

FEIS
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Mame *

ocp-vmw|

Additional labels

Onee you chek on "Savemport 2nd generate code”, the information you snterad will be vted to generate the code and cannot be
modified snymore. i yeu wish to change any informanon, you will have 1o delete and re-mport this cluster

Code generated successfully & import saved

Run a command

1. Copy this command

Click the button to have the command automatically copled to your clipboard,

Copy command il

2. Run this command with kubect] configured for your targeted cluster to start the import

Login to the existing cluster in your terminal and run the command.

LIer:rt another J
4. QIEBEHSAZI &G, BAUMNENMEH S EEMEETE .
N FAiER Ean A HAEIE
2RE— T AEFHE—AEEEEE,

1. MULESMEEENARER, ARRECIRNARER . RECEZCENNAREFNFAES,
HREF
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Applications

Create an application @D v or =

Name* ®

demo-app

Namespace* (D

default X -

~. Repository location for resources

~ Repository types

Select the type of repository where resources that you want to deploy are located

o@ Git

URL* @)

hitps)//aithub.com/open-cluster-management/acm-hive-openshift-releases.qit X -
Branch (@)

main X -

Path ()

clusterimageSets/fast/47 X -

2. MARFAGRESTNE, ZNBEFRSHIETIRF.

ApplicatiOnS C Refresh every 155 ~

Last update: 7:36:23 PM

Overview Advanced configuration Create application

Q, Search
Name Namespace Clusters ®  Resource ®  Time window ®  Created
demo-app default Local Git & 8 days ago :

1-Tofl = 1 of 1
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3. MEATLUMEERI & mIENEEZNARERF.
AES XL

HINEE AT ERNFRNERE X S RBHBREENETIZRE, ErURERRFEAN]
S ANE AR B SUE R ALNBYIT A

1. WA= S ESREFMXEL

2. ZOIESAMMR, BRECIERE, WMARBINERFARGEE, ARERNETIRIRNER. WRER
B IEERUALRBEEITTA, BER MRZFFNEFIHIT EEE, ARBHCIE
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Governanceand sk / Policies /[

Create policy @ @ v o

Mame *

policy-complianceoperator

Mamespace * (i)

default -

Specifications * (i)

@ ComplianceOperator v

Cluster selector (i)

@ local-cluster: "true’ o

Standards (i)

@E® nisT-csF -

Categories (i)

@' PR.IP Information Protection Processes and Procedures »
Controls (i)
@ FR.IP-1 Baseline Configuration ¥

I:I Enforce if supported (i)

D Disable pelicy (i)

3. FEEFFAXHHREEE, FAIUMSAEREETRENEE EAIREIERENITN.

105



+ Filter C Refreshevery10s ~

Lastupdate 2:54:01 PM

Governance and risk ® -
Create policy

Summary 1 Standards ~

NIST-CSF

No vielations found

. there are no cluster or

Based-on the industry st

policy violations
Cluster violations
Q, Find paolicies
Cluster
Policy name Namespace Remediation  viclations Standards Categories Controls Created |
policy- default inform @ 0N MIST-CSF PRIP Information PR IP-1 Baseline 32 minutes ago i
complianceoper Protection Processesand  Configuration
ator Procedures

1=1ofl1 = 1 of 1

IR

Kubernetes FUSREEERREM 7T —MiAMEEEPTHTIR. pod. NAEFNIER
VT %

1. SMEMRIFE > B4,
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= Red Hat 2ial @ ®  kubeadmin ¥

Advanced Cluster Management for Kubernetes

Q

Overview + Add provider connection

ey

Other

3

Cluster

Summary

0 3 1 1 20 135

Applications Clusters Kubernetes type Region Nodes Pods

Cluster compliance 2 Pods 13z Cluster status 2

2. FREEEPHFRE pod M TIEAQHERES LB HTIHRIEMNHF, SEPodsEIA]EEMENEE,

Red Hat

Advanced Cluster Management for Kubernetes

Search

Saved searches Open new search tab B

3 Related cluster 673 Related secret 20 Related node 8 Related persistentvolumeclaim

8 Related persistentvolume 1 Related provisioning 7 Related searchcollector 3 Related iampolicycontroller

Show all (38) ‘

=

~  Pod (1135)

Name
Namespace

Cluster

Status
Restarts
Host IP
Pod IP

Created

Labels controller-uid=dd259738-2cce-40e2-85d3-6ccf56904ba8

3. AFEMHIERMNEHFNAMET R#TRIEND. BETREILURNT BENAIFHRER,
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Search

Savedsearches w

3 Related cluster

v Node (20)

Name 1

ocp-master-|ocp-bare-

metal cie.netapp.com

oep-mastar-2

metal.ci

4. FRE SRR IRIE R RIRV SR B IR

Search

Saved search

3k Related secret

15 Related persistentvolume

<

Cluster (2)

Name T  Available

local- True True
cluster

ocp-vmw True True

TSR LEERR

Open new search tab[£

Cluster
ocp-bare-

metal

oep-bare-

metal

ocp-bare-
metal

- Open new search tab [

Hub accepted

1k Related pod

Role
master;

worker

master,

worker

master;
worker

Architecture

amde4

amde4

amde4

787 Related pod

1 Related searchcollector

Joined

True

True

Nodes

@

=

=

12 Related service

‘ Show al

OSimage
Red Hat Enterprise Linux CoreOS

47.83202103292105-0 (Ootpa)

terprise Linux CoreOS
13292105-0 (Ootpa)

Red Hat Enterprise Linux Core0S
47.83.202103292105-0 (Ootpa)

£ 6t

”l_ ’\*D éHfl \O

48

48

18

Created Labels

amonthago

kubernetesio/arch-amd64

amonthago

kubsrnetes io/arch=amd64

amonthago

kubametes io/arch=amd&4.

beta kubsrnetes io/arch=amd64

beta kubernetes iofarch=amd64

beta kubemetes io/arch=amd64

5 more

5 mare

betakubemetes o/os=linux i
beta kubernetes io/os=linux H
betakubernetesio/os=linux H

5 more

BR S FEERHTARGE.

15 Related persistentvalumeciaim

8 Related clusterclaim

Show all (159)

Kubernetes version cPy Memory
v1200+c8905da 84 418501Mi
v120.0+df9<838 28 mosiMi

Console URL

Launch

Launch

17 Related node

3 Related resourcequota

Labels

cloud=VSphere

installecname=multiclusterhub

cloud=VSphere

clusterlD=0d76ac4e-4aae-4d45-32e8-11b60b542824

| Related application

5 Related identity

clusterlD=148632d9-69d5-4ae4-98e=-5df7886463c3

name=ocp-vmw  |mare

Kubernetes NS RERHEIEAITFHAP MERIGRINE— T HZMEE LR L RIERER,
M, NREEARBLERIEE OpenShift &£, El?_fltb%ﬁEETﬂEl’JNetApp ONTAP%Ei
X¥F, HEBEEER

PVC BYEREF, #hMEZRIR
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bR BCE PVC, MATLARETRER= LAY (+) S

& YAML, SAIREEEEIE,

o AEEREEE
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Create resource Cancel

Clusters | Select the clusters where the resource(s) will be deployed.

Resource configuration | Enter the configuration manifest for the resource(s).

YAML i

1
2
3
4
5
6
7
8
9
L]
1

1
1

£ Trident Protect 928N FAF RE XA IR HEHERIF
ZRRR T R T AfA{ER Trident Protect 3t A28 M TEIEFIPIR(E,
1. %37 OpenShift Container F& A BITATER SR HIRNEH LURMFIEIAIE S, LA 1L

2. 5%71% OpensShift Container F & E£2BERY OpenShift Virtualization FEIZM S BN EZHBIFAEE,
HBR" LA,

EAE =1 TAXN AN AEFMEMHITHRHERF

ZERRAZERTR T WE{ERS Red Hat OpenShift Container FF&HHJ OADP 12 1/ER&ERK
B Velero XA 23 F BN ITEIRRIFI21E,

1. B/ X7E OpenShift Container ‘FFEHRIEMIME BRNAREFEMHIFHAEE, BESH L,

2. 5%71% OpensShift Container F & E£2BER OpenShift Virtualization F IS BN ZHBIFAEE,
BHBR" LA

Zﬁ’q’:ﬁ % Red Hat OpenShift [E{{t 5 NetAppfEfifEE A Y E D
AR

HREMFR, XEFFREEXEZHESHRALZFHEAONTAPEE. BEMMKL
Red Hat OpenShift Virtualization FIE %15 E.

* NetApp X14
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https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html

"https://docs.netapp.com/"

* Trident>#4

"https://docs.netapp.com/us-en/trident/index.html"
* Red Hat OpenShift 3244
"https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/"
* Red Hat OpenStack & 14

"https://access.redhat.com/documentation/en-us/red_hat_openstack_platform/16.1/"

* Red Hat ALY

"https://access.redhat.com/documentation/en-us/red_hat_virtualization/4.4/"

* VMware vSphere X4

"https://docs.vmware.com/"
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