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[root@ch-vm-cent7-2 linux]# ./xcp scan -match "modified > l*year" -1 -g
192.168.89.110:/ifs/data for analysis > modified morethan year

XCP 1.6P1; (c) 2020 NetApp, Inc.; Licensed to Karthikeyan Nagalingam
[NetApp Inc] until Wed Sep 9 13:19:35 2020

xcp: WARNING: CPU count is only 1!
Filtered: 1 did not match
Xcp command : xcp scan —-match modified > l*year -1 -qg

192.168.89.110:/ifs/data for analysis
5,055 scanned, 5,054 matched, 0 error

Speed : 1.10 MiB in (510 KiB/s), 110 KiB out (49.5 KiB/s)
Total Time : 2s.
STATUS : PASSED

[root@ch-vm-cent7-2 linux]#

[root@ch-vm-cent7-2 linux]# cat modified morethan year

rwxr-xr-x —--- 7056 503 0 512 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/6/_SUCCESS

rwxr-xr-x —--- 7056 503 270 8.50KiB 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/6/part-r-00000

rw-r--r-- —--- 7056 503 0 512 7y58d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/6/SUCCESS.crc

rw-r--r—-- —--- 7056 503 270 8.50KiB 7y99d
data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/6/out original

rw-r--r—-—- —--- 7056 503 270 8.50KiB 7y99d
data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/6/out sorted

rwxr-xr-x —--- 7056 503 0 512 7y99d
data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/2/_SUCCESS

rwxr-xr-x —--- 7056 503 90 8.50KiB 7y99d
data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.
out/2/part-r-00000

< console output removed due o page space size >
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[root@ch-vm-cent7-2 linux]# ./xcp -du -match "modified > l*year"
192.168.89.110:/ifs/data for analysis/

XCP 1.6.1; (c) 2020 NetApp, Inc.; Licensed to Karthikeyan Nagalingam
[NetApp Inc] until Wed Sep 9 13:19:35 2020

xcp: WARNING: CPU count is only 1!

52 .5KiB

data for analysis/benchmarks/benchmarks/Macro Scope 1 benchmark.out

28 .5KiB

data for analysis/benchmarks/benchmarks/CollectedGroup 6 benchmark.out
28.5KiB data for analysis/benchmarks/benchmarks/Foreach 11 benchmark.out
153KiB

data for analysis/benchmarks/benchmarks/SecondarySort 9 benchmark.out
412KiB

data for analysis/benchmarks/benchmarks/CoGroupFlatten 6 benchmark.out
652KiB data for analysis/benchmarks/benchmarks/Iterator 1 benchmark.out
652KiB

data for analysis/benchmarks/benchmarks/LoaderDefaultDir 1 benchmark.out
652KiB data for analysis/benchmarks/benchmarks/Order 4 benchmark.out
28.5KiB

data for analysis/benchmarks/benchmarks/MapPartialAgg 4 benchmark.out/2
28.5KiB

data for analysis/benchmarks/benchmarks/CastScalar 11 benchmark.out/2
1.29MiB data for analysis/benchmarks/benchmarks/Order 18 benchmark.out
652KiB

data for analysis/benchmarks/benchmarks/FilterBoolean 5 benchmark.out
20.5KiB

data for analysis/benchmarks/benchmarks/Macro DefinitionAndInline 5 benc

hmark.out/2

628KiB data for analysis/benchmarks/benchmarks/Types 29 benchmark.out

< console output removed due o page space size >

3.18MiB data for analysis/benchmarks/benchmarks/hadoopl0

340KiB data for analysis/benchmarks/benchmarks/Split 5 benchmark.out
5.90GiB data for analysis/benchmarks/benchmarks

6.56GiB data for analysis/benchmarks

6.56G1iB data for analysis

Filtered: 488 did not match

Xcp command : xcp -du -match modified > l*year
192.168.89.110:/ifs/data for analysis/

Stats : 5,055 scanned, 4,567 matched
Speed : 1.10 MiB in (1.36 MiB/s), 110 KiB out (135 KiB/s)
Total Time : Os.

STATUS : PASSED



[root@ch-vm-cent7-2 linux]#

3. BEH—FZUUFNEIVEIEN S/ N B E.,

[root@ch-vm-cent7-2 linux]# ./xcp -stats -match "modified > l*year"
-html 192.168.89.110:/ifs/data for analysis/ >

modified morethan year stats.html

XCP 1.6.1; (c) 2020 NetApp, Inc.; Licensed to Karthikeyan Nagalingam
[NetApp Inc] until Wed Sep 9 13:19:35 2020

xcp: WARNING: CPU count is only 1!

Xcp command : xcp -stats -match modified > l*year -html
192.168.89.110:/ifs/data for analysis/

Stats : 5,055 scanned, 4,567 matched

Speed : 1.10 MiB in (919 KiB/s), 110 KiB out (89.1 KiB/s)
Total Time : 1s.

STATUS : PASSED

[root@ch-vm-cent7-2 linux]#

U &S B —F 2 LARTMECKBIS B B E X R B3,



192.166.89.110./ifs/data_for_analysis - report J{FILES

Command scan 192.168.89.110:/ifs/data_for_analysis
Options '-stats”; True, -match". 'modified = 1*year'
Unreadable directories None Unreadable files None

Filters: Unmatched None
Summary 5,055 scanned, 4,567 matched, 1.10 MiB in (924 KiB/s), 110 KiB out {89.7 KiB/s), 1s.

Count Used Avg Max
All File Types4,567 6.56 GiB Mame Length14 52
Regular Files 3,894 6.56 GiB File Size1.72 MiB 678 MIB
Directories673  2.75 MiB Directory Entries? 1,463
SymlinksNone 0 File Depth3 6
SpecialsNone 0
7056 4,567
Top 5 File Owners
.+ 100MIE Aoonie [NNEGEGEE
10-100Mia 1o-1oonie [ GG
1-1omiB || ome R
gain-1he | gariB-1MiB ]
oo Wl B-E4KIB
e [ . <HKiB
emply - emply 7056 6.56 GiB
Number of Files Space Used Top 5 Space Users
N/A N/A a ] 1 1
Dedupe Estimate Zero Blocks Hard Links Extensions Groups Users

B empty mo-
W 110 W &1
B 10100 W 1115
106-1K 16-20
B K- 10K - B B 21100
10K " Jog 4 W 100
Directory Entries Extension Types File Depth
—— . |
=1 year »1 manth 1-31 days 1-24 hrs <1 howr =15 rnins future
Modified - _
=1 year =1 maanih 1-31 days 1-24 hrs <1 howr <15 mins fuiture
Changed . _
=1 year »1 manth 1-31 days 1-24 hrs <1 howr =15 rnins future
03-Aug-2020 03:46 PM EDT Copyright © 2020 NetApp xcp 1.6.1
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XCP RRr# 1.7 * —& Linux BR%328 - Linux (RHEL 7.9 3 RHEL 8
)
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HERR
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« NetApp ONTAP 9
* NFS ¥
Bir&8INetApp AFF7Z5FE5! HA %t + AFF A800
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* NFS ¥
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EEBENetApp XCP #1TE R, BAREBIMIEREHECE XCP ]fF, &ERILIE "NetApp XCP FF$5R
"o Ak, BETEMUATIE:

1. R AT IR BRSO RZ " XCP HYSE RS,
2. MTE; XCP {4 "NetApp XCP (%) TiE"
3. BT HR XCP tar XEEHIF XCP ARS8,

# scp Documents/OneDrive\ -\ NetApp\
Inc/XCP/software/1.6.1/NETAPP XCP 1.6.1.tgz
mailto:root@10.63.150.53:/usr/src

4. fR[E tarfileo

[root@mastr-53 srcl# tar —-zxvf NETAPP XCP 1.6.1l.tgz

5. MTFEFAIIE "https://xcp.netapp.com/license/xcp.xwic"H & &I ZIXCPARSS 25
6. BUEF AL,

11
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root@mastr-53 linux]# ./xcp activate
root@mastr-53 srcl# cp license /opt/NetApp/xFiles/xcp/license
root@mastr-53 srcl# cd /usr/src/xcp/linux/

root@mastr-53 linux]# ./xcp activate

[
[
[
[

7. FREE NFS s OFE45 NFS BRSZ22, ZMAEO R 2049,

[root@mastr-53 ~]# rpcinfo -p 10.63.150.213
[root@mastr-53 ~]# rpcinfo -p 10.63.150.63

A

8. 107 NFS &%, {#H telnet F NFS AR 25w 10 E NFS ARs328 CRMBFR) o

[root@mastr-53 ~]# telnet 10.63.150.127 2049
[root@mastr-53 ~]# telnet 10.63.150.63 2049

S. EEEBR.

12

a. gliZ NFS &H 9 XCP BER S NFS, EIRR]LIFIARIERS NFS S XCP BRo.

A800-Nodel-2::> volume create -vserver Hadoop SVM -volume xcpcatalog
-aggregate aggr Hadoop 1 -size 50GB -state online -junction-path
/xcpcatalog -policy default -unix-permissions ---rwxr-xr-x -type RW
-snapshot-policy default -foreground true

A800-Nodel-2::> volume mount -vserver Hadoop SVM -volume
xcpcatalog vol -junction-path /xcpcatalog

b. #62 NFS S,

[root@mastr-53 ~]# showmount -e 10.63.150.63 | grep xcpca
/xcpcatalog (everyone)

C. BB xcp.inio

[root@mastr-53 ~]# cat /opt/NetApp/xFiles/xcp/xcp.ini
# Sample xcp config

[xcp]

catalog = 10.63.150.64:/xcpcatalog

[root@mastr-53 ~1#



10. EARLUTARNEHIR NAS SH xcp show. FK:

== NFS Exports ==
== Attributes of NFS Exports ==

[root@mastr-53 linux]# ./xcp show 10.63.150.127
== NFS Exports ==

<check here>

== Attributes of NFS Exports ==

<check here>

1. (E5E) 13T NAS .

[root@mastr-53 linux]# ./xcp scan -newid xcpscantest4 -stats
10.63.150.127:/xcpsrc_vol

&R NAS #UEB BT BT REERBHLRIEFIEENTBRE, XCPIHERIERBESXGHHENER
RERRIELL. WNREHAE NAS #E, FTRBLIE IS B,
12. #9EH xcp scan, FEERTARINAIXH M LRI,
[root@mastr-53 linux]# mount 10.63.150.64:/xcpcatalog /xcpcatalog
base) nkarthik-mac-0:~ karthikeyannagalingam$ scp -r

root@10.63.150.53:/xcpcatalog/catalog/indexes/xcpscantestd
Documents/OneDrive\ -\ NetApp\ Inc/XCP/customers/reports/

13. (AJik) ¥|rfinode, &E inode N E, HIREARMBEMEEIBHEFNXFHEESLZHE (R
FB) o

A800-Nodel-2::> volume show -volume xcpcatalog -fields files,files-used
A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
A800-Nodel-2::> volume modify -volume xcpcatalog -vserver A800-Nodel vsl
-files 2000000

Volume modify successful on volume xcpcatalog of Vserver A800-Nodel vsl.

A800-Nodel-2::> volume show -volume xcpcatalog -fields files,files-used

14. FHEETS.

[root@mastr-53 linux]# ./xcp scan —-stats 10.63.150.63:/xcpdest

13



15. WERMBRETE,

[root@mastr-53 ~]# df -h /xcpsrc vol
[root@mastr-53 ~]# df -h /xcpdest/

16. AT HEREBIEMFEEFIZIBAT xcp copy HIUEHE,

17.

[root@mastr-53 linux]# ./xcp copy -newid create Sep091599198212
10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

<command inprogress results removed>

Xcp command : xXcp copy -newid create Sep091599198212 -parallel 23
10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

Stats : 9.07M scanned, 9.07M copied, 118 linked, 9.07M indexed,
173 giants

Speed : 1.57 TiB in (412 MiB/s), 1.50 TiB out (392 MiB/s)

Total Time : 1lho6m.

STATUS : PASSED

[root@mastr-53 linux]#

() EOAERT, XCP ARG FHTHIZREHIMIE, XATLUEE,

@ NetAppZIUEE N RiE, LB, BER—IEIN. JEIRHNXH RS, X xcp copy
BIRESKIK, EFINetApp XCP A2 FH N TR M8 ey LR,

T Linux, XCP FEZ3| ID, EA XCP Linux 1748 B

(AN%) ¥MZEB1TNetApp# £ inodes

A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
vserver volume files files-used

A800-Nodel vsl xcpdest 21251126 15039685

A800-Nodel-2::>

18. EAUTARMITIEESER xcp synco
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[root@mastr-53 linux]# ./xcp sync -id create Sep091599198212

Xcp command : xXcp sync -id create Sep091599198212

Stats : 9.07M reviewed, 9.07M checked at source, no changes, 9.07M
reindexed

Speed : 1.73 GiB in (8.40 MiB/s), 1.98 GiB out (9.59 MiB/s)

Total Time : 3m3ls.

STATUS : PASSED

MNFARXA, NTENEIE, FREEPN—BANXEESR, AFEMA xcp synce 3F Windows
, XCP ZERRZEMNBIRER.

19. IIEEIEEE. TR UERAUTAERIERMBGES ABHERENEIE xcp verifyo

Xcp command : xcp verify 10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

Stats : 9.07M scanned, 9.07M indexed, 173 giants, 100% found
(6.01M have data), 6.01M compared, 100% verified (data, attrs, mods)
Speed : 3.13 TiB in (509 MiB/s), 11.1 GiB out (1.76 MiB/s)
Total Time : 1h47m.

STATUS : PASSED

XCP X4t T 2k (8B H) scan, copy, sync, M verify'izg, BXIFMES, FEH
"NetApp XCP FHF$5m",

®

TR

Windows & F R A RITHEI5IZR (ACL) EFIEIE. NetAppZEiXfFEATRS xcp copy -acl
-fallbackuser\<username> -fallbackgroup\<username or groupname>
<source> <destination>, NTIREGEEMEE, ZRIFERAEFE ACL B SMB #iELK
AT NFS #1 SMB hirp%kiE, Biridie NTFS &, £ XCP (NFS hk4s) , M Linux RS
BEFIEIEHS "-acl' M "-nodata’Windows ARSSZRIETUE ACL MIFEIEEHIZI B4R SMB HE,

RSN "E EEFE I NT2 AT RE"

EZE S - HDFS/MapRFS #ET%

EARTH, FANTIEHEY XCP IhgE‘Hadoop XHAFEIEEHEI NAS", EREIEM HDFS/MapRFS T
NFS, RZ7MA.

[l

FtF MapRFS/HDFS IhgE, & \,)ﬁT‘EIEroothWiREP#L TUTHE, BEIE root BFZE hdfs. mapr {E
PR7E HDFS #1 MapRFS X R H#HITERAF,

1. #£ CLI A bashrc XFHIEE CLASSPATH. HADOOP_HOME. NHDFS_LIBJVM_PATH
. LB_LIBRARY_PATH #1 NHDFS_LIBHDFS_PATH 2L "xcp %

o

NHDFS_LIBHDFS_PATH #&M] libhdfs.so X1, %X {12 HDFS API k32 B f1#%1E HDFS/MapRFS
XHEMXHERS, £ Hadoop KIThREI—EB45
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° NHDFS_LIBJVM_PATH $§[] libjvm.so X, XEBJAVAERIAMHEZ FEEjreRHINIE,
° CLASSPATH f&F (Hadoop classpath —glob) {Ef&EFRA jar X{5o
° LD_LIBRARY_PATH #§@ Hadoop ZHEXHXIE,

HEBIF LU TETF Cloudera &89,

export CLASSPATH=$ (hadoop classpath --glob)

export LD LIBRARY PATH=/usr/java/jdkl.8.0 181-
cloudera/jre/lib/amd64/server/

export HADOOP HOME=/opt/cloudera/parcels/CDH-6.3.4-
1.cdh6.3.4.p0.6751098/

#export HADOOP HOME=/opt/cloudera/parcels/CDH/

export NHDFS LIBJVM PATH=/usr/java/jdkl.8.0 181-
cloudera/jre/lib/amd64/server/libjvm. so

export NHDFS LIBHDFS PATH=$HADOOP HOME/lib64/libhdfs.so

=+
TEUbhRA S, Fefi1s2HF XCP 134, EHIFIIERIELIRM HDFS 2 NFS BEUIEEE, ErRILUIMEBIERSE
BRENTHETNRMS PN IR RITHEEEE. E1.8AR4EH, rootF P M3FrootA F &R LIATTEIE TS

ERE S - IF root FIF ¥ HDFS/MaprFS #iE:F#5 %|NetApp NFS

1. IRBHEX TR 1-9 PIREIMERS BH TR
2. EUATTBIFR, BFARKEHIEM HDFS T3 NFS,
a. RIEXHEIXH (A hadoop fs -copyFromLocal) £ HDFS Hi,

[root@nl38 ~]# su - tester -c 'hadoop fs -mkdir
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
[root@nl38 ~]# su - tester -c 'hadoop fs -1ls -d
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
drwxr-xr-x - tester supergroup 0 2021-11-16 16:52
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src
[root@nl38 ~]# su - tester -c "echo 'testfile hdfs' >
/tmp/a_hdfs.txt"

[root@nl38 ~]# su - tester -c "echo 'testfile hdfs 2' >
/tmp/b_hdfs.txt"

[root@nl38 ~]1# 1ls -ltrah /tmp/* hdfs.txt

-rw-rw-r-- 1 tester tester 14 Nov 16 17:00 /tmp/a hdfs.txt
-rw-rw-r-- 1 tester tester 16 Nov 16 17:00 /tmp/b hdfs.txt
[root@nl38 ~]# su - tester -c 'hadoop fs -copyFromLocal
/tmp/* hdfs.txt hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src'

[root@nl38 ~1#
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b. & HDFS X4 HIAR,

[root@nl38 ~]# su - tester -c 'hadoop fs -1ls
hdfs:///tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
Found 2 items

—rw-r—-r-- 3 tester supergroup 14 2021-11-16 17:01
hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src/a hdfs.txt

—rw-r—--r-- 3 tester supergroup 16 2021-11-16 17:01
hdfs:///tmp/testerfolder src/util-linux-

2.23.2/mohankarthikhdfs src/b_hdfs.txt

C. 7£ NFS FgIB— X HRHIMENR,

[root@nl38 ~]# su - tester -c 'mkdir
/xcpsrc_vol/mohankarthiknfs dest'
[root@nl38 ~]# su - tester -c 'ls -1
/xcpsrc_vol/mohankarthiknfs dest'
total O

[root@nl38 ~]1# su - tester -c 'ls -d
/xcpsrc_vol/mohankarthiknfs dest'
/xcpsrc_vol/mohankarthiknfs dest
[root@nl38 ~]# su - tester -c 'ls -1d
/xcpsrc_vol/mohankarthiknfs dest'
drwxrwxr-x 2 tester tester 4096 Nov 16 14:32
/xcpsrc_vol/mohankarthiknfs dest
[root@nl38 ~1#

d. {EF XCP ¥4+ M HDFS E4IZI NFS, HIGEMNR.



[root@nl38 ~]# su - tester -c '/usr/src/hdfs nightly/xcp/linux/xcp
copy -chown hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src/
10.63.150.126:/xcpsrc_vol/mohankarthiknfs dest'

XCP Nightly dev; (c) 2021 NetApp, Inc.; Licensed to Karthikeyan
Nagalingam [NetApp Inc] until Wed Feb 9 13:38:12 2022

xCcp: WARNING: No index name has been specified, creating one with
name: autoname copy 2021-11-16 17.04.03.652673

Xcp command : xcp copy -chown hdfs:///tmp/testerfolder src/util-
linux-2.23.2/mohankarthikhdfs src/
10.63.150.126:/xcpsrc_vol/mohankarthiknfs dest

Stats : 3 scanned, 2 copied, 3 indexed

Speed : 3.44 KiB 1in (650/s), 80.2 KiB out (14.8 KiB/s)
Total Time : 5s.

STATUS : PASSED

[root@nl38 ~]# su - tester -c 'ls -1
/xcpsrc_vol/mohankarthiknfs dest'

total O

-rw-r—--r-—- 1 tester supergroup 14 Nov 16 17:01 a hdfs.txt
-rw-r--r-- 1 tester supergroup 16 Nov 16 17:01 b hdfs.txt
[root@nl38 ~]# su - tester -c 'ls -1d
/xcpsrc_vol/mohankarthiknfs dest'

drwxr-xr-x 2 tester supergroup 4096 Nov 16 17:01
/xcpsrc_vol/mohankarthiknfs dest

[root@nl38 ~14#

IANE (T

AT NFS EA—BA TN RENXMEFR/NAIT XCP EfAl XCP R R {FHIAZET

[&lo

REN G E R E

XCP SHINFS RN ERSHEERNMRT A, I TOK. 16K, IMBSAXHHE—ERI XM, H
KESHTIER. XCP S MEEEXHRIIATAFRRIEIFNERE BB, 10 EBHIRIER U T MR
— RSN ERBWEXHAIXAER. BFERMMEIMEX . BRSNS S, W5
EAZHEE. ATNREN, RNERCTESS. W, BIRSEHHME, BREYR, M—EA M XIFHTE
WE. MRS SRR, HITUEE10%E190% 28,

TEZRTRTXCPEHIRIENER.
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XCP 1.6.1 5 XCP 1.5 ByLLi%

5L a189kRAH8EL, XCP 1.6.3 1 1.7 {2t 7 B IERE, U TP ERT XCP1.6.3 M 1.7 W—BAIMXH (
235 8K. 16K #1 1MB) HIEIF1ERELLEL,

TEIEXRT XCP1.6.3 5 1.7 89 XCP E$M4aELER (—AEAD 8K XH) »

XCP Sync - Rename 8K : 1 Million Files XCP Sync - Append ; 8K 1 Million Files
(Lower is better) (Lower is better)
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. | | . l
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XCP Sync - Rename 1MB : 1 Million Files XCP Sync - Append : 1MB 1 Million Files
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F—BEAD 1MB K/)©

FEMME, XCP 1.7 BY%RELL XCP 1.6.3 BFMRETARIA, “xcp sync ERIEE T
X #HITESRR. M. PEEFMPRIEIE,

IRIELLIEREIOIE, NetAppEiNfER XCP 1.7 #{TA miniEE %,

MEREIRIL
AR T BB TFIRE XCP IRIEILAEIEES

. 572 TEIFT BB TEAE D ECEIZ D XCP 324, 1BFD S XCP LN FXXHF LU#H T EBMEEE
Bllo

* XCP vJLIfEAR AR CPU HIFE——CPU Z0#%, MfeEtif. Ft, ERIZ7E XCP fRZB#BHIHEES
CPU, EMNIESRIENMIRXT 128GB RAM #1 48x #Zi0y CPU, EI4EELL 8x CPU #1 8GB RAM FE ¥,

* XCP && “-parallel EIEURTF CPU BYE. BIANHITEEEE () BREBLUBRAZE XCP #iEERH
FITFBIRENFER, 3F XCP Windows, ERINER THITHEMNBES T CPU IHE. AHE -
parallel &R /N F 3 F F %0,

* 10GbE M FHIEFHFRREE— 1 RIFBI iR, B2, FIFEM 25GbE 1 100GbE #1717 WK, EIRHET
BOFRvERS T, BB TAXAEER .

* XfFAzure NetApp Files, 4EEERSZEFIMR. BXIFMES, BEBA TR, HPERT Azure NetApp
FilesARS &5 IFNEBEIFHIE o

BRSS K Mt = AN )
atE 16MBps/XF T (TB) 64MBps/TB 128MBps/TB
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ARS5 7K F %3 =4 RimENXE

TEfFEER BRANXHGHRE. BEFE BM. HIEEMNERERF ERERENARER
1 Web

4 BE5EH PEYRE: & TB 1,000 BS4EE - TB 4,000  1REI%RE: & TB 8,000
IOPS (16K 1/0) #0 IOPS (16k I/0) #1425 TB I0PS (16k I/0) F1& TB
16MBps/TB 64MBps 128MBps

BRIRIEEY 2N TERHREERIERNRS RS, KASBEFRMNSREHNFIE, HRIETFERZRSR

Al

ERP=
#hiR

ETNBEF = RELRM,
$EHZIONTAP NFS

ZAGIETEINFIMMMNEANESME LSO (CPOC) « MAELEE, FiME
FINetApp Lt 3 #TiEIR (NIPAM) &3 #kiE#2oh EINetApp ONTAP Al, #AT, BT &Ik
FIIE5EFINetApp XCP 4 EERVIR & LA IRAFHINetApp B ch2s i R T = 5 7%, F(ME
FiNetApp XCP EFisiT T HE TR,

B YRR
ERFERNEPREMNEREEUTRE:

* BRAEAECEINSEE, SRS, FREMLMFEHLEE. BEUREIEBPIT 28 50E.
AT BRASGFEZNIEMEX LRI LUATTIUIRNE. SHEUTHRESREXHRATE, BIEEL
KARFEIXES

* BP AT LI RIHadoop R R XM R4t (HDFS) FHadoopRAX MRS (HCFS) HU¥iE, At
XEHIETEATALRE. Al FEXAIEBRIXEHERSRIU (FIE0 NFS) BYEHE,

* BTFHIEEEXR. EHERS, FE—LEHHRIUARRBEENSUERTEE), HERE—MEFERNGER
PAEE R EIAIR S

BIRTEThEBRAR A

AR A ZED, MapR XHFFESE (MapR-FS) M MapR BRI SIERN, MapR NFS RXESHD
BIET A ERBEARI IP. XHIRSBRSEFMEMNEIEMapR-FSEIE, NFS WXfE Map-FS #iEe] LUBID &
I IP M NFS B IRiAFRl, S MapR HIET = L&BIETT—1 XCP 3£, LUSEIEM Map NFS X {&4
ZINetApp ONTAP NFS, & XCP LfE—ASFENBEX FREmEI BiriiE,

TERBIT £ XCP #J MapR S8 BINetApp RIS I8 iR R 75 520
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MapR Cluster

NetApp® NelApp NetApp . MNetdpp
VIPS:10.63,150.92-93 VIPS:10.63,150.94 - 95 VIPs:10.63.150.96-97 VIP$:10.63.150.98 - 99
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BXFMER, ESR "NetApp XCP Data Mover iR A% MASHIE| =i "HE,

£ XCP i thas T B A+

ZAGETFERANEZEF, BFEHEI Oracle Recovery Manager (RMAN) &1 X4+
El=th, HEHR®HE Pacemaker B4 EYAzure NetApp FilesizfT Oracle E-Business Suite

(EBS) MR, BEFRFEHEREMIEERNXHIRIIREEFME, HEAXHY (&
X147E 25GB % 50GB SEEA) izl Azureo

TESEAT M E|Azure NetApp Files BI AR ST ERTER

BXEAMER, 1517 "NetApp XCP Data Mover iR % M E =im 8%,

EEXH
NetApplZEl T MEBENERZ M EHEREEXHFHIER, NetAppfRt 7 LIRS .

MNFENE, BITUT®HS

[root@mastr-51 linux]# ./xcp -md5 -match 'type==f and nlinks==1 and size
!= 0' 10.63.150.213:/common_volume/nfsconnector hw cert/ | sort | unig -cd
-—-check-chars=32

XCP 1.5; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp Inc]
until Mon Dec 31 00:00:00 2029

176,380 scanned, 138,116 matched, 138,115 summed, 10 giants, 61.1 GiB in
(763 MiB/s), 172 MiB out (2.57 MiB/s), 1lm5s

Filtered: 38264 did not match
176,380 scanned, 138,116 matched, 138,116 summed, 10 giants, 62.1 GiB in
(918 MiB/s), 174 MiB out (2.51 MiB/s), 1m9s.

3 00004964calb5ecala71d0949c82e37e
nfsconnector hw cert/grid 01082017 174316/0/hadoopge/accumulo/shell/pom.xm
1

2 000103fbed06d8071410c59047738389
nfsconnector hw cert/usr hdp/2.5.3.0-37/hive2/doc/examples/files/dim-
data.txt

2 000131053a46d67557d27bb678d5d4al
nfsconnector hw cert/grid 01082017 174316/0/log/cluster/mahout 1l/artifacts
/classifier/20news reduceddata/20news-bydate-test/alt.atheism/53265

XNFENE, BITU @S
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[root@mastr-51 linux]# cat multiplevolume duplicate.sh
#! /usr/bin/bash

fuser input

JUNCTION PATHS='/nc volumel /nc volume2 /nc volume3 /oplogarchivevolume'

NFS_DATA LIF='10.63.150.213"

fxcp operation

for i in $JUNCTION_PATHS

do

echo "start - $i" >> /tmp/duplicate results

/usr/src/xcp/linux/xcp -md5 -match 'type==f and nlinks==1 and size
${NFS DATA LIF}:$i | sort | unig -cd --check-chars=32 | tee -a
/tmp/duplicate results

echo "end - $i" >> /tmp/duplicate results

done

[root@mastr-51 linux]# nohup bash +x multiplevolume duplicate.sh &
[root@mastr-51 linux]# cat /tmp/duplicate results

BT E B EEREMNET
ZER A EZETHREREREAHERSIENEF. RIEUTFAEE:
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Created a file in Y: and checked the scan command to list them.

c:\XCP>dir Y:\karthik test
Volume in drive Y is from
Volume Serial Number is 80F1-E201

Directory of Y:\karthik test

05/26/2020 02:51 PM <DIR>
05/26/2020 02:50 PM <DIR>

05/26/2020 02:51 PM 2,295 testfile.txt

1 File(s) 2,295 bytes
2 Dir (s) 658,747,392 bytes free
c:\XCPp>
c:\XCP>xcp scan -match "strftime (ctime, '$Y-%m-%d')>'2020-05-01"'" -fmt

"r{},{}'.format (iso (mtime) ,name)" Y:\

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp

Inc] until Mon Dec 31 00:00:00 2029

O |



It appears that you are not running XCP as Administrator. To avoid access
issues please run XCP as Administrator.

2020-05-26_14:51:13.132465, testfile.txt
2020-05-26_14:51:00.074216, karthik test

xcp scan -match strftime (ctime, '$Y-%m-%d')>'2020-05-01" -fmt
"{},{}'.format (iso (mtime),name) Y:\ : PASSED

30,205 scanned, 2 matched, 0 errors

Total Time : 4s

STATUS : PASSED

Copy the files based on date (2020 YearMay month first date) from Y: to
Z:

c:\XCP>xcp copy -match "strftime (ctime, '$Y-%m-%d')>'2020-05-01"" Y:
z:\dest karthik

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp
Inc] until Mon Dec 31 00:00:00 2029

It appears that you are not running XCP as Administrator. To avoid access
issues please run XCP as Administrator.

30,205 scanned, 3 matched, 0 copied, 0 errors, 5s

xcp copy -match strftime(ctime, '$Y-%m-%d')>'2020-05-01"' Y: Z:\dest karthik
PASSED

30,205 scanned, 3 matched, 2 copied, 0 errors

Total Time : 6s

STATUS : PASSED

c: \XCP>

Check the destination Z:

c:\XCP>dir Z:\dest karthik\karthik test
Volume in drive Z 1s to

Volume Serial Number is 80F1-E202
Directory of Z:\dest karthik\karthik test
05/26/2020 02:51 PM <DIR>

05/26/2020 02:50 PM <DIR> ..
05/26/2020 02:51 PM 2,295 testfile.txt

1 File(s) 2,295 bytes
2 Dir(s) 659,316,736 bytes free
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c:\XCPp>

M SMBICIFS £=6iZ CSV X4
AT an< bl CSV IV AEEIE, &R LURAR/NFIARM LR GEIER S K.

xcp scan -match " ((now-x.atime) / 3600) > 31*day" -fmt "'{}, {}, {},
{}'".format (relpath, name, strftime(x.atime, '$y-%m-%d-%H:%M:%S'),
humanize size(size))" -preserve-atime >file.csv

i Rz ST It~ 51 -

erase\report av fp cdot crosstab.csvreport av fp cdot crosstab.csv20-01-
29-10:26:2449.6MiB

BG5S FERNREHRHFINFREER, WET xop-du #LHRESIERAIOA), BE
A FERMRE.

./xcp scan -du -depth 3 NFS Server IP:/source vol

EHRF, BRERRMEE CSV XHHMER#HITHIR.

xcp scan -match "type == d" -depth 3 -fmt "'{}, {}, {}, {}'.format (name,
relpath, size)" NFS Server IP:/share > directory report.csv

XR—IBEEXKRS, A -mta<. EREMEERFHRERBIR. BEMERK/NEEE CSV XHH,
ERTLAM B F RN BRI RN F#HITHR

M 7-iZXZ|ONTAP HIEIETHE
TR EBEIEM UL 7 B E1THNetApp Data ONTAPEFS ZE|ONTAPHI ¥ LA I8,

35 7 1% NFSv3 7253 JEZIONTAPLLE T NFS #UE
ATIRMT TRIFR 7-1&30 NFSv3 SHITEZIONTAPR L 2 Fid 2,
NetAppREIR 7-# I NFSv3 EESHAZEERTFPIHASL L, HE XCP BERETE Linux &4 L.

1. IFE{RONTAPRAZEBIERE,
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CLUSTER: :> cluster show

Node Health
CLUSTER-01 true
CLUSTER-02 true

2 entries were displayed.
CLUSTER: :> node show

Node Health Eligibility Uptime
CLUSTER-01

true true
CLUSTER-02

true true

2 entries were displayed.

Eligibility
true

true

78 days 21:01 FAS8060

78 days 20:50 FAS8060

CLUSTER: :> storage failover show

Node Partner
CLUSTER-01 CLUSTER-02
CLUSTER-02 CLUSTER-01

2 entries were displayed.

2. WIFERARS

Takeover
Possible State Description

Connected to CLUSTER-02
Connected to CLUSTER-01

BEFEEED—IFRES. REER.

Location

RTP

RTP
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CLUSTER: :> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr0 368.4GB 17.85GB 95% online 1 CLUSTER-01
raid dp,
normal
aggr0 CLUSTER 02 O

368.4GB 17.85GB 95% online 1 CLUSTER-02
raid dp,
normal
source 1.23TB 1.10TB 11% online 6 CLUSTER-01
raid dp,
normal

3 entries were displayed.

MREEHIRRS, 1AfEH storage aggr create #7 <,

3. EERER AL LOZFEEDIAN (SVM),

30



CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate

poc -rootvolume-security-style mixed

[Job 647]

Job succeeded:

Vserver creation completed

Verify the security style and language settings of the source

Verify that the SVM was successfully created.

CLUSTER: :> vserver show -vserver dest

00a09853a969

Root Volume Security Style:
LDAP Client:
Default Volume Language Code:

List of Aggregates Assigned:

Limit on Maximum Number of Volumes allowed:

Vserver Operational State:

Vserver Operational State Stopped Reason:
Allowed Protocols:
Disallowed Protocols:

Is Vserver with Infinite Volume:

Vserver:

Vserver Type:
Vserver Subtype:
Vserver UUID:

Root Volume:
Aggregate:
NIS Domain:

Snapshot Policy:
Comment:
Quota Policy:

Vserver Admin State:

QoS Policy Group:
Config Lock:

IPspace Name:

4. MBFx SVM i FCP. iSCSI. NDMP #1 CIDS ¥,

CLUSTER: :> vserver remove-protocols -vserver

fcp,iscsi, ndmp,cifs

JUIE NFS BE 2L SVM R iFRITHY.

dest
data
default

91£6d786-0063-11e5-b114-

dest root
poc

mixed
C.UTF-8
default

default
unlimited
running
running

nfs, cifs, fcp, iscsi,

false

false
Default

dest -protocols

ndmp
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CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

. fEB15 SVM LEIRFBIREHIES. RilLx2ER. EERENFTEERELT 5 RELE,

CLUSTER: :> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g —-type RW -state online -security-style mixed
[Job 648] Job succeeded: Successful

6. BIEEIE LIF KIHE NFS P IRIEK,

7.

32

CLUSTER: :> network interface create -vserver dest -1if dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home
-node CLUSTER-01 -home-port e0Ol

JOIE LIF @B ERIhENE,

CLUSTER: :> network interface show -vserver dest

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
dest

dest 1if

up/up 10.61.73.113/24 CLUSTER-01 eli

true

NRFE, A SVM SIEFHSEA,

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
-gateway 192.168.100.111

MR LB T B R INEI R,



CLUSTER: :> network route show -vserver source
Vserver Destination Gateway Metric

0.0.0.0/0 10.61.73.1 20

8. 7£ SVM & =alEH B iR NFS #iES.

CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

WIFEREEMINT .

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

TR AR T e IEEE R EET (EZIKE) volume create @5 <

9. 7£B4% SVM L£Exh NFS BRS.

CLUSTER: :> vserver nfs start -vserver dest

WIEARSS = A B R thH ETEIETTo

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
v4.0: disabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -



10. I8IFERIA NFS SEHREEEEN BT BHR SVM,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default

M. NRFE, HERSVM RIEIBEENX SR,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

IIEMEIBEX FH RS ET EMIEIE,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12. B S H RSN LA TF NFS B P imiAR)o

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy —-clientmatch 0.0.0.0/0 -rorule any -rwrule
any -anon 0
Verify the policy rules have modified
CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

13. BWIERF IR B AITIHIEZE.
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CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. E#%) Linux NFS fRS328. 79 NFS SHECIREH S,

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15. 7S S HEFH B NFSv3 S,

@ NFSv3 HIMIZE S HEAR—EH NFS ARS328+E8, WRATLIZEE, XCP Linux EVE P imTk

SREXLES,
[root@localhost mnt]# mount -t nfs 10.61.73.115:/dest nfs /mnt/dest

WIEEH RS EMIIEIE,

[root@ localhost /]# mount | grep nfs

10.61.73.115:/dest_nfs on /mnt/dest type nfs

(rw, relatime,vers=3,rsize=65536,wsize=65536,namlen=255,hard, proto=tcp, ti
meo=600, retrans=2, sec=sys,mountaddr=10.61.82.215,mountvers=3,mountport=4
046, mountproto=udp, local lock=none,addr=10.61.73.115)

16. 72 NFS AR = LM 4 B RRE hiR.



[root@localhost dest]# touch test.txt

Verify the file is created

[root@localhost dest]# 1ls -1

total O

-rw-r--r—-— 1 root bin 0 Jun 2 03:16 test.txt

() #SWREAE, MEANFSERSRIRLIE
17. EZFRET XCP B Linux ERIRRS. REE XCP RERKF,

[root@localhost ~]# cd /linux/
[root@localhost linux]#

18. BHIBEITU TS EIR 7-181 NFSv3 FH “xcp show XCP Linux BEF I EN ALK LRSS,

[root@localhost]#./xcp show 10.61.82.215
== NFS Exports ==

Mounts Errors Server

4 0 10.61.82.215
Space Files Space Files
Free Free Used Used Export

23.7 GiB 778,134 356 KiB 96 10.61.82.215:/vol/nfsvoll

17.5 GiB 622,463 1.46 GiB 117 10.61.82.215:/vol/nfsvol

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0/home

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0
== Attributes of NFS Exports ==
drwxr-xr-x —-- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvoll
drwxr-xr—-x —-- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvol
drwxrwxrwx —--t root wheel 4KiB 4KiB 9d22h 10.61.82.215:/vol/vol0/home
drwxr-xr—-x —--— root wheel 4KiB 4KiB 4d0h 10.61.82.215:/vol/vol0

3.89 KiB in (5.70 KiB/s), 7.96 KiB out (11.7 KiB/s), Os.

19. 9#IR NFSv3 RHBREFHTENEXHEMHNRITHES.

NetAppfZINTE xcp HAE)RRE NFSv3 SHE T RiFEIRT scan, copy, # sync'izE,
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[root@localhost /1# ./xcp scan 10.61.82.215:/vol/nfsvol
nfsvol

nfsvol/n5000-uk9.5.2.1.N1.1.bin

nfsvol/821 g image.tgz

nfsvol/822RC2 g image.tgz
nfsvol/NX5010 12 node RCF vl1.3.txt
nfsvol/n5000-uk9-kickstart.5.2.1.N1.1.bin
nfsvol/NetApp CN1610 1.1.0.5.stk
nfsvol/glibc-common-2.7-2.x86 64.rpm
nfsvol/glibc-2.7-2.x86 64.rpm
nfsvol/rhel-server-5.6-x86 64-dvd.iso.filepart
nfsvol/xcp

nfsvol/xcp source

nfsvol/catalog

23 scanned, 7.79 KiB in (5.52 KiB/s), 1.51 KiB out (1.07 KiB/s), 1s.

20. %78 7-# 1 NFSv3 SHEHIZ|BFRONTAPR S LI NFSv3 S,

[rootQlocalhost /]# ./xcp copy 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 39 copied, 264 MiB in (51.9 MiB/s), 262 MiB out (51.5
MiB/s), 5s

44 scanned, 39 copied, 481 MiB in (43.3 MiB/s), 479 MiB out (43.4
MiB/s), 10s

44 scanned, 40 copied, 748 MiB in (51.2 MiB/s), 747 MiB out (51.3
MiB/s), 16s

44 scanned, 40 copied, 1.00 GiB in (55.9 MiB/s), 1.00 GiB out (55.9
MiB/s), 21s

44 scanned, 40 copied, 1.21 GiB in (42.8 MiB/s), 1.21 GiB out (42.8
MiB/s), 26s

Sending statistics...

44 scanned, 43 copied, 1.46 GiB in (47.6 MiB/s), 1.45 GiB out (47.6
MiB/s), 3ls.

21. EfzEMfE, WIERMBR NFSv3 SHESEBHEBEREIE. 1B1T xcp verify' #7<,
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[root@localhost /]# ./xcp verify 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 44 found, 28 compared, 27 same data, 2.41 GiB in (98.4
MiB/s), 6.25 MiB out (255 KiB/s), 26s

44 scanned, 44 found, 30 compared, 29 same data, 2.88 GiB in (96.4
MiB/s), 7.46 MiB out (249 KiB/s), 3ls

44 scanned, 100% found (43 have data), 43 compared, 100% verified (data,

attrs, mods), 2.90 GiB in (92.6 MiB/s), 7.53 MiB out (240 KiB/s), 32s.

R “xcp verify K IVEFHIEM BB Z B EEER, NWEIR no such file or directory 7EHEF#HIT T IR

. BRRRZIH, 15E1T xcp sync i RERE B2 BT,

22. TEYRZ BIFNIRERIE], 1T verify BR, MIRIFEHNNEHREHIE, NWHRITIEEEMH. 1E1T xcp sync’

A
AP <o

For this operation, the previous copy index name or number is required.
[root@localhost /1# ./xcp sync -id 3

Index: {source: '10.61.82.215:/vol/nfsvol', target:
'10.61.73.115:/dest _nfsl'}

64 reviewed, 64 checked at source, 6 changes, 6 modifications, 51.7 KiB
in (62.5 KiB/s), 22.7 KiB out (27.5 KiB/s), O0s.

xcp: sync '3': Starting search pass for 1 modified directory...

xcp: sync '3': Found 6 indexed files in the 1 changed directory

xcp: sync '3': Rereading the 1 modified directory to find what's new...
xcp: sync '3': Deep scanning the 1 directory that changed...

11 scanned, 11 copied, 12.6KiB in (6.19KiBps), 9.50 KiB out (4.66KiBps),
2s.

23. BB SRV EBIRIE, 1EETT xcp resume 8%,

38



[rootRlocalhost /1#

Index:

{source:

'10.61.73.115:/dest _nfs7'}

./xcp resume -id 4
'10.61.82.215:/vol/nfsvol"',

Incomplete index.

target:

xcp: resume '4': WARNING:
XCcp: resume '4':
106 reviewed, 24.2 KiB in
XCcp: resume '4':
XCcp: resume '4':

1 in-progress directory

XCp: resume

XCp: resume
20 scanned,
MiB/s), 5s
20 scanned,
MiB/s), 1ls
20 scanned,
MiB/s), 16s
20 scanned,
MiB/s), 21s
20 scanned,
MiB/s), 26s
20 scanned,
MiB/s), 31s
20 scanned,
MiB/s), 36s
20 scanned,
MiB/s), 41s
20 scanned,
MiB/s), 46s
20 scanned,
MiB/s), 51s

(30.3 KiB/s),

7.23 KiB out

4"
4"
7 copied,

14 copied,
14 copied,
14 copied,
15 copied,
16 copied,
17 copied,
17 copied,
17

copied,

17 copied,

Sending statistics...

20 scanned,
out

20 copied,
(33.4 MiB/s),

54s.

In progress dirs:

205 MiB in

425 MiB in
540 MiB in
721 MiB in
835 MiB in
1007 MiB
1.15

GiB in

1.27 GiB in

1.45 GiB in

1.69 GiB in

21 indexed,

unindexed 1,

(39.6 MiB/s),

(42.1 MiB/s),

(23.0 MiB/s),

(35.6 MiB/s),

(22.7 MiB/s),

indexed O

Resuming the 1 in-progress directory...

205 MiB out

423 MiB ou

538 MiB ou

720 MiB ou

833 MiB ou

L

(34.3 MiB/s),
(33.9 MiB/s),
(25.5 MiB/s),
(36.1 MiB/s),

(48.7 MiB/s),

77 GiB in

1005 MiB
1.15 GiB
1.27 GiB
1.45 GiB

1.69 GiB

[& “resume SERRE XM, 1B1T verify BXMRBRIRFEN BATFEAEEERNEIE,

Found 18 completed directories and 1 in progress
(9.06 KiB/s),
Starting second pass for the in-progress directory...

Found 3 indexed directories and 0 indexed files in the

(39.6

t (41.8

t (23.0

t (35.6

t (22.7

out

out

out

out

out

(33.5 MiB/s), 1.

(34.3

(33.9

(25.5

(36.1

(48.7

77 GiB

Os.

NFSv3 B IFENEEBHEHM 7-ERFHEERENTR NFSV3 S, HMONTAPHEZ BT NFSv3 S, it

FEHU,

S

3% 7-# % Snapshot 2751 EZIONTAP

EHNEBRIR 7-HE#ENetApp Snapshot BlZsidEZIONTAPRIIZ 2,
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NetAppfREIR 7-RAEESHHREEZFWAL L, HEA XCP BRETE Linux R4 L,
Snapshot BIAZERFEME R E, ATIERE LR Snapshot BIZALUKEIEE R, A -

snap' LA 7 iR A% HIREVIEDTL,

*EE RGEZ Snapshot Blds., BELEFIEME, B7MBREL Snapshot B, H—FTHRITIREFTER
Zx Snapshot &l7<,

1. BIEEFONTAPRARTIER.

CLUSTER: :> cluster show

Node Health Eligibility
CLUSTER-01 true true
CLUSTER-02 true true

2 entries were displayed.
CLUSTER: : > node show

Node Health Eligibility Uptime Model Owner Location
CLUSTER-01

true true 78 days 21:01 FAS8060 RTP
CLUSTER-02

true true 78 days 20:50 FAS8060 RTP
2 entries were displayed.
CLUSTER: :> storage failover show

Takeover

Node Partner Possible State Description
CLUSTER-01 CLUSTER-02 true Connected to CLUSTER-02
CLUSTER-02 CLUSTER-01 true Connected to CLUSTER-01

2 entries were displayed.

2. WAL LREFEEELD— 1 FRES, SBIEE.
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CLUSTER: :> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr0 368.4GB 17.85GB 95% online 1 CLUSTER-01
raid dp,
normal
aggr0 CLUSTER 02 O

368.4GB 17.85GB 95% online 1 CLUSTER-02
raid dp,
normal
source 1.23TB 1.10TB 11% online 6 CLUSTER-01
raid dp,
normal

3 entries were displayed.

MREEHIRRS, 1AfEH storage aggr create #7 <,

3. EERER AL LOIE SVM,



CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate

poc -rootvolume-security-style mixed
[Job 647]
Vserver creation completed

Job succeeded:

Verify the security style and language settings of the source

Verify that the SVM was successfully created.

CLUSTER: :> vserver show -vserver dest

Vserver: dest
Vserver Type: data
Vserver Subtype: default

Vserver UUID:

91£6d786-0063-11e5-b114-

00a09853a969
Root Volume: dest root
Aggregate: poc
NIS Domain: -
Root Volume Security Style: mixed
LDAP Client: -
Default Volume Language Code: C.UTF-8
Snapshot Policy: default
Comment:
Quota Policy: default
List of Aggregates Assigned: -
Limit on Maximum Number of Volumes allowed: unlimited
Vserver Admin State: running
Vserver Operational State: running
Vserver Operational State Stopped Reason: -
Allowed Protocols: nfs, cifs, fcp, iscsi,
Disallowed Protocols: -
Is Vserver with Infinite Volume: false
QoS Policy Group: -
Config Lock: false
IPspace Name: Default

4. MBFx SVM fjifg FCP. iSCSI. NDMP #1 CIFS ¥,

42

CLUSTER: :> vserver remove-protocols -vserver dest -protocols

fcp,iscsi, ndmp,cifs

Verify that NFS is the allowed protocol for this SVM.

CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

ndmp



[Job 648]

Job succeeded: Successful

6. BIERELIE LIF SKiFE NFS BFIRIER,

-node CLUSTER-01 -home-port e0Ol

JIE LIF BB RIIEIE,

CLUSTER: :> network interface show

-vserver dest
Logical Status Network Current

Current Is

Vserver Interface Admin/Oper Address/Mask Node

Home

dest
dest 1if
up/up 10.61.73.113/24 CLUSTER-01 eli
true

7. MRFE, FH SVM BIZEF#HSKA,

-gateway 192.168.100.111

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
IIERR LB T E R INEIE,

Vserver

CLUSTER: :> network route show -vserver source
Destination

Gateway

0.0.0.0/0

Metric

10.61.73.1
8. 7£ SVM s &= E)FEH BT NFS #iES.
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OS. 7£B15 SVM LIRS #iEE. RIIL2RN. B RENSEERERS

TR ILEL,
CLUSTER: :> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g -type RW -state online -security-style mixed

CLUSTER: :> network interface create -vserver dest -1lif dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home

Port



CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

PIFEREEMIIRE.

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

R LUMER U T SIEEEREIEN (FIERKE) volume create’ f5 <,

9. L8145 SVM L/E5h NFS ARSS.

CLUSTER: :> vserver nfs start -vserver dest

WIEARSS BB BB H EEIET.

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
vd.0: disabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -

10. ISIERRIA NFS SHEREBERAF BT SVM,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default
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. NRFE, B SYM CIEHNEEX S HKRE,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

WIEHMEI B E X FH RS ET EMINEIE,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12. {E24 S HERBEAM LA A 1) BAR RS LAY NFS B P i,

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy -clientmatch 0.0.0.0/0 -rorule any -rwrule
any -anon 0
Verify the policy rules have modified
CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

13. BWiEEFimE S A LA BinE.



CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. E#%) Linux NFS fRS328. 79 NFS SHECIREH S,

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15. 7S S HEFH B NFSv3 S,

@ NFSv3 HIMIZE S HEAR—EH NFS ARS328+E8, WRATLIZEE, XCP Linux EVE P imTk

SREXLES,
[root@localhost mnt]# mount -t nfs 10.61.73.115:/dest nfs /mnt/dest

WIEEH RS EMIIEIE,

[root@ localhost /]# mount | grep nfs
10.61.73.115:/dest_nfs on /mnt/dest type nfs

16. 72 NFS AR = LM 4B RREhiE.

[root@localhost dest]# touch test.txt

Verify the file is created

[root@localhost dest]# 1ls -1

total 0O

-rw-r—--r—-- 1 root bin 0 Jun 2 03:16 test.txt
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() =SWsRE, MEAINFSEEAMBRZH.

17. FEZFRET XCP ) Linux BEFImAS, NHE XCP ZERR,

[root@localhost ~]# cd /linux/
[root@localhost linux]#

18. @ELIZITUU TS EIMIR 7-1 810 NFSv3 B “xcp show XCP Linux EFImEN AL LSS,

[root@localhost]#./xcp show 10.61.82.215
== NFS Exports ==

Mounts Errors Server

4 0 10.61.82.215
Space Files Space Files
Free Free Used Used Export

23.7 GiB 778,134 356 KiB 96 10.61.82.215:/vol/nfsvoll

17.5 GiB 622,463 1.46 GiB 117 10.61.82.215:/vol/nfsvol

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0/home

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0
== Attributes of NFS Exports ==
drwxr-xr-x —--—- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvoll
drwxr-xr-x —--- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvol
drwxrwxrwx —--t root wheel 4KiB 4KiB 9d22h 10.61.82.215:/vol/vol0/home
drwxr-xr-x —--—- root wheel 4KiB 4KiB 4d0Oh 10.61.82.215:/vol/vol0

3.89 KiB in (5.70 KiB/s), 7.96 KiB out (11.7 KiB/s), Os.

19. 97 NFSv3 RHBEFHTENEXHEMNRITHERS.

NetAppZZiNTE U TER TR NFSV3 SHE T Ri1EEL: xcp scan, copy, M syncizE., 7
“sync 121ERY, EAILEE -snap’ E AN ERIIEDL,

[root@localhost /]# ./xcp scan 10.61.82.215:/vol/nfsvol/.snapshot/snapl
nfsvol

nfsvol/n5000-uk9.5.2.1.N1.1.bin

nfsvol/821 g image.tgz

nfsvol/822RC2 g image.tgz

nfsvol/NX5010 12 node RCF vl1.3.txt
nfsvol/n5000-uk9-kickstart.5.2.1.N1.1.bin

nfsvol/catalog

23 scanned, 7.79 KiB in (5.52 KiB/s), 1.51 KiB out (1.07 KiB/s), 1s.
[root@scsprl202780001 vol acld4]l# ./xcp sync -id 7msnapl -snap
10.236.66.199:/vol/nfsvol/.snapshot/snapl0

(show scan and sync)
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20. ¥R 7-#10 NFSv3 tRER (EAt) EHIZIBIRONTAPRS LAY NFSv3 S,

[root@Rlocalhost /1# /xcp copy 10.61.82.215:/vol/nfsvol/.snapshot/snapl
10.61.73.115:/dest_nfs

44 scanned, 39 copied, 264 MiB in (51.9 MiB/s), 262 MiB out (51.5
MiB/s), 5s

44 scanned, 39 copied, 481 MiB in (43.3 MiB/s), 479 MiB out (43.4
MiB/s), 10s

44 scanned, 40 copied, 748 MiB in (51.2 MiB/s), 747 MiB out (51.3
MiB/s), 16s

44 scanned, 40 copied, 1.00 GiB in (55.9 MiB/s), 1.00 GiB out (55.9
MiB/s), 21s

44 scanned, 40 copied, 1.21 GiB in (42.8 MiB/s), 1.21 GiB out (42.8
MiB/s), 26s

Sending statistics...

44 scanned, 43 copied, 1.46 GiB in (47.6 MiB/s), 1.45 GiB out (47.6
MiB/s), 3ls.

()  REUESRELE— S ORISR,

21. EfzEMfE, WIERMBR NFSv3 SHESEBHEBERNEIE. 1517 xcp verify' i3,

[root@Rlocalhost /1# ./xcp verify 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 44 found, 28 compared, 27 same data, 2.41 GiB in (98.4
MiB/s), 6.25 MiB out (255 KiB/s), 26s

44 scanned, 44 found, 30 compared, 29 same data, 2.88 GiB in (96.4
MiB/s), 7.46 MiB out (249 KiB/s), 3ls

44 scanned, 100% found (43 have data), 43 compared, 100% verified (data,
attrs, mods), 2.90 GiB in (92.6 MiB/s), 7.53 MiB out (240 KiB/s), 32s.

R “verify R ILREIEN BATEIE 2 BIZEEES, MEEIR "no such file or directory is reported in the
summary. To fix that issue, run the “xcp sync' e8I RE X E H 2 B 1F.

22. FEYIRZ IFNIHRERIE], 11T verify BR. MIRFEEMNNERNEE, WRTIEESEH, MREILEEN
, TBAXEBELEIE—HRY Snapshot BIZS, HFFIZIRRIRIZS “-snap’ [EZ 1R 1ERIED,

1B1T "xcp sync #i ¥ “-snap EINANIRERER1Z,
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[root@localhost /1# ./xcp sync -id 3
Index: {source: '10.61.82.215:/vol/nfsvol/.snapshot/snapl', target:
'10.61.73.115:/dest _nfsl'}
64 reviewed, 64 checked at source, 6 changes, 6 modifications, 51.7 KiB

in (62.5
KiB/s), 22.7 KiB out (27.5 KiB/s), Os.
xcp: sync '3': Starting search pass for 1 modified directory...

xcp: sync '3': Found 6 indexed files in the 1 changed directory

xcp: sync '3': Rereading the 1 modified directory to find what's new...
xcp: sync '3': Deep scanning the 1 directory that changed...

11 scanned, 11 copied, 12.6 KiB in (6.19 KiB/s), 9.50 KiB out (4.66
KiB/s), 2s..

() xFieE, BEEMRE,

23. BEME LTS FIRIE, 1BIE1T xcp resume’fi <,

[root@scsprl202780001 534h dest voll# ./xcp resume -id 3

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxxxx [NetApp Inc]
until Mon Dec 31 00:00:00 2029

xcp: Index: {source: '10.61.82.215:/vol/nfsvol',/.snapshot/snapl,
target: 10.237.160.55:/dest vol}

xcp: resume '7/msnap resl': Reviewing the incomplete index...

xcp: diff 'Umsnap resl': Found 143 completed directories and 230 in
progress

39,688 reviewed, 1.28 MiB in (1.84 MiB/s), 13.3 KiB out (19.1 KiB/s),
Os.

xcp: resume '7msnap resl': Starting second pass for the in-progress
directories...

xcp: resume '7msnap resl': Resuming the in-progress directories...
xcp: resume '7msnap resl': Resumed command: copy {-newid:

u'/msnap_ resl'}
xcp: resume '7msnap resl': Current options: {-id: '7msnap resl'}
xcp: resume '7msnap resl': Merged options: {-id: '7msnap resl', -newid:
u'/msnap_ resl'}
xcp: resume '7msnap resl': Values marked with a * include operations
before resume

68,848 scanned*, 54,651 copied*, 39,688 indexed*, 35.6 MiB in (7.04
MiB/s), 28.1 MiB out (5.57 MiB/s), 5s

24. NFSv3 B P imENMENEM 7-ERXFEECENIR NFSv3 S, FHMONTAPHEEHBIR NFSv3 S, 1]
MEEEFo

49



& ACLv4 MNetApp 7-1Z i EFE EINetAppEE RS

ETNERFIR NFSv4 FHEEEIONTAPR SN 2 T I 12,

NetApplBFE IR NFSv4 BESUHRBIES R E, 3B XCP DREA Linux REL, I
() %R ACL HiNetApp 7R RS, X5 MNetAppEINetApp BIACL i, EEHIEHH
BRRERIOXL, ERRE AR UTF-8 B,

¥R NFSv4 2 H:E5 ZIONTAP BIRIHR &+

IR NFSv4 SHTZEIONTAPZ B, WAUHE L T Ao/RZH:

* BIRRFUIECE NFSv4,

* NFSv4 SEF BFR ZRIETE XCP M1 L, 3% NFS v4.0 RICESRM BinElE, HBIEENBEFRALE
BREAT ACL,

* XCP BRI B/ BRI REEEE) XCP 4 ELUH{T ACL I8, 1E FEMITAIS, "vol1(10.63.5.56:vol1) &
31 /mnt/ivol 1 /NER

[root@localhost ~1# df -h

Filesystem Size Used
Avail Use% Mounted on

10.63.5.56:/voll 973M 4.2M
969M % /mnt/voll

[root@Rlocalhost ~]# ./xcp scan -1 -acl4 10.63.5.56:/voll/
XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

drwxr-xr-x —--- root root 4KiB 4KiB 23h42m voll

rw-r—--r-- —--- root root 4 0 23h42m voll/DIR1/FILE

drwxr-xr-x —--- root root 4KiB 4KiB 23h42m voll/DIR1/DIR11

drwxr-xr—-x —--- root root 4KiB 4KiB 23h42m voll/DIR1

rw-r—--r-- —--- root root 4 0 23h42m voll/DIR1/DIR11/FILE
drwxr-xr-x —---— root root 4KiB 4KiB 23h42m voll/DIR1/DIR11/DIR2
rw-r--r—-- —--- root root 4 0 23h42m voll/DIR1/DIR11/DIR2/FILE
drwxr-xr-x —--—- root root 4KiB 4KiB 17m43s voll/DIR1/DIR11/DIR2/DIR22

8 scanned, 8 getacls, 1 v3perm, 7 acls, 3.80 KiB in (3.86 KiB/s), 1.21 KiB
out (1.23 KiB/s), O0s.

FEFED
fERFBERIMMEDNT:

* NTik XCPEFBRLETE (/voll/DIR1/DIR11) . HEHTERRER
(10.63.5.56:/voll/DIR1/DIR11) 7 XCP E#l Lo

NRGHEHTEREZE, XCPARIREUTHEIR:
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[root@localhost ~1# ./xcp scan -1 -acl4 10.63.5.56:/voll/DIR1/DIR11

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

xcp: ERROR: For xcp to process ACLs, please mount
10.63.5.56:/voll/DIR1/DIR11 using the OS nfs4 client.

* FHFBERiIEEA(nount: subdirectory/qtree/.snapshot), Y TFHIFFR:

[root@localhost ~]# ./xcp scan -1 -acl4 10.63.5.56:/voll:/DIR1/DIR11
XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

drwxr-xr-x —--- root root 4KiB 4KiB 23h51m DIR11

rw-r—-—-r—-— —--- root root 4 0 23h51m DIR11/DIR2/FILE
drwxr-xr—-x —-- root root 4KiB 4KiB 26m9s DIR11/DIR2/DIR22
rw-r—--r—-- —--- root root 4 0 23h51m DIR11/FILE
drwxr-xr-x —--—- root root 4KiB 4KiB 23h51m DIR11/DIR2

5 scanned, 5 getacls, 5 acls, 2.04 KiB in (3.22 KiB/s), 540 out (850/s),
Os.

TR LA TSR ACLv4 MNetApp 7-E T EINetAppFiE RS,

1. BIFEfRONTAPRZAZREIE R,
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2. WIFERARS

52

CLUSTER: :> cluster show

Node Health
CLUSTER-01 true
CLUSTER-02 true

2 entries were displayed.
CLUSTER: :> node show

Node Health Eligibility Uptime
CLUSTER-01

true true
CLUSTER-02

true true

2 entries were displayed.

Eligibility
true

true

78 days 21:01 FAS8060

78 days 20:50 FAS8060

CLUSTER: :> storage failover show

Node Partner
CLUSTER-01 CLUSTER-02
CLUSTER-02 CLUSTER-01

2 entries were displayed.

Takeover
Possible State Description

Connected to CLUSTER-02
Connected to CLUSTER-01

BEFEEED—IFRES. REER.

Location

RTP

RTP



CLUSTER: :> storage aggregate

show
Used

%

#Vols

Nodes

Aggregate Size Available
Status

aggr0 368.4GB 17.85GB
raid dp,

normal

aggr0 CLUSTER 02 O
368.4GB 17.85GB
raid dp,

normal
source 1.23TB 1.10TB
raid dp,

normal

3 entries were displayed.

95

11

online

online

MREEHIRRS, 1AfEH storage aggr create #7 <,

3. EERER AL LOIE SVM,

CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate

poc -rootvolume-security-style mixed

[Job 647] Job succeeded:
Vserver creation completed

1 CLUSTER-01

1 CLUSTER-02

6 CLUSTER-01

Verify the security style and language settings of the source

JIE SVM BRERMINEIE,

RATID
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CLUSTER: :> vserver show -vserver dest

00a09853a969

Limit on Maximum Number of Volumes allowed:

Vserver Operational State Stopped Reason:
Allowed Protocols:
Disallowed Protocols:

Vserver:

Vserver Type:
Vserver Subtype:
Vserver UUID:

Root Volume:
Aggregate:
NIS Domain:
Root Volume Security Style:
LDAP Client:
Default Volume Language Code:
Snapshot Policy:
Comment:

Quota Policy:
List of Aggregates Assigned:

Vserver Admin State:
Vserver Operational State:

Is Vserver with Infinite Volume:
QoS Policy Group:
Config Lock:
IPspace Name:

4. MB*r SVM iR FCP. iSCSI. NDMP #1 CIFS ¥,

dest
data
default

91£6d786-0063-11e5-b114-

dest root
poc

mixed
C.UTF-8
default

default
unlimited
running
running

nfs, cifs, fcp, iscsi,

false
false
Default

CLUSTER: :> vserver remove-protocols -vserver dest -protocols

fcp,iscsi,ndmp,cifs

IOIE NFS BB =21k SVM R iFAg e

CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

5. ZB4% SVM LIRS RS, BiIR2RN. B RENSEERER 5 REMLE,
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CLUSTER: :> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g -type RW -state online -security-style mixed
[Job 648] Job succeeded: Successful

6. BIZEUE LIF KHE NFS BFIHIEK.

CLUSTER: :> network interface create -vserver dest -1if dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home
-node CLUSTER-01 -home-port eOl

I LIF @S ENRIhEIE,

CLUSTER: :> network interface show -vserver dest

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
dest

dest 1if

up/up 10.61.73.113/24 CLUSTER-01 eli

true

7. IRFE, £ SVM IRFHSIRH.

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
-gateway 192.168.100.111

MR B T B IIEIE,

CLUSTER: :> network route show -vserver source
Vserver Destination Gateway Metric

0.0.0.0/0 10.61.73.1 20

8. 7£ SVM ap R =l BiR NFS #iE%E.



CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

PIFEREEMIIRE.

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

R LUMER U T SIEEEREIEN (FIERKE) volume create’ f5 <,

9. L8145 SVM L/E5h NFS ARSS.

CLUSTER: :> vserver nfs start -vserver dest

WIEARSS BB BB H EEIET.

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
v4.0: enabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -

10. 10EEIA NFS SHREER N AT BT SVM.

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default
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. NRFE, B SYM CIEHNEEX S HKRE,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

WIEHMEI B E X FH RS ET EMINEIE,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12. {EEA S HERBEFRN LA TF NFS B P imiA5)o

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy -clientmatch 0.0.0.0/0 -rorule any -rwrule
any -anon 0

FIERBEHINZ S ERIEL,

CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

13. BWIEEF IR B R AITIHIEZE.

57



CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. E#%) Linux NFS fRS328. 79 NFS SHECIREH S,

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15, 7E I S EFH B NFSv4 %,

@ NFSv4 BN ZEFHEFR—TEH NFS IRS28EH, WMRALILE, XCP Linux EHEF HRt

SREXLES,
[root@localhost mnt]# mount -t nfs4 10.63.5.56:/voll /mnt/voll

WIEEH RS EMIIEIE,

[root@localhost mnt]# mount | grep nfs

10.63.5.56:/voll on /mnt/voll type nfs4

(rw, relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=tcp,
timeo=600,

retrans=2,sec=sys,clientaddr=10.234.152.84,1local lock=none,addr=10.63.5.
56)

16. 72 NFS SHAvHER = L 8IEMIHX 4B ARG hE.

[root@localhost dest]# touch test.txt
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PIEXHREEEIE,

[root@localhost dest]# 1ls -1
total 0
-rw-r—-—-r—-— 1 root bin 0 Jun 2 03:16 test.txt

() #SHREARE, MEANFSERABIRLIE
17, EREIRET XCP B Linux BRIRRSE. XEEE] XCP RERRZ,

[root@localhost ~]# cd /linux/
[root@localhost linux]#

18. BEIBTTUUA TS E IR NFSv4 BH "xcp show XCP Linux BERImENRSFE LIS

~o

59



root@localhost]# ./xcp show 10.63.5.56

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

getting pmap dump from 10.63.5.56 port 111...

getting export list from 10.63.5.56...

sending 6 mounts and 24 nfs requests to 10.63.5.56...

== RPC Services ==

'10.63.5.56"': UDP rpc services: MNT v1/2/3, NFS v3, NLM v4, PMAP v2/3/4,
STATUS vl

'10.63.5.56': TCP rpc services: MNT v1/2/3, NFS v3/4, NLM v4, PMAP
v2/3/4, STATUS vl

== NFS Exports ==

Mounts Errors Server

6 0 10.63.5.56
Space Files Space Files
Free Free Used Used Export
94.7 MiB 19,883 324 KiB 107 10.63.5.56:/
971 MiB 31,023 2.19 MiB 99 10.63.5.56:/vol2
970 MiB 31,024 2.83 MiB 98 10.63.5.56:/voll
9.33 GiB 310,697 172 MiB 590 10.63.5.56:/vol 005
43.3 GiB 1.10M 4.17 GiB 1.00M 10.63.5.56:/vol3
36.4 GiB 1.10M 11.1 GiB 1.00M 10.63.5.56:/vol4
== Attributes of NFS Exports ==
drwxr-xr—-x —-- root root 4KiB 4KiB 6d2h 10.63.5.56:/
drwxr-xr-x --—- root root 4KiB 4KiB 3d2h 10.63.5.56:/v0ol2
drwxr-xr-x —--—- root root 4KiB 4KiB 3d2h 10.63.5.56:/voll
drwxr-xr-x --- root root 4KiB 4KiB 9d2h 10.63.5.56:/vol 005
drwxr-xr-x --- root root 4KiB 4KiB 9d4h 10.63.5.56:/vol3
drwxr-xr-x —-- root root 4KiB 4KiB 9d4h 10.63.5.56:/vol4

6.09 KiB in (9.19 KiB/s), 12.2 KiB out (18.3 KiB/s), Os.

19. 38R NFSv4 SHBFIHHTENE X HEMNRITHER.

NetAppZBINTELUTER TIEE NFSv4 SHETFTRIEMEI: xcp scan, copy, M synciEE,

[root@localhost]# ./xcp scan -acld4 10.63.5.56:/voll

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

voll

voll/test/f1

voll/test

3 scanned, 3 getacls, 3 v3perms, 1.59 KiB in (1.72 KiB/s), 696 out
(753/s), O0Os.
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20. %78 NFSv4 SHEHIZIBFRONTAPR S LAY NFSv4 S H,

[root@localhost]# ./xcp copy -acld4 -newid idl 10.63.5.56:/voll
10.63.5.56:/vol2

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

3 scanned, 2 copied, 3 indexed, 3 getacls, 3 v3perms, 1 setacl, 14.7 KiB
in (11.7 KiB/s), 61 KiB out (48.4 KiB/s), 1s..

21. f5 "copy FeRifE, WIERMBT NFSv4 SHETEBHEEREIE. 1T xcp verify #5<,

[root@localhost]# ./xcp verify -acld4 -noid 10.63.5.56:/voll
10.63.5.56:/vol2

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

3 scanned, 100% found (0 have data), 100% verified (data, attrs, mods,
acls), 6 getacls, 6 v3perms, 2.90 KiB in (4.16 KiB/s), 2.94 KiB out
(4.22 KiB/s), Os.

MR “verify RIVEEIBEF B EUREZ BIEEER, NEIR no such file or directory TEIREH#HIT T IR S,
BB RZIAM, 15517 xcp sync s IFRENRE 2 B R,

22. TR Z RIFNLIRERIE), IB1T verify BUR. MIRIFEHEHNHEHREKIE, NWRITIEEEHRH, 1E1T xcp sync’

A
AR <o

[root@ root@localhost]# ./xcp sync —-id idl

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

xcp: Index: {source: 10.63.5.56:/voll, target: 10.63.5.56:/vol2}

3 reviewed, 3 checked at source, no changes, 3 reindexed, 25.6 KiB in
(32.3 KiB/s), 23.3 KiB out (29.5 KiB/s), Os.

() nFuEe, BEEANEHZEIEHRES.

23. S HHIETRY “copy #R{E, iB1T xcp resume #5 <,
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[root@localhost]# ./xcp resume -id idl

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

xcp: Index: {source: 10.63.5.56:/vol3, target: 10.63.5.56:/vol4}

xCcp: resume 'idl': Reviewing the incomplete index...

xcp: diff 'idl': Found 0 completed directories and 8 in progress
39,899 reviewed, 1.64 MiB in (1.03 MiB/s), 14.6 KiB out (9.23 KiB/s),
1s.

xXcp: resume 'idl': Starting second pass for the in-progress
directories...

xcp: resume 'idl': Resuming the in-progress directories...

xcp: resume 'idl': Resumed command: copy {-acl4: True}

xcp: resume 'idl': Current options: {-id: 'idl'}

xXCcp: resume 'idl': Merged options: {-acld4: True, -id: 'idl'}
xcp: resume 'idl': Values marked with a * include operations before
resume

86,404 scanned, 39,912 copied, 39,899 indexed, 13.0 MiB in (2.60
MiB/s), 78.4 KiB out (15.6 KiB/s), 5s 86,404 scanned, 39,912 copied,
39,899 indexed, 13.0 MiB in (0/s), 78.4 KiB out (0/s), 10s

1.00M scanned, 100% found (1M have data), 1M compared, 100% verified
(data, attrs, mods, acls), 2.00M getacls, 202 v3perms, 1.00M same acls,
2.56 GiB in (2.76 MiB/s), 485 MiB out (524 KiB/s), 15m48s.

[& ‘resume' ZRRE SN, BT verify BXHIRIRIFMEMN BirEE G HERNEEE,
% 7-1%, SMB 77(E: 32 ZIONTAPLLE T CIFS £
ABNBER 7-18 SMB =13 EZIONTAPR SRS id 2,

@ NetApplRE 7-i2LFIONTAPRSiE SMB iFelf, ESIZEBIR SYM. SHIRFM B4R SMB =
, FEBZREMIFR XCP,

1. 134 sMB HEPHIXHFR B R,
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C:\xcp>xcp scan -stats \\10.61.77.189\performance SMB home dirs
XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

== Maximum Values ==

Size Depth Namelen Dirsize

15.6MiB 2 8 200

== Average Values ==

Size Depth Namelen Dirsize

540KiB 2 7 81

== Top File Extensions ==

.txt .tmp

5601 2200

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

46 6301 700 302 200 252

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

0 6.80MiB 8.04MiB 120MiB 251MiB 3.64GiB 0

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10k

18 1 77 1

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

7898

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
2167 56 322 5353

== Created ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
2171 54 373 5300

Total count: 7898

Directories: 97

Regular files: 7801

Symbolic links:

Junctions:

Special files:

Total space for regular files: 4.02GiB

Total space for directories: O

Total space used: 4.02GiB

7,898 scanned, 0 errors, O0s

2. B (FEAH ACL) MEEHIZIBFR SMB =, UTREIZERTEA ACL EIZS,



C:\xcp>xcp copy —-acl -fallback-user "DOMAIN\gabi" -fallback-group
"DOMAIN\Group" \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dirs

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

7,898 scanned, 0 errors, skipped, 184 copied, 96.1MiB (19.2MiB/s), b5s
skipped, 333 copied, 519MiB (84.7MiB/s), 10s

0

7,898 scanned, 0
errors, 0 skipped, 366 copied, 969MiB (89.9MiB/s), 15s

0

0

errors,
7,898 scanned,
7,898 scanned,

errors, skipped, 422 copied, 1.43GiB (99.8MiB/s), 20s

skipped, 1,100 copied, 1.69GiB (52.9MiB/s),

o O O O

7,898 scanned,
25s

7,898 scanned, 0 errors, 0 skipped, 1,834 copied, 1.94GiB (50.4MiB/s),
30s

7,898 scanned, 0 errors, 0 skipped, 1,906 copied, 2.43GiB (100MiB/s),
35s

7,898 scanned, 0 errors, 0 skipped, 2,937 copied, 2.61GiB (36.6MiB/s),
40s

7,898 scanned, 0 errors, 0 skipped, 2,969 copied, 3.09GiB (100.0MiB/s),
45s

7,898 scanned, 0 errors, 0 skipped, 3,001 copied, 3.58GiB (100.0MiB/s),
50s

7,898 scanned, 0 errors, 0 skipped, 3,298 copied, 4.01GiB (88.0MiB/s),
55s

7,898 scanned, 0 errors, 0 skipped, 5,614 copied, 4.01GiB (679KiB/s),
ImOs

7,898 scanned, 0 errors, 0 skipped, 7,879 copied, 4.02GiB (445KiB/s),
Im5s

7,898 scanned, 0 errors, 0 skipped, 7,897 copied, 4.02GiB (63.2MiB/s),
ImSs

errors,

() wReEsEEs, WEREMHNIE— KBRS aggr create B9,

3. R RA B AR LRSI

64

C:\xcp>xcp sync -acl -fallback-user "DOMAIN\gabi" -fallback-group
"DOMAIN\Group" \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dirs

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

10,796 scanned, 4,002 compared, 0 errors, 0 skipped, 0 copied, O
removed, b5s

15,796 scanned, 8,038 compared, 0 errors, 0 skipped, 0 copied, O
removed, 10s

15,796 scanned, 8,505 compared, 0 errors, 0 skipped, 0 copied, O



removed, 15s

15,796 scanned, 8,707 compared, 0 errors, 0 skipped, 0 copied,
removed, 20s

15,796 scanned, 8,730 compared, 0 errors, 0 skipped, 0 copied,
removed, 25s

15,796 scanned, 8,749 compared, 0 errors, 0 skipped, 0 copied,
removed, 30s

15,796 scanned, 8,765 compared, 0 errors, 0 skipped, 0 copied,
removed, 35s

15,796 scanned, 8,786 compared, 0 errors, 0 skipped, 0 copied,
removed, 40s

15,796 scanned, 8,956 compared, 0 errors, 0 skipped, 0 copied,
removed, 45s

8 XCP v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
Step Description

15,796 scanned, 9,320 compared, 0 errors, 0 skipped, 0 copied,
removed, 50s

15,796 scanned, 9,339 compared, 0 errors, 0 skipped, 0 copied,
removed, 55s

15,796 scanned, 9,363 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mOs

15,796 scanned, 10,019 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mbs

15,796 scanned, 10,042 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mlO0s

15,796 scanned, 10,059 compared, 0 errors, 0 skipped, 0 copied,
removed, 1ml5s

15,796 scanned, 10,075 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m20s

15,796 scanned, 10,091 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m25s

15,796 scanned, 10,108 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m30s

15,796 scanned, 10,929 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m35s

15,796 scanned, 12,443 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m40s

15,796 scanned, 13,963 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mé45s

15,796 scanned, 15,488 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m50s

15,796 scanned, 15,796 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m5ls

4. XA R BREHES.



C:\xcp> xcp verify \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dir

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

8 compared, 8 same, 0 different, 0 missing, 5s

24 compared, 24 same, 0 different, 0 missing, 10s

41 compared, 41 same, 0 different, 0 missing, 15s

63 compared, 63 same, 0 different, 0 missing, 20s

86 compared, 86 same, 0 different, 0 missing, 25s

423 compared, 423 same, 0 different, 0 missing, 30s

691 compared, 691 same, 0 different, 0 missing, 35s

1,226 compared, 1,226 same, 0 different, 0 missing, 40s

1,524 compared, 1,524 same, 0 different, 0 missing, 45s
1,547 compared, 1,547 same, 0 different, 0 missing, 50s
1,564 compared, 1,564 same, 0 different, 0 missing, 55s
2,026 compared, 2,026 same, 0 different, 0 missing, 1mOs
2,045 compared, 2,045 same, 0 different, 0 missing, 1mbs
2,001 compared, 2,061 same, 0 different, 0 missing, 1mlO0s
2,081 compared, 2,081 same, 0 different, 0 missing, 1mlb5s
2,098 compared, 2,098 same, 0 different, 0 missing, 1m20s
2,116 compared, 2,116 same, 0 different, 0 missing, 1m25s
3,232 compared, 3,232 same, 0 different, 0 missing, 1m30s
4,817 compared, 4,817 same, 0 different, 0 missing, 1m35s
6,267 compared, 6,267 same, 0 different, 0 missing, 1m40s
7,844 compared, 7,844 same, 0 different, 0 missing, 1m45s
7,898 compared, 7,898 same, 0 different, 0 missing, 1m45s,cifs

fEFE ACL 3% CIFS #UEMIEFEFETI2ZIONTAP
EHNEBRBHFELE2EEM CIFS BUEMNERATZEIBIRONTAPRAN 2 F 1L,

1. BIFEfRONTAPRAZRBIE R,
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Cl sti96-vsim-ucs540m cluster::> cluster show

Node Health Eligibility
sti96-vsim-ucs540m true true
sti96-vsim-ucs540n true true

2 entries were displayed.
Cl sti%6-vsim-ucs540m cluster::> node show
Node Health Eligibility Uptime Model Owner Location

sti96-vsim-ucs540m

true true 15 days 21:17 SIMBOX ahammed sti
sti96-vsim-ucs540n
true true 15 days 21:17 SIMBOX ahammed sti

2 entries were displayed.
cluster::> storage failover show

Takeover
Node Partner Possible State Description
sti96-vsim-ucs540m
sti96-vsim- true Connected to sti96-vsim-ucs540n
ucs540n
sti96-vsim-ucs540n
sti96-vsim- true Connected to sti96-vsim-ucs540m

ucs540m
2 entries were displayed.
Cl sti%6-vsim-ucs540m cluster::>

2. WIFERAK LRSEFEELD—IMFRRES, BBIER,



cluster::*> storage aggregate show

Aggregate
Status

Size Available Used%

State

#Vols

Nodes RAID

aggr0 sti9%6 vsim ucs5400
7.58GB 373.3MB

raid dp,

normal

aggr0 sti96 vsim ucs540p

7.58GB 373.3MB
raid dp,
normal
aggr 001 103.7GB 93.63GB
raid dp,
normal

sti9%6 vsim ucs5400 aggrl
23.93GB 23.83GB
raid dp,

normal

sti%6 vsim ucs540p aggrl
23.93GB 23.93GB

raid dp,

normal
5 entries were displayed.

®

3. EERERASL LEIE SVM,
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10%

(@]
o\

(@)
o\°

online

online

online

online

online

MREEHIRREG, 1BFER storage aggr create’ an <,

sti96-vsim-

ucs540o0

sti96-vsim-

ucs540p

sti96-vsim-

ucs540p

sti96-vsim-

ucs540o0

sti96-vsim-

ucs540p



cluster::*> vserver create -vserver vsl -rootvolume root vsl -aggregate

sti%6 vsim ucs5400 aggrl -rootvolume-security-style mixed

Verify that the SVM was successfully created.

C2 sti9%6-vsim-ucs5400 cluster::*>
Vserver:
Vserver Type:
Vserver Subtype:
Vserver UUID:
005056a7e57e
Root Volume:
Aggregate:
NIS Domain:
Root Volume Security Style:
LDAP Client:
Default Volume Language Code:
Snapshot Policy:
Data Services:

Comment:

Quota Policy:

List of Aggregates Assigned:

Limit on Maximum Number of Volumes allowed:

Vserver Admin State:

Vserver Operational State:

Vserver Operational State Stopped Reason:

Allowed Protocols:

Disallowed Protocols:

Is Vserver with Infinite Volume:

QoS Policy Group:

Caching Policy Name:

Config Lock:

Volume Delete Retention Period:

IPspace Name:

Foreground Process:

Is Msid Preserved for DR:

Force start required to start Destination in
false

Logical Space Reporting:

Logical Space Enforcement:

vserver show -vserver vsl

vsl

data

default
f8bc54be-d9%1b-11e9-b99c-

root vsl

sti96 vsim ucs540o0 aggrl
NSQA-RTP-NIS1

mixed
esisconfig
C.UTF-8
default
data-nfs, data-cifs,
data-flexcache, data-iscsi
vsl

default

unlimited

running

running

nfs, cifs, fcp, iscsi, ndmp

false

false

0

Default

false

muliple IDP fan-out case:

false
false

4. 72817 SVM LRIEFIEEHIES. BWitZ2RH. B RENSEERELT SRS,
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CLUSTER CLUSTER::> vol create -vserver vsl -volume dest vol -aggregate
aggr 001 -size 150g type RW -state online -security-style ntfs

S. BIEEFIE LIF RHE SMB B imiEK,

6.

7.

70

CLUSTER: :> network interface create -vserver vsl -1if sti96-vsim-
ucs540o datal -address 10.237.165.87 -netmask 255.255.240.0 -role data
-data-protocol nfs,cifs -home-node sti96-vsim-ucs540o0 -home-port e0d

I LIF 2R BERIIEIE,

cluster::*> network interface show -vserver vsl

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsl
sti96-vsim-ucs5400 datal
up/up 10.237.165.87/20 sti96-vsim-ucs5400
eld
true

NRFE, £ SYM CIZFHTEBE.

Network route create -vserver dest -destination 0.0.0.0/0 -gateway
10.237.160.1

MR B T B IIEIE,

cluster::*> network route show -vserver vsl

Vserver Destination Gateway Metric
vsl
0.0.0.0/0 10.237.160.1 20
33/0 £fd20:8ble:b255:9155::1
20

2 entries were displayed.

£ SVM sn & =B PR B IR EHUIES.



CLUSTER: :> volume mount -vserver vsl -volume dest vol -junction-path

/dest _vol -active true

WIFEREEMINR .

cluster::*> volume show -vserver vsl -fields junction-path

vserver volume junction-path

vsl dest vol /dest vol

vsl root vsl /

2 entries were displayed.

Note: You can also specify the volume mount options (junction path) with

the volume create command.

8. #8145 SVM LB CIF RS,

cluster::*> vserver cifs start -vserver vsl
Warning: The admin status of the CIFS server for Vserver "vsl" is

already "up"

WIEARSS BB ERH ERIET.

cluster::*>
Verify the service is started and running
C2 sti%6-vsim-ucs540c cluster::*> cifs show

Server Status Domain/Workgroup Authentication
Vserver Name Admin Name Style
vsl D60AB15C2AFC4D6 up CTL domain

9. WIFIASH R ESENAFBF SVM.

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default

NRFE, NEF SVM eI B EX T HER,

71



CLUSTER: :> vserver export-policy create -vserver vsl -policyname
Xcpexport

10. {EEL S ERBEFRN LA SR 1FiA15) CIFs % F o

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy -clientmatch 0.0.0.0/0 -rorule any -rwrule

any -anon 0

FIERBEHINZ S B2
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cluster::*> export-policy rule show —-instance
Vserver:
Policy Name:
Rule Index:
Access Protocol:
List of Client Match Hostnames, IP Addresses,

0.0.0.0/0

RO Access Rule:

RW Access Rule:

User ID To Which Anonymous Users Are Mapped:
Superuser Security Types:

Honor SetUID Bits in SETATTR:

Allow Creation of Devices:

NTFS Unix Security Options:

Vserver NTFS Unix Security Options:

Change Ownership Mode:

Vserver Change Ownership Mode:

Policy ID:

Vserver:

Policy Name:

Rule Index:

Access Protocol:

List of Client Match Hostnames, IP Addresses,

0:0:0:0:0:0:0:0/0

RO Access Rule:

RW Access Rule:

User ID To Which Anonymous Users Are Mapped:
Superuser Security Types:

Honor SetUID Bits in SETATTR:

Allow Creation of Devices:

NTFS Unix Security Options:

Vserver NTFS Unix Security Options:
Change Ownership Mode:

Vserver Change Ownership Mode:
Policy ID:

2 entries were displayed.

. WIiEEFIHE B EAIFIAIIZE.

vsl
default
1

any

Netgroups, or Domains:

any
any

65534

any

true

true

fail

use export policy
restricted

use export policy
12884901889

vsl

default

2

any

Netgroups, or Domains:

any
any

65534

none

true

true

fail

use export policy
restricted

use export policy
12884901889
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cluster::*> export-policy check-access -vserver vsl -volume dest vol

-client-ip 10.234.17.81 -authentication-method none -protocol cifs

-access-type read-write

Policy
Path Policy Owner
Access
/ default root vsl
read
/dest vol default dest _vol

read-write

2 entries were displayed.

12. EHEFRET XCP B9 Windows ZFIRASE, FEE XCP RERKEZ,
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C:\WRSHDNT>dir c:\netapp\xcp
dir c:\netapp\xcp

Volume in drive C has no label.

Volume Serial Number is 5C04-COC7

Directory of c:\netapp\xcp

09/18/2019 09:30 AM <DIR>

09/18/2019 09:30 AM <DIR> ..
06/25/2019 06:27 AM 304 license

09/18/2019 09:30 AM <DIR> Logs
09/29/2019 08:45 PM 12,143,105 xcp.exe
2 File(s) 12,143,409 bytes

3 Dir(s) 29,219,549,184 bytes free

Policy Rule
Owner Type Index

volume 1

volume 1

WETUTEHRSEIRT S SMB i "xcp show' XCP Windows B F TN RS LGS,



C:\WRSHDNT>c:\netapp\xcp\xcp show \\10.237.165.71

c:\netapp\xcp\xcp show \\10.237.165.71

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

Shares Errors Server
0 0 10.237.165.71
== SMB Shares ==
Space Space Current
Free Used Connections Share Path Folder Path
9.50GiB 4.57MiB 1 \\10.237.165.71\source_share C:\source vol
94.3MiB 716KiB 0 \\10.237.165.71\ROOTSHARE C:\
0 0 N/A \\10.237.165.71\1ipc$ N/A
94.3MiB 716KiB 0 \\10.237.165.71\c$ C:\
== Attributes of SMB Shares ==
Share Types
Remark
source_ share DISKTREE
test share DISKTREE
test sh DISKTREE
ROOTSHARE DISKTREE \"Share mapped
to top of Vserver global namespace, created bydeux init \"
ipc$s PRINTQ, SPECIAL, IPC, DEVICE
c$ SPECIAL
== Permissions of SMB Shares ==
Share Entity
Type
source share Everyone
Allow/Full Control
ROOTSHARE Everyone
Allow/Full Control
ipcs Everyone
Allow/Full Control
S Administrators

Allow/Full Control/

14. 1517 “help Eflan <,



C:\WRSHDNT>c:\netapp\xcp\xcp help copy

c:\netapp\xcp\xcp help copy

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-acl] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-root]

source target

positional arguments:

source

target
optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the

filter (see "xcp help -match’ for details)
-preserve-atime restore last accessed date on source
-acl copy security information

-fallback-user FALLBACK USER
the name of the user on the target machine to
receive
the permissions of local (non-domain) source
machine
users (eg. domain\administrator)
-fallback-group FALLBACK GROUP
the name of the group on the target machine to

receive
the permissions of local (non-domain) source
machine
groups (eg. domain\administrators)
-root copy acl for root directorytxt

15. ZB1RONTAPRZ £, FKEVEEEN “fallback-user 1 “fallback-group’ 2 &=,
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cluster::*> local-user show

(vserver cifs users-and-groups local-user show)

Vserver User Name Full Name
Description
vsl D60AB15C2AFC4D6\Administrator
Built-in

administrator account
C2 sti9%6-vsim-ucs5400 cluster::*> local-group show

(vserver cifs users-and-groups local-group show)
Vserver Group Name Description
vsl BUILTIN\Administrators Built-in Administrators
group
vsl BUILTIN\Backup Operators Backup Operators group
vsl BUILTIN\Guests Built-in Guests Group
vsl BUILTIN\Power Users Restricted
administrative privileges
vsl BUILTIN\Users All users

5 entries were displayed
16. E¥H4E ACL B9 CIF BUEMIEE 2 EIB R, 1BIE1T xcp copy an¥ "-acl'#l "—fallback-user/group” %1,

3T “fallback-user/group 3%EI, 5% A]LATE Active Directory i<ttt A /4B BIME R P AR BT R

9o
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user D60AB15C2AFC4D6\Administrator
-fallback-group BUILTIN\Users \\10.237.165.79\source_share
\\10.237.165.89\dest share

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 8s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 13s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 18s

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 23s

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60AB15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 28s

753 scanned, 0 errors, 0 skipped, 249 copied, 24.0KiB (4.82KiB/s), 33s
753 scanned, 0 errors, 0 skipped, 744 copied, 54.4KiB (6.07KiB/s), 38s
753 scanned, 0 errors, 0 skipped, 746 copied, 54.5KiB (20/s), 43s

753 scanned, 0 errors, 0 skipped, 752 copied, 54.7KiB (1.23KiB/s), 44s

C:\WRSHDNT>

17. N8R xcp copy FHIEIRHE "ERROR failed to obtain fallback security principal, E
hosts X4FHRIMBEHRE(C: \Windows\System32\drivers\etc\hosts) o
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XtNetAppfFfiE BATES B EA L THER.

<data vserver data interface ip> 1 or more white spaces <cifs server

name>

cluster::*> cifs show

Server Status Domain/Workgroup Authentication
Vserver Name Admin Name Style
vsl D60AB15C2AFC4D6 up CTL domain
C2 sti96-vsim-ucsb540c cluster::*> network interface show
Logical Status Network Current
Current Is
Cluster
sti96-vsim-ucs540p clusl
up/up 192.168.148.136/24 sti96-vsim-ucs540p
ela
true
sti96-vsim-ucs540p clus2
up/up 192.168.148.137/24 sti96-vsim-ucs540p
e0b
true
vsl
sti%96-vsim-ucs5400 datal
up/up 10.237.165.87/20 sti96-vsim-ucs5400
e0d
true
sti96-vsim-ucs5400 datal ineté6
up/up £fd20:8ble:b255:9155::583/64
sti96-vsim-ucs5400
eld
true
sti96-vsim-ucs5400 dataz
up/up 10.237.165.88/20 sti96-vsim-ucs5400
ele
true
10.237.165.87 D60AB15C2AFC4D6 -> destination box entry to be added in
hosts file.

18. FNRIFHFAUREIFEIZE 2 "ERROR failed to obtain fallback security principal 7£ hosts 4RI BATHES:

BiE, BIRRFRAREFEZAF /A,
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\unknown user -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user D60AB15C2AFC4D6\unknown user
-fallback-group BUILTIN\Users \\10.237.165.79\source_share
\\10.237.165.89\dest share

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 5s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 10s
753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 15s
753 scanned, 0 errors, 0 skipped, 284 copied, 27.6KiB (5.54KiB/s), 20s
753 scanned, 0 errors, 0 skipped, 752 copied, 54.7KiB (2.44KiB/s), 22s

C: \WRSHDNT>

19. fEF "xcp copy fF ACL &#% CIF #iE (FeAHEIRXM4E) .
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share

XCP
Mon
753
753
753
753
753

SMB 1.6; (c) 2020 NetApp,

Dec 31 00:00:00 2029

scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0

C: \WRSHDNT>

ERRMER, BT Te<:

skipped,
skipped,
skipped,
skipped,
skipped,

Inc.

; Licensed to XXX

0 copied, 0

0 copied, O

0 copied, 0

210
752

copied,
copied,

C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -root
D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
-fallback-user

c:\netapp\xcp\xcp copy -acl -root

(O/S)I SIS
(0/s), 10s
(0/s), 15s

[NetApp Inc] un

20.4KiB (4.08KiB/s),
54.7KiB (2.38KiB/s),

-fallback-user

D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
237.165.89\dest_share

\\10.237.165.79\source _share \\10.
SMB 1.6; (c) 2020 NetApp,

XCP
Mon
753
753
753
753
753
753
753
753
753
753
753
753
753
753

Dec 31 00:00:00 2029

scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, O
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, O
scanned, 0 errors, 0
scanned, 0 errors, 0
scanned, 0 errors, 0

C: \WRSHDNT>

skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,

Inc.

; Licensed to XXX

0 copied, 0

0 copied, O

0 copied, 0

243
752
752
752
752
752
752
752
752
752
752

copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,

[NetApp Inc] un
(0/s), 5s
(0/s), 10s
(0/s), 15s
23.6KiB (4.73KiB/s),
54.7KiB (6.21KiB/s),
54.7KiB (0/s), 30s
54.7KiB (0/s), 35s
54.7KiB (0/s), 40s
54.7KiB (0/s), 45s
54.7KiB (0/s), 50s
54.7KiB (0/s), 55s
54.7KiB (0/s), 1mOs
54.7KiB (0/s), 1lmbs
54.7KiB (817/s), 1m8s

til

20s
228

til

20s
25s
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AR B RAMEIN

* FERZIFIMTE XCP B IRIZIER S IMTZIFNE P IREINetAppilil.
* ELinuxiR(ER LA Llroot AP S13IE1TXCP#1TER, AJLAUsudoAR B35 Txcpin, {EXCPARZHF,

* SN EFPIRMNEIT—1 XCP %£fle MERARLWH, ERILUMARERNUEER—&ENLEITE 1 XCP L1,
BXAERXFFIME. FELE, iﬁ_ﬁifF%EE@JTE‘E%%”&QEJ”&o

* XCP NFS eSS MSREHRERE TS, FHEXFIECE, NN KRITREIESEHIT XCP SMB %, HA
AR TR M.

fiﬁdbimfj KIBERTLIR—TBEBERERIRBIIRR, UEAEREREN AT B RiRIERR 2 5]

BIE S TR,
* MREEEHITETREBITE, REHEZRHEETREBIIZEETI,

* WIRERMABT 1000 51X, HEBEHIEZHIED 50%, NREMERERALREMNERERTHNR
RENESHZOENE SR,

PR HEER
AR AEANetAPp XCP #HTHIBES HFEHIES

iR 1: XCP k¥, nfs3 512 70: xcp.log FHIFEIAX M AREEIR
[REMES,

HEHIFR A RATIEZXHRZEFT. IREFFENECHMER, EIFURE] stale filehandle $#1x, TEXTH
BT, EelLIBERIZEEIR,

'%_:éiace’ 2. NetApp NFS Bir&EHETIE], 1B XCP [ nfs3 51z 28 MEN: &EFLEERK
= 8]
[FEMIES
1. BT T <10E NFS BIrENTIE df s L0 EF1iE,
root@workr-140: USER3# df -h /xcpdest

Filesystem Size Used Avail Use% Mounted on
10.63.150.127:/xcpsrc_vol 4.3T 1.7T 2.6T 40% /xcpsrc vol

2. EFEEHIZR PR inode.

A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
vserver volume files files-used

A800-Nodel vsl xcpdest 21251126 21251126
A800-Nodel-2::>
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3. WNRFEAT inode, HEITUATEIENM inode FIERE:

A800-Nodel-2::> volume modify -volume xcpdest -vserver A800-Nodel vsl
-files 40000000

Volume modify successful on volume xcpdest of Vserver A800-Nodel vsl.
A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used

vserver volume files files-used

A800-Nodel vsl xcpdest 39999990 21251126
A800-Nodel-2::>

EMEATLUIHEIEZER
BT RERASHETHRNEBNESEE, ESEN T SALR/RmE:

* "NetApp XCP f#Z&"
* "NetApp XCP 314"
¢ "KREUEDEIBEIA LS 8E"


https://blog.netapp.com/tag/netapp-xcp/
https://blog.netapp.com/tag/netapp-xcp/
https://blog.netapp.com/tag/netapp-xcp/
https://blog.netapp.com/tag/netapp-xcp/
https://blog.netapp.com/tag/netapp-xcp/
https://docs.netapp.com/us-en/xcp/
https://docs.netapp.com/us-en/xcp/
https://docs.netapp.com/us-en/xcp/
https://docs.netapp.com/us-en/xcp/
https://docs.netapp.com/us-en/xcp/
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