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Backup Catalag File-based backup: EXlEREEN!

[ Show Log Backups [_]Show Delta Backups

Stat.. Started = Duration Size Backup Ty.. Destinati.. ("‘270 M B/S th roughput)

[ Jan 11, 2022 10:26:59 AM 00h 01m 17s 45178 Data Back.. Snapshot

e Jan 11,2022 8:40.02 AM ___00h 27m 11s 4.51 T8 Data Back.. Snapshot

B Jan 11,2022 1:0058 AM |__04h 05m 395 3.82 18 Data Back.. File |

B Jan9, 2022 4:40:03 PM 00h 01m 235 451TB Data Back.. Snapshot 04h 05m 39s 3.82 TB Data Back.. File

=] Jan 9, 2022 8:00:02 AM 02h 39m 04s 382 TB DataBack. File

2] Jan 9. 2022 12:40:03 AM____00h 01m 18 451 T8 _Data Back.. Snaoshot

=] Jan 8, 2022 4:40:03 PM 00h 01m 18s 45178 Data Back.. Snapshot

=] Jan 8, 2022 8:40:03 AM 00h 01m 225 45178 Data Back.. Snapshot

Jan 8,2022 12:40.03 AM  00h 01m 19s 45178 Data Back.. Snapshot . e P e

L] Jan 7, 2022 4:40:03 PM 00h 01m 195 45178 Data Back.. Snapshot S napShOt baCkU p . 1 ‘mln 2;0 sec

a8 Jan 7, 2022 8:40:02 AM 00h 01m 195 451TB DataBack.. Snapshot

B8 Jan 7,2022 12:40:02AM  00h 01m 20s 451TB DataBack.. Snapshot

e Jan 6, 2022 4:40:02 PM 00h 01m 18s 451TB Data Back.. Snapshot 00h 01Tm 18s 451 TB Data Back... Snapshot
Jan 6, 2022 8:40:03 AM 00h 01m 17s 45178 Data Back.. Snapshot

©®  Jan6,20221240:03AM  00hOIm19s 45178 Data Back.. Snapshot 00h 01m 22s 451 TB Data Back.. Snapshot
B Jan 5, 2022 4:40:03 PM 00h 01m 19s 45178 Data Back.. Snapshot

00h 0Tm 19s 451 TB Data Back.. Snapshot
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Restore and Recovery of a 4TB HANA Database (8TB RAM)

9.00

100%
8.00
Runtime reduction Further reduction through higher backup frequency and less logs to be

700 through fast restore applied during forward recovery
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0.00
1 xfile-based per day 1 x Snapshot per day 2 x Snapshots per day 4 x Snapshots per day 6 x Snapshots per day 12 x Snapshots per day 24 x Snapshots per day
B Startup runtime Recovery runtime B Restore runtime
* Log backups: 50% of db size per day
» Database size: 4TB on file system * Read troughput during db start: 1000MB/s
« Restore throughput: 250MB/s « Throughput during recovery: 250MB/s
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Use Cases for Backup and Recovery
Operations

Testing if required S

|

» Accelerate HANA system upgrade operations

|

» Fast on-demand backup before HANA system upgrade - festng E Planned downtime reduced by
« Fast restore operation in case of an upgrade failure ] 8 hours
* Reduction of planned downtime —E - >
Reset system Reset system
» Acclerate test cycles g | E? | | g | -
« Fast creation of savepoints after a successful step Golden Birich s
Template Savepoint 1 Savepoint 2 9

« Fast reset of system to any savepoint
* Repeat step until successful

Create Snapshot Create Snapshot Create Snapshot
copy copy copy
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Use Cases for Cloning Operations

* SAP System Refresh

« Fast creation of a new volume based on a production
Snapshot backup
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« Attach volume to the test system and recover HANA

database with SID change Il-

. : : : PRD PRD'
Repaw_System creation to address logical = =i
corruption ETHANA ETHANA
« Fast creation of a new volume based on a production -

Snapshot backup "
= Attach volume to the repair system and recover HANA Datall.] -
database w/o SID change
. . PRD
« Disaster Recovery testing _

« Combined with SnapMirror Replication F ANA

« Attach storage clone from a replicated production Snapshot

backup to a DR test system %
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Yo systems X BB -mEBES § B 1§ erxerrx {2} Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 §§ systempB@PFX (b SYSTEMDB@PFX - SNAPCENTER X m]
> [EigPrx@PRX (SYSTEM) HANA20 SPs5 SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5  hana-1 00 Bu | © |
v [EB SYSTEMDB@PFX (SYSTEM) HANAZ 0 5PS5

& Backup i User 'SNAPCENTER' created §

> [ catalog

> [ Provisioning User | User Parameters

v (& security
T security
bd ‘[} 1 Users
{ SAPDBCTRL
i snAPCENTER Authentication

sYs
i Password [OsamL [JSAP Logon Ticket

@ sysTem password: 8 | confirex | ]

‘I} XSSQLCC_AUTO_USER _3094F258A8978F7A7558E080C

{ SNAPCENTER

[ Disable ODBC/JDBC access

{} XSSQLCC_AUTO_USER_5E2492DBCDEDAEBBF85A0EA; Force password change on next logon: ()Yes (¢/No
{} XSSQLCC_AUTO_USER DSD3BOC4FO6A79377BEOD41S Clkerberos : CIxs09 [I5AP Assertion Ticket
{ _svs.ADVISOR bernall
i _sys.AfL
# _SYS_DATA_ANONYMIZATION Valid From: Feb 21,2022, 3:08:28 PM GMT (3| Valid Until: ]
{i svs_epm
SYs. . 8
{i _svs_PLAN_STABILITY SessloniClient: [ ]
{i _sys.repo
{f _svs_saL_ANALYZER Granted Roles | System Privileges | Object Privileges Analytic Privileges ~Application Privileges Privileges on Users
{ _svs_stamisTics 5
 _ss. %+ X 2 - petails for 'BACKUP ADMIN'
{f _SYs_TABLE REPLICAS - e
§ sk ystem Pivege rantor
{ _SYS_WORKLOAD_REPLAY S PACKUEEDMIN SYSTEM [JGrantable to other users and roles
Froes - @ CATALOG READ SYSTEM
&= DATABASE BACKUP ADMIN SYSTEM
&= DATABASE RECOVERY OPERATOR SYSTEM
v
=< . § =
=] properties X @ Error Log Al Y 8 m]
Property Value
< >

SYSTEMDB@PFX hana-1 00 (SYSTEM):SYSTEM

TS BFER <sid>adm’ userfI P 1Z(EEC S

hdbuserstore set <key> <host>:<port> <database user> <password>

SnapCenter £ * <sid>adm™ FF 5 HANA 3BE#1TIBE. FELt. S MEEIEEFEN LER sid>adm’
FREBERFFEZH, 85, SAP HANAhdbsql EF A5 HIEERS SSTE—REE, TN, Bk
ZZ#Ehdbclient,

11



£SAP HANA MDCIgE& . i%[ 3<instanceNo>13 AT iEiI SQLIA R RS EIEERIT AR . #A0
7Ehdbuserstorefit & F1E Ao

3FF SAP HANA ZEHIRE, EBHNFRE EHEERFZEZH. SnapCenter 21 EFERRENENEH
EEDEGEE. R LURIT FIiESAP HANARRS HPE B EI M ENIETT. EHRINTWLRERES. HIIAR
FZPFXHIFF pfxadm B E T AP 25358, PFXE— N EG 2 MEFRENHANA MDCE S,

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore set PFXKEY hana-1:30013
SNAPCENTER <password>
Operation succeed.

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore list

DATA FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.DAT
KEY FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS HDB.KEY
ACTIVE RECORDS : 7

DELETED RECORDS : 0
KEY PFXKEY
ENV : hana-1:30013
USER: SNAPCENTER
KEY PEFXSAPDBCTRL
ENV : hana-1:30013
USER: SAPDBCTRL
Operation succeed.

& LAGER hdbsql 8n L1 E X E A E AR HANAR S IR ZERTIH R R,

pfxadm@hana-1:/usr/sap/PFX/home> hdbsgl -U PFXKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit
hdbsgl SYSTEMDB=>

[y A
B LT B 1ESnapCenter FECE 17&,

1. £SnapCenter Ul EREFER S

12



~  Lscadmin  SnapCenterAdmin  #Sign Out

M NetApp SnapCenter®

Status  GetStarted
< ——
Last refreshed: 02/21/2022 03:15 PM

255 Dashboard
& Resources
RECENT JOB ACTVITIES @ ALERTS @ LATEST PROTECTION SUMMARY €
2 Monitor © 0 critical 0 Warning Secondary
Primary
@ Reports
& Hosts
i No data availabl NEusa saE No Plugiins, No Plugeins
i Storage Systems
= settings
A Aers o urect0 o 13 500 gured: 0 o
Jo85 @ Last 7 days ~ sTorace @
B 0 0 [ 0x
0Snapshots 0SnapMirrors 0Snapvauls Storage Savings
No data availeble No data availeble No data avallable
Falld: 0 « Warning:0 » Complet o PrimarySnapshots  Secondary Snapshts Primary Storage

CONFIGURATION @

B 0 hosts ®o € 0w

@
o
[ ]
=)

TR LURRFRERSRE, BILLIZONTAP SVMELONTAP &2f, EU TR, @&FETSVMEE,

ANy

scadmin  SnapCenterAdmin [ Sign Out

M NetApp SnapCenter®

ONTAP Storage

< [T——=
EEE Dashboard LT | ONTAP SVMs. - S h LE
O resources ONTAP Storage Connections
L Monitor Name JE Cluster Name User Name Platform Controller License
There Is no match for your search or data is not available.
@ Reports
Hosts
.
8 Storage System
= Settings

- BAINEFEASHREHFAFBNENRNEE. BREHE,

SVMAFRAEZERvsadminfF. QD'FIF)?/TO BH, £ SVM J:EE%H%F‘#ﬁﬁﬁﬁﬂm’_%ﬁﬂi_ﬁﬂifﬁ
FRERAINIR. BXFIENIRAER. 185N " ( SnapCenter Z3i5F) " TEAREA " FRERAYER/N ONTAP X

E "—T I:Flo

M NetApp SnapCenter®
ONTAP Storage

Add Storage System

Add Storage System @

Ste Syste he
ONTAP Storage Connections ESESSIEE], e E

b L Username vsadmin
There is no match for your search or data Password
is not available.
a Send AutoSupport notification to storage system

Log snapce
£ More Option:

3. BEIEEFMEFR. BREEZIET,
EFRENIFEFAS fERTEER S, LUIFAfRSnapCenter B] LUERBEER FTONTAP BIFSX—EF 93 BI1F ATk,
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More Options

Platform | All Flash FAS -

Protocol | HTTPS -
Port 443

Timeout &0 secands

J Preferred IP

cave Cancel

SVM “sAPCP-HANA—SVM Il 7E EESnapCenter FECE,

I NetApp SnapCenter®
ONTAP Storage

35 Dashboard e N
ions

O resources ONTAP Storage Cor
o

£ Wonitor [ Name
A7

NiEHEEIRERE

E{FESnapCenter BEISTEHANAE A EZPEFAEIGMH

Eow

198.19.255.9

Cluster Name

L) secondary @

i

< B R E R R,

1. 8®%2"gE", ®WE"FE", ARBRE"HE"S

M NetApp SnapCenter®

Global Settings.

2. EERHEFREP. HMERAFIEHIHBENHANAEN LEEE T — AP SnapCenter’s

prvileges. 0 TEFTT.

14

Authentication Mode

. @~  Lscadmin  SnapCenterAdmin  ®Sign Out

7= FAsudo



Credential

Credential Name
Authentication Mode

Username

PluginOnLinux
Linux

snapcenter

Password

Use sudo privileges

i)

hana-1:/etc/sudoers.d # cat /etc/sudoers.d/90-cloud-init-users
# Created by cloud-init v. 20.2-8.48.1 on Mon,
# User rules for ec2-user

ec2-user ALL=(ALL) NOPASSWD:ALL

# User rules for snapcenter user

snapcenter ALL=(ALL)

NOPASSWD:ALL

hana-1:/etc/sudoers.d #

FRINSAP HANA XA

14 Feb 2022 10:36:40 +0000

AINSAP HANAZEABS. SnapCenter RTEEIEZE TN LEBBFAREVEFHIITE A IR,

SAP HANA {4 EE Java 64 iR 1.8 o TERFENARMEISnapCenter ZFHi. HAFEFEMN T Java,

hana-1:/etc/ssh # java -version

openjdk version "1.8.0 312"
OpenJDK Runtime Environment (IcedTea 3.21.0) (build 1.8.0 312-b07 suse-

3.61.3-x86_64)

OpenJDK 64-Bit Server VM (build 25.312-b07, mixed mode)

hana-1:/etc/ssh #

SnapCenter 2#50penJDKa{Oracle Java,

15



BRINSAP HANAEA. IBHITU TSR
- EEVUETRS, SBEHERM.

cadmin  SnapCenterAdmin  #Sign Out

I NetApp SnapCenter®

Managed Hosts  Disks  Shares

System Plugin Version Overall Status

@ Resources Name £ Type
There is no match for your search or data i not avalable.

2 Monitor

Storage Systems
Settings

A Aers

2. IRHENEBHERERER SAP HANA fiifF, BERR

scadmin  SnapCenterAdmin [ Sign Out

M NetApp SnapCenter®
X

Managed Hosts

Add Host

HostType | Linux

Name &

There is no match for your search or data s HostName | hana-1
not available.

Credentals | PluginOntinux - +0

& Select Plugeins to Install SnapCenter Plug-ins Package 4.6 for Linux

Oracle Database
SAP HANA
% More Options :Port, Instal Path, Custom Plug-ns..

3. HIAFESL

Confirm Fingerprint

Authenticity of the host cannot be determined @

Host name i Fingerprint Valid

hana-1 ssh-rsa 3072 2A:98:DB:7E:58.A3:7E:51:06:79:83;:C6:9D:BABEB9

Confirm and Submit

HANA*HLlnuxiﬁﬁ:E’J ExEohEl. BETMRE IME’J’U(U§'JJ%EH_TEEEVMware$ﬁ{¢o SnapCenter

216 SAP HANA 1&EH2 *“TJﬁiuﬂc%iﬂﬂho AIREEVMwarelIf iR, WAJRER B =ivHEmIf
1B, EXMIERT. SnapCenter Emm—%%%ﬂaﬁﬁwmﬁﬂﬁr%o

IlI_JRj- Llﬁﬁﬁ LX—Fiq;Rﬂﬂu B?Jtt%tl:lt;\ Ilu\o

cadmin  SnapCenterAdmin 1 Sign Out

I NetApp SnapCenter®

ManagedHosts  Disks  Shares  Initiator Groups  ISCSI Session
< —
i oa
@  Resources Name & Type System Plug-in Version Overall Status
rana. . Configure VMware plug-in
D Monior han, Linux stand-alone UNIX, SAP HANA 46 ‘8! plugin @
@ Reports

16



a. MIKEERIFH, EFE2/HRE.
b. X FEMNEERIZFIRE, BNAEENEREMIES iISCSI EEMET NFS HEHIR

M NetApp SnapCenter® . ©-  2sadmin  SnapCenterAdmin B Sign Out

Global Settings

Global Settings

2 Monit
@ Reports Hypervisor Settings @ A
& Hoss VM have ISCS1 direct attached disks or NFS for all the hosts:
i1 Storage systams Notification Server Settings @ <
= Configuration settigs @ o
A Ners
Purge obs Settings @ <
Domaln Settings @ v
CA Certficate Settings @ o
Disaster Recovery @ S

M NetApp SnapCenter®

Managed Hosts  Disks  Shares

9
1 u
e

s Name L Type System Plugin Version Overal Status

Stand-alone UNIX, SAP HANA a6 @ Running

R
3
3
@

Storage Systems

Settings

B i

Alerts

Ao & SRBE
REE R FRRHTERE. AHZSAP HANASIREREA,

HANRRECE B S LT RS

* TEHINE/NBIEDEREE: LocalSnaps
* FRETXHNEMITERARTEMIOENNREE . BlockIntegrityChecko

UTFETRNTAXLERENECE,

Snapshot#& {7 HRE&

BIRIBLLT S BRECE Snapshot& 7 5k EE,
183 " 98 "> R/ER ", ARRE "R

M NetApp SnapCenter®

Global Settings ~_ Polices  UsersandAccess  Roles  Credential  Software
< —_—
SAP HANA
Name S BackupType Schedule Ty Replcation
@ Monitor 13 P TyPe ype pl
There is no match for your search or data is not available.
@ Reports
& Hoss
1 Storage Systems.
IE  Settings
A Nerts

2. N M E AR, BET—F.

17



3.

4.

5.

18

New SAP HANA Backup Policy

PrGVEdE 8 pD"cy e

2 Settings Policy name LocalSnap i

i .
3 Inctartion Details | Snapshot backup at primary volume

4 Replication

5 Summary

WEHRET Snapshot B KR, FHEFS/NHERITIISRER,
A S HESEEBEHANAZ RIRIFECE.

New SAP HANA Backup Policy

o Name Select backup settings
Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency

4 Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.

5 Summary O On demand

® Hourly
O Daily

O Weekly
O Monthly

RERFEMNIREIRE,

New SAP HANA Backup Policy

o Name Retention settings
e St Hourly retention settings
Total Snapshot copies to kee 7
O Keep Snapshot coples for 14 days
4 Replication
5 Summary

BB E ik, EXMMERT, A=%EHE SnapVault 3% SnapMirror E#.



New SAP HANA Backup Policy X

o heme Select secondary replication options €
o Settings [ Update SnapMirror after creating a local Snapshat copy.
o Ratantion [ Update SnapVault after creating a local Snapshot copy.

Error retry count

Secondary policy label (1]
4 Replication
3 i

5 Summary
New SAP HANA Backup Policy X
o AR Summary
aSettlngs Policy name LocalSnap
Details Snapshot backup at primary volume
© retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Hourly

Hourly backup retention Total backup copies to retain @ 7
5 Summary
Replication none

LB R BC & H R AR

N NetApp SnapCenter® @~  Lscadmin  SnapCenterAdmin @ Sign Out

Global Settings ~ Policles  UsersandAccess  Roles  Credential  Software
<
SAP HANA

Dashboard
cr—

@ Resources

©  Monitor o Iz BackupType Schedule Type Replication
Localsnap Data Backup Hourly

4 Reports

& Hosts

¥ Storage Systems.

R RTTE M ERIRES
BREBRUTTBREERTEIEOERER,

1823 " gE >"HR ", RAERE"HE".
2. W NRERZMAMETHEL, BET—D,
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New SAP HANA Backup Policy

Provide a po;lcy name

2 Settings Policy name BlockintegrityCheck i)
! Details Check HANA DB blocks using flle-based backup

3 Retention

4 Replication

5 Summary

3. BEMLERENETXH, HRTWARKIRENSE, XS HESEEHANARRRIFRE,

New SAP HANA Backup Policy

o Name Select backup settings
Backup Type O SnapshotBased @ File-Based @
3 Retention

Schedule Freguency

A& Summary. Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.
O On demand

O Hourly

O Daily

® Weekly

O Monthly

4. EERFTEOHHRERE

New SAP HANA Backup Paolicy

° e Retention settings
e b Weekly retention settings
® Total backup copies to kee 1
O Keep backup coples for 14 days
4 Summary

o. EHHENE L, BEHETTM.

20



New SAP HANA Backup Policy

o Narme

Summary
o Settings Policy name
Details
© retention
Backup Type

Weekly backup retention

M NetApp SnapCenter®

GlobalSettings ~ Polides  Usersand Access  Roles
SAP HANA
: o
L Monitor 12 BackupType
BlockintegrityCheck
@ Reports
Localsnap Data Backup
& Hosts
i1 Storage Systems
IE  Settings
A Nerts

ECEMRIFHANAZ IR
REMIEE, HANAZ

1. EFEHPRERRUSSRE,
154 Ay LA

I NetApp SnapCenter®

File Based Backup

R B RIS BoEE, E5
BiiE, HHadeiEdiEir. BEiBMFRIPIHIHANATIR, i

BlockintegrityCheck

Check HANA DB blocks using file-based backup

File-Based Backup
Weekly

Total backup copies to retain : 1

Schedule Type
Weekly
Hourly

S RHRFFRERRERPFEIMA BRI,

Replication

/ﬁﬁ%q:‘ BelE— 1R Girg) ZRBERBINE A
TUTHE:

SnapCenterAdmin

saprana [l
@ Resources E ™ System System ID (SID)
@ onitor a8 PFX PRX
4l Reports
& Hosts

I Storage Systems
= Settings

A Ners

2. {721t HANA $iEER B P FEER.

Tenant Databases Replication Plugin Host

PEX None hana-1

Resource Groups

Policies Lastbackup  Overall Status.

Not protected

21



22

Configure Database x

Plug-in host hana-1
HDBSQL OS User pfxadm

HDB Secure User Store

PFXKEY (i )
Key

B LB RIS RN LI BHENF6E SR =EE S 6.

M NetApp SnapCenter® = ~  Lscadmin  SnapCenterAdmin [ Sign Out
SAP HANA| - X|

>

i
! il Detalls for selected resource

Type

HANA System Name

PRX

O K.J i

B

siD
Tenant Databases
Plugein Host

HDB Secure User Store Key

B it L e

HDBSQLOS User
Log backup location
Backup catalog location

System Replication

plugiin name SAP HANA
Last backup

Resource Groups

Policy

Discovery Type

Storage Footprint

Svm Volume

LUN/Qtree

ARRET R, WERRUALEZRRF

M NetApp SnapCenter® ~  Lscadmin  SnapCenterAdmin @ Sign Out

SAP HANA -

<

@ Resources o System System ID (SID) Tenant Databases Replication Plugein Host Resource Groups Policies Last backup Overall Status
O ormx PRX PRX PRX None hana-t Not protected
@l Reports

&% Hosts

¥ Storage Systems.

= Setings

A Nerts

79 Snapshot BIAEIE B E X B FFE.
NetApp ZiX{ER B E X Snapshot B)Z& T RREMHE 5B REEFITRISERQE T WL &4, BdE



7.

Snapshot BIAZFRRAMNITRIRE, EAIUXZHREHNIRFEMD. KBS schedule name F

FFEREAT, MitHEHEREFRTER hourly , Daily, B3 Weeklyo

FINetApp SnapCenter®

saprana B Multitenant Database Container - Protect

tion Server Settings

= Configure an SMITP Server to send email notif heduled or
0 2 3 4 5
Resource  Application Settings Policies Notification Summary

Provide format for custom snapshot name

Use custom name format for Snapshot copy

socsienpe |

SnapCenter

THRE " NARFIRE " UH EHTEME

I NetApp SnapCenter®

;8
=

SAP HANA - Multitenant Database Container - Protect
>
i System
3 4 5

o %E—F_ﬂio

Select consistency group option for backup @

O Enable consistency group backup

scripts
Custom Configurations

Snapshot Copy Tool

PRI EIH R R SRR,

I NetApp SnapCenter®

sen g Multtenant Database Container - Potect
iw o Syem
i 4 s
Resource  ApplcationSetings  Polices Notfcation summary

Select one or more policies and configure schedules

Localsnap, BlockintegrityCheck - + 0
v Locaisnap

+ BlockintegrityCheck s

Policy Applied Schedules
BlockintegrityCheck None

Localsnap None

Total 2

TESGRFTTE MM B RIEBITTR.
FRAIR. BESKENSEA—R.

Configure Schedules
+
+

2 scadmin

scadmin

2 scadmin

SnapCenterAdmin

SnapCenterAdmin

SnapCenterAdmin

#5ign Out

X

x

#signout

sign Out

23



Add schedules for policy BlockIntegrityCheck

Weekly

Start date 02/22/2022 12:00 pm

) Expires on 03/22/2022 12:00 pm

Days Sunday

+ Sunday
Monday
Tuesday
Wednesday
Thursday
Friday

1'_' The schedules are triggered in the SnapCenter Server time

Zone.

8. E X ZsHiSnapshotRE&AYIT o

24
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Modify schedules for policy LocalSnap

Hourly

Start date 02/22/2022 02:00 pm iz

(J Expires on 04/28/2022 11:57 am

Repeat every 6 hours 0 mins

i The schedules are triggered in the SnapCenter Server time %
zone.

FINetApp SnapCenter®
saprana R

napCenterAdmin [ Sign Out

System

PFX

Select one or more policies and confi

LocalSnap, BlockintegrityCheck

Configure schedules for selected policies
Policy 1¢  Applied Schedules Configure Schedules
BlockintegrityCheck Weekly: Run on days: Sunday s ox
LocalSnap Hourly: Repeat every 6 hours s x

Total 2

- IRMAE X FEHEREIES.
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FINetApp SnapCenter® -~ Lsadmin  SnapCenterAdmin @ Sign Out

swnana | Multitenant Database Container - Protect X

System If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the summary page to save your Information, g the SMTP
PEX
o—0—0—0 :
Resource Application Settings Policies Notification Summary

Provide email Se(!lngs o
Select the service accounts or people to notify regarding protection issues.

Email preference | Never
From Froi
o r
Subject Notfication

Attach job report

M NetApp SnapCenter® - scadmin ~ SnapCenterAdmin @ Sign Out

saprana [ Multitenant Database Container - Protect X

Detats

Il System If you want to send notifications for scheduled or on demand jobs, an SMTP server must [ Y p: information, and then er . X

PFX

O K] v

- Resource  Application Settings Policies Notification Summary
L
5
System name. PFX
= Policy

send email

© Application Settings

HANA /}_@EEEL EJTEEY:\ ll_l\TLj\y:l, %ﬁ}o

M NetApp SnapCenter®
sapriana [ “PFX" Topology

L Syen Manage Copies
PEX
- RS Summary Card
=
= oCiones 0 Backups
Local coples 3 abocups

0 File Based backups @
0 Clones

Primary Backup(s)
search v

Backup Name Count  IF End Date

There is no match for your search.

SnapCenter &17121E
&) LLBIZIEE Snapshot F N MIRTE R TR ML EIRF.

Bl ESnapshot&Z )
BB B IiEE ESnapshot& {49,

1. ERRME D, EFFFHNEENTTUTREFRFMIE,

"RIRIENILEREAR T fEFSnapCenter IERIPAARIA&ED, ILIENTREKISNER T &0 HRETR
T EFEEHEIAR) LNED. MRAA. RERTRMEGQEFMETEERD) LHED.

2. EINEITH, EERIAEDERUABIREFED,
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M NetApp SnapCenter®

“PFX" Topology

Manage Copies
Summary Card
0 Backuy

Primary Backup(s)

- MTFHIFIRA, EFEEHDHIE LocalSnap'. REE LN UBEHREED,
X

Backup

Create a backup for the selected resource

Resource Name PFX

Policy LocalSnap - | 0

27



Confirmation X

The policy selected for the on-demand backup Is
associated with a backup schedule and the on-
demand backups will be retained based on the
retention settings specified for the schedule type.
Do you want to continue ?

HHMEBREBY AR KIRE B Ra B MELBI B S,
4. BEEMXIFHPELAERDITH, BRETFLFMAERS. SIUREEEAERITAFEANELES
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Job Details

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'LocalSnap'

+ w Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnap’

v * hana-1

v Backup

v » Validate Dataset Parameters
v » Validate Plugin Parameters

v » Complete Application Discovery
v » Initialize Filesystem Plugin

v » Discover Filesystem Resources
v » Validate Retention Settings

v » Quiesce Application

v » Quiesce Filesystem

v » Create Snapshot

v » UnQuiesce Filesystem

v » UnQuiesce Application

g
v

Get Snapshot Details

<
v

Get Filesystem Meta Data

v # Finalize Filesystem Plugin
v » Collect Autosupport data
v » Register Backup and Apply Retention

* Register Snapshot attributes
* Application Clean-Up

» [Data Collection

S L £ S

» Agent Finalize Workflow

© Task Name: Backup Start Time: 02/22/2022 12:08:58 PM End Time: 02/22/2022 12:10:21 PM

View Logs

BHTE, HIMIEPRER—THRE. &MHRFERES5—TIHEXBISnapshotEZ FiERIAYER

FEEFMFRIFHANARR" "

Close

é’\]E""
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fsxn-snapcenter-config.html#configure-and-protect-a-hana-resource
fsxn-snapcenter-config.html#configure-and-protect-a-hana-resource
fsxn-snapcenter-config.html#configure-and-protect-a-hana-resource
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BRAR AFFEFFTFFHRFNME

I NetApp SnapCenter®

SAP HANA| - “PFX" Topology

Manage Copies

1

- Pk
—]
0 Clones

Local coples

Primary Backup(s)

search v

Backup Name

SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516

AREEEEMENEDTIR.

Count

@ = ©- scadmin  SnapCenterAdmin 8 SignOut
X

) [ ’ X : =

Remove Protecion BackupNow oty Maisanance Contgyee Database "

Summary Card
1 Backup

15m

based backup.
0 Fle-Based backups @

0 Clones

End Date

02/22/2022 12:09:57 PM

7£ SAP HANA &1B R, SnapCenter &3 B FFZM#EN comment FEEUK 5ME8&E 10 ( EBID )

o F

BRT REHIEEMNER BUEEPFX.

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio
File Edit Navigate Search Run Window Help

EC% ~ B
% Systems X = O [} prxerrx

BF-@il-285% 8 # packup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5
> [EHPFX@PFX (SYSTEM) HANA20 PS5

> (B SYSTEMDB@PFX (SYSTEM) HANA20  Overview | Configuration | Backup Catalog

- Fl- oD e - -

Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 B4 svstempB@PRX

Backup Catalog
Database: |SYSTEMDB v

I Show Log Backups [ Show Delta Backups

Status  Started Duration Size Backup Type Destination Ty.

a Feb 22, 2022, 12:09:22 PM 00h 00m 165 550 GB Data Backup Snapshot
L] Feb 21, 2022, 3:01:49 PM 00h 00m 195 356 GB Data Backup File

[ Properties X @] Error Log
Property Value

SYSTEMDB@PFX - SNAPCENTER | 8 SYSTEMDB@PFX T§ prxerrx ) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X

Backup Details

1D:

Status:
Backup Type:
Destination Type:
Started:
Finished:
Duration:
Size:
Throughput:
System ID:
Comment:

Additional Information:

Last Update:12:10:00 PM | [

1645531762175

Successful

Data Backup

Snapshot

Feb 22, 2022, 12:09:22 PM (UTC)
Feb 22, 2022, 12:09:38 PM (UTC)
00h 00m 165

5.50 GB

na

SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516

<ok>

Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type  EBID
| hana-1 nameserver 5.50 GB_hdb00001 volume SnapCenter_hana-1_LocalSnap_Hour.




Ele Edit Navigate Search Run Window Help

- ¥ F v ~|c?

Za Systems X SO erxaprx
B-2i-=88% 3§
L%PFX@PFX (SYSTEM) HANA2.0 5
L%SVSTEMDB@PFX (SYSTEM) HANA2.0

(i $1 ~

Backup Catalog

Database: PFX

) Backup SYSTEMDB@PFX (SYSTEM) HANAZ0 5PS5

Ovenview Configuration  Backup Catalog

Show Log Backups [|Show Delta Backups

J& hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

Tl svstempB@PEX SYSTEMDB@PFX - SNAPCENTER

& Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5

Backup Details

Status  Started

] Feb 21, 2022, 3:02:31 PM

[ Properties X @ Error Log
Property

] Feb 22, 2022, 12:09:22 PM 00h 00m 165

00h 00m 195

D 1645531762174
Status: Successful
Backup Type: Data Backup
Duration Size Backup Type Destination Ty.. Pestination.Typs: Sigpstiot
55465 DataBackup  Snapshot Started: Feb 22, 2022, 12:09:22 PM (UTC)
364GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 165
Size: 594GB
Throughput na.
System ID:
Comment; SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.544516
Additional Information: | <ok>
Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type  EBID
hana-1 indexserver 569GB hdb00003.00003  volume SnapCenter_hana-1_LocalSnap_Hour.
hana-1 xsengine 25600 M8 hdb00002.00003  volume SnapCenter_hana-1_LocalSnap_Hour.
HEvYR 8 = o
Value

§¥ svstemps@px

- o x
Q B
B¥ prxopex () Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X o
Last Update:12:12:08 PM 5% B

FiEFATONTAP HIFSXX RS

sapcc-hana-svm:
-—--Blocks—-—--
Vserver
Used%

Volume

sapcc-hana-svm

PACIIDSt:]

Snapshot

PFX data mnt00001
SnapCenter hana-1 LocalSnap Hourly 02-22-

2022 12.08.54.4516

2%

sapcc-hana-svm: : >

IR BRTRIEIOEIR(F

BT 1EE R BEBlockintegrityCheck. B] L& 5 SnapshotFEILBRIF A X ITIEES

T EEEISVMAYIE R & K5t Snapshot& 7.

:> snapshot show -volume PFX data mnt00001

Size Total%

126.6MB 0%

RTTRMENERIE. EALL

RESHRIEZDES, SnapCenter ARSI BUEREEIEATE SAP HANA X fH&17,

31



Backup

Create a backup for the selected resource

Resource Name PEX

BlockintegrityCheck ~| @

Policy

32



Job Details X

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck'

+ v Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck’

¥ hana-1

> Validate Plugin Parameters
k Start File-Based Backup
» Check File-Based Backup

» Register Backup and Apply Retention

¢ ¢ 4 4 B4

» Data Collection

@ Task Name: File-Based Backup Start Time: 02/22/2022 12:55:21 PM End Time: 02/22/2022 12:56:36 PM =

View Logs | Cancel job ‘ Close |

SnapCenter ERRTEREMOENS N SE T Snapshot BIZHE D RE. MEEHERPERETXHNER
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B L= EIPBRE,

M NetApp SnapCenter® L scadmin  SnapCenterAdmin @ Sign Out
PFX Topology X

o © ’ X (i) =

Remov proscion Backup Mainennce el

=
Confguepuabase Rt

Manage Copies

= Em

Summary Card
= ocones

2 Backups
Local copies 1 Snapshot based backup
1 il Based bockup

Last Backup 2/22/2022 12:56:25 PM
Backup succeeded

Primary Backup(s)

search v

Backup Name

End Date
SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516 02/22/202212:09:57PM (8

SAP HANA & B RS ETRRSIIBENE A HUEENEE. TEERRT RAMBER HIRENEHERF
#JSnapCenter IRFEEMINE,

J& hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

- o 5
Eile Edit Navigate Search Run Window Help

- @ E e - Q Bs
Ga Systems X T O Fheeepix () Backup SYSTEMDB@PFX (SYSTEM) HANA20SPS5 [ SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER ¥ svstemp@Prx B8 prxeprx () Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =0

EP-@0-=mBE% 8 @ gackup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5
> (5 PFX@PEX (SYSTEM) HANA2 0 5PSS

Last Updater12:57:59 PM 1| (]|
» (B SYSTEMDB@PPX (SYSTEM) HaNA20 | Ovenview  Configuration Sackup Catalog

Backup Catalog

Backup Details 2
Database: |SYSTEMDB v 1D 1545534521455

Status: Successful
[JShow Log Backups [ Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty... Destination Type: Flle
] Feb 22, 2022, 12:55:21 PM 00h 00m 215 356 GB Data Backup File Staried Feb;22,2020,12:55:21 PRIUTE)
a Feb 22,2022, 120922PM  00h 00m 16s 550GB DataBackup  Snapshot Finished: Feb 22, 2022, 12:55:43 PM (UTC)

Feb 21, 2022, 3:01:49 PM 00h 00m 195 356GB DataBackup  File Duration: 00h 00m 215

Size: 356 GB

Throughput: 17371 MB/s

System ID.

Comment:

SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966

Additional Information: | <ok>

/backup/data/SYSTEMDB/ ‘

Location:

Host Service Size Name Source Type  EBID
hana-1 nameserver 6.06KB SnapCenter Snap... topology

hana-1 nameserver 356 GB SnapCenter Snap... volume

[ Properties X @] Error Log
Property Value

34



& Systems X =0

B-@-a80% 38
> [F5 PFX@PFX (SYSTEM) HANAZ0 5PS5
> [FLSYSTEMDB@PFX (SYSTEM) HANAZ C

File Edit Navigate Search Run Window Help

A== ERE RISy RER AR ]

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

- o 5
Q Be
B8 prxopex () Backup SYSTEMDB@PFX (SYSTEM) HANA20SPS5 [ SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER ¥ svstempe@prx B8 prxepex () Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =g
& Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5 Last Update:12:58:19 PM % | (]| (B
Overview | C: Backup Catalog
Backup Catalog Backup Details 2
T e s D: 1645534534230
Status: Successful
[CIshow Log Backups [ Show Delta Backups Backup Type: Data Backup

[ Properties X @] Error Log
Property

Status  Started Duration Size BackupType  Destination Ty..

=] Feb 22,2022, 1255:34PM 00h 00m 275 364GB DataBackup  File Started:

a] Feb 22,2022, 120922PM  00h 00m 16s 594GB DataBackup  Snapshot Finished:

=] Feb 21, 2022, 3:02:31 PM 00h 00m 195 364GB DataBackup  File Duration:
Size:
Throughput:
System ID:
Comment:

Additional Information:

Destination Type:

File

Feb 22, 2022, 12:55:34 PM (UTC)
Feb 22, 2022, 12:56:01 PM (UTC)
00h 00m 275

364GB

138.07 MB/s

SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966

<ok>

Location: /backup/data/DB_PFX/

Host Service Size Name Source Type  EBID
hana-1 indexserver 1.58KB SnapCenter_Snap... topology

hana-1 xsengine 80.00 MB SnapCenter Snap... volume

hana-1 indexserver 356GB SnapCenter Snap... volume

Value

B

RRINBYIRE R E R BT E SAP HANA BUiESE 1 X 1o

HITET XSRS DIRE.

SnapCenter B AHANARUEERL BN E D EREF
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hana-1:~ # 1s -al /backup/data/*

/backup/data/DB PFX:
total 7665384

drwxr-xr—-- 2 pfxadm sapsys 4096 Feb 22 12:56
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SR Rees=e 1 pfxadm sapsys 155648 Feb 21 15:02
COMPLETE DATA BACKUP databackup 0 1
=SEf= === 1 pfxadm sapsys 83894272 Feb 21 15:02
COMPLETE DATA BACKUP databackup 2 1
SE—Eee=== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 3 1
== Eo—=—e 1 pfxadm sapsys 155648 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

== po—m—e 1 pfxadm sapsys 83894272 Feb 22 12:55
SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 2 1

SE= o= 1 pfxadm sapsys 3825213440 Feb 22 12:56
SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 3 1
/backup/data/SYSTEMDB:

total 7500880

drwxr-xr-- 2 pfxadm sapsys 4096 Feb 22 12:55
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SEj—Ee——== 1 pfxadm sapsys 159744 Feb 21 15:01
COMPLETE_DATA BACKUP databackup 0 1

SE—E=——== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 1 1

SE—Rees=e 1 pfxadm sapsys 159744 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

A 1 pfxadm sapsys 3825213440 Feb 22 12:55
SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 1 1

hana-1:~ #

EinIFRiESE

JEFIREMIE D ESnapCenter FISAP HANARGHRISEREE 7o
RIPEIEESUES B LUESAP HANARURERFFIME RAEN B R, Bl RUBRERTE

o

RIRMFRE

BENIAR]

EMGIRREMIFBIEX B RHPIME, NetApp BIVIFIEEF K — M EIMNIEHREE, LULHN SAP

HANA $iEEEHHNE 2, RIBE
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BIREXHMNERIAER, Fi, HANA % ha/shared B&AHITXHE, EHESE SAP HANA BRIz, &R
AIHRITSXE N IEF R SAP HANA $UREER A Bk, 18 SAP HANA IREEXHRIREEEE S MEMIAE, UX
O SAP HANA BRI 8115 5.

#d SnapCenter IFHIEEED, AILE/LRHHAEIZEFEMEXER Snapshot BlZs, FEZTERIERS SAP
HANA BUEEE (1R, FRIZAET, FFES SAP HANA HUEE#TT SQL &fS.

FCEFEEA TR
REUTSREEEIFBIEERR:
1. NRBETRH. EFRIFHIES. ARERERINSAP HANAKHERE,

FINetApp SnapCenter®

HANA -

2. TEANINSAP HANABUE EEIIERERTSE 15 PRI FIREATIRD, EFFBUES. BEERTRRNFZRUKR
KEXSIDHISAP HANAKE(FEHNBI R, ARRT T
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3. ¥ SVM MIFEERNIANFHELATE, AERET—P.

38

Add SAP HANA Database

2 Storage Footprint

3 Summary

Provide Resource Details

Resource Type Non-data Volume
Resource Name PFX-Shared-Volume
Associated SID . PEX

Plug-in Host hana-1




Add SAP HANA Database

o Name Provide Storage Footprint Details

Add Storage Footprint
3 Summary b 4

Storage System sapcc-hana-svm =
Select one or more volumes and if required their assoclated Qtrees and LUNs

Volume name LUNSs or Qtrees

PFX_shared - Default is "None' or type to find

Save

4 BEREFRE. FERESBPRETTTH.
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Add SAP HANA Database x

@ eme Summary
o Storage Footprint Resource Type Non-data Volume
Resource Name PFX-Shared-Volume
3 Summary
Associated SID PFX
Plug-in Host hana-1

Storage Footprint
Storage System Volume LUN/Qtree

sapcc-hana-svm PFX_shared

LEBY. FRFEEURSRARMEISnapCenter o WMEHFE IR AR TEIRFRIF,

F1NetApp SnapCenter®

= Lscadmin  SnapCenterAdmin  (@Sign Out
saprana |
<
@ Resources Lo Name Associated System 1D (SID) Plugein Host Resource Groups Policies Lastbackup  Overall Status
D Monkor 2 PRX-Shared-Volume PFX hana-1 Not protected
4l Reports
Hosts

{11

i1
2
i

B i
z
@

RIRRIFS LRI fEFHANABUEEZ RIS PR Y 5 VAR
- IMTE. EEILAR T RIEDRRITED.



admin  SnapCenterAdmin  #Sign Out

M NetApp SnapCenter®
EYION - | "PFX-Shared-Volume® Topology

Manage Copies

PFX-Shared-Volume
PR 0 sichups Summary Card
W | 0Clones 0 Backups.
Local coples 0 Snspsnorbased backups

0 Clones
Primary Backup(s)
v
Backup Name Count IF End Date
There is no match for your search.

6. ERRIEH BEEDNIRIF

Backup

Create a backup for the selected resource

Resource Name PF¥-Shared-Volume

Policy LocalSnap - O

SnapCenter fEILBEERTENTIERT B

41



Job Details

Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with
policy 'LocalSnap’

¥ Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with policy
'LocalSnap'

« ¥ hana-1

» Validate Dataset Parameters

» Validate Plugin Parameters

b Validate Retention Settings

» Create Snapshot

» Get Snapshot Detalls

» Collect Autosupport data

» Register Backup and Apply Retention
» Register Snapshot attributes

» Data Collection

N & § % R % % LB

» Agent Finalize Workflow

@ Task Name: Backup Start Time: 02/22/2022 3:27:48 PM End Time:

4

View Logs | Cancel job Close

LB FEOR EREIFEE R RN ZRAEF,
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M NetApp SnapCenter®

= SAP HANA -
e Sear

EIRMRE

f&BhSnapCenter . EFENMHEFPHHANAE EHMDCRAL S IFEIERMEIR1E, W TFEEZMNMEAFPMNSZE
MARHEMDCHRL. SnapCenter (XHITIERFIRIE. EAMFHITINE

ERILUEE AN S BINTT B ehik RS 121

1. BEERATERRENEDR.
2. FEFRIRIRZEEY, %$E Complete Restore with Volume Revert 3§ without Volume Revert o
3. MU HIRAE IS 28 .
° BIERHTIRES
° BYE]=
© RBEBIESED
TEmE

PR 2 KB AT I E RS AE P SRR,

T3k, SnapCenter EHITIATI21E:

1. E£E1E HANA $UBE,

EREERE. RIBEENERER. BRITTRBIRE.

o YNRIEFETHE LR, NSnapCenter FiENFHILE. HEFEBEFERETEMNSnapRestore IFRILE. 74
EEHIE,

° ?qlg%ﬂiﬁﬁﬁﬂﬁ?’\ MSnapCenter ¥@IEFMEE L HITEANXHSnapRestore 12 1ERERFIEX

3. ERIREHIRRE:
a. B E RAEURE
b. 1RE F#IERE
C. BEIHANALIERE

=
2. B

NREFR"TWE". NSnapCenter SR, EHTMFRIX RAMIEF BIBEHRITIERIZ(E,

BHITFohRRIRE. BRITUTSE:
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. TE SnapCenter FIEFRE R FIRFIZENED,

FINetApp SnapCenter® napCenteradmin @ Sign Out
X

senave [ PFX Topology

=

Manage Copies

P 4 Backups

—]

= | 0Clones 58,
Local coples

0 Clones

Primary Backup(s) =3

Cone Resors | Doite

5 End Date

02/23/2022 201:11 PM &

SnapCenter_hana-1_Localsnap_Hourly.02-23-2022 14.00.05 4361
ocalsnap_Hourly_02-22-2022_20.00,01.4482 02/22/2022 8:01:01 PM £

Snapt _Hourly 02-22:2022_1400.02.8713 022212022 2:01:01 PM B8

SnapCenter_hana-1_LocalSnap_Hourly_02:22-2022.12.08544516 0212212022 1209:57PM &

HANAMDC 2P AFRIREL REERATERFHHTEER,. W TAEZMAFH HANAMDC £4t
, BRAIRERBAMESTMER. AXBHEAMENEZER, BSH "E/REMTE (netapp.com)’s


https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/backup/hana-sc-generic-restore.html

Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361

Select the restore types

2 Recovery scope @ Complete Resource €
Volume Revert
3 PreQps i
As part of Complete Resource restore, if a resource contains volumes as Storage Footprint, then the latest Snapshot
copies on such volumes will be deleted permanently. Also, if there are other resources hosted on the same volumes,
41PostOps then it will result In data loss for such resources.
5 Notification O Tenant Database
6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

3. EFEMESCEHIRE A EHMNNE REMHMIE.
SnapCenter {8 HANA global.ini 3X4RRIFRIARSE S E N EHERERTIEZ HEM B REHUE,
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4.

46

Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361 X

0 Restare scope Recover database files using

2 Recovery scope @ Recover to most recent state @

O Recover to pointin time €@

3 PreOps O Recover to specified data backup @
O No recovery @
4 PostOps
5  Notification Specify log backup locations @
Add
& Summary T
fbackup/log

Specify backup catalog location @

fbackup/log

Recovery options are applicable to both system database and tenant database.

Configure an SMTP Server to send emall notifications for Restore fobs by going to. Settings>Global Settings>Notification Server Settings.

HMIAPIERNIERATER <o



Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o HEsiorRS60PE Enter optional commands to run before performing a restore operation @
o Re(cvery scope Pre restore command
4 PostOps

5 Notification

& Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

o BWATIERERFEH -
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6.

48

Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o Bestore scope Enter optional commands to run after performing a restore operation @

e Recovery scope Post restore command
o PreQps

4 PostOps

5 Notification

£

6 Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings=Global Settings>Notification Server Settings.

BRIERMRERE. BRI,



Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361

o Restore scope Summary
o Recovery scope Backup Name

Backup date
© o

Restore scope

o PostOps Recovery scope

o Notification
Backup catalog location

6 Summary Pre restore command

Post restore command

Log backup locations

Send email

SnapCenter_hana-1_LocalSnap_Hourly_02-23

02/23/2022 2:01:11 PM
Complete Resource with Volume Revert
Recover to most recent state

/backup/log

/backup/log

2022_14.00.05.4361

If you want to send notifications for Restore Jobs, an SMTP server must be configured. Continue to the Summary page to save your Information, and
then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.

SnapCenter FUTIRRMNMERIE, LLRHIER T ERMIME FLLEIELIFAE S,
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50

Job Details

Restore 'hana-1\hana\MDC\PFX'

¥ Restore ‘hana-1\hanatMDCWPFX'
v hana-1
v Restore

» Validate Plugin Parameters

» Stopping HANA instance
» Fllesystem Pre Restore

v

L

v

L

v v Pre Restore Application
L

v

v v Restore Filesystem
L

» Filesystem Post Restore

» Recovering system database
» Checking HDB services status
» Recovering tenant database 'PFX'
» Starting HANA instance
» Clear Catalog on Server
» Application Clean-Up

» Data Collection

¢ ¢ £ ¢ £ £ < 4

» Agent Finalize Workflow

© Task Name: Recaver Application Start Time: 02/23/2022 2:07:31 PM End Time:

View Logs

Cancel job

k

4

Close




fEFSnapVault #1TZHE
R —({FE A SnapVault &9 E &

ERIVLEFIZED. BRI2TEE - MAWSH BMXigH{ERASE ZMNFSX for ONTAP XX

T RS KRB THANABIESHNE D E .

NFEEFTR " HIEFRIPRE", EFBRURNES —aIAEKIEFAIE —FSx for ONTAPX &4, A HERILE
FFSx for ONTAPS‘(#F%aJiEWI‘EO S RGHANAHRZEEHIE —“FSX for ONTAP X4 %4t

AWS Availability Zone 1

hana-1 HYHANA SnapCenter
PFX - single host
MDC single tenant -
HANA plug-in
L=l

SVM: sapcc-hana-svm
SnapVault

i

AWS Availability Zone 2

SVM: sapcc-backup-target-zone5

» Backup

Log
Backup

FSxN

EEES B

HTTEIEATONTAP HIFSXE LT LN EEE S B,
LITHRITIEIRE

Data II.

FSxN

&0 LIEFNetApp Cloud ManagergiFSX for ONTAP &5

1. SEATONTAP XHRGHFIEFSX, HIHMAIERTFONTAP X4 RFMFSXBIIEXR. A REERILZIE

HITE R,

N

WESVMo SVMITEII N EFX R A REERKILZ BEITE,

3. BIEBFE, EBRSVMLEAIES. XA DP, BEREEFIBITE. HAEBNDP,
4. gl#SnapMirrortkB&, IIEIAEF6E A 7 vault BV E HI 5K,

a. [EERBEAIMAN, HEFNEE SnapMirrorti&s A K —

AR EAEEAISnapMirrorit®s. LA{ESnapCenter 78 & AT

Rk R EPHIRE, BN IFEETESnapCenter HKEE
#YJR%E £ B Snapshot& {4

5. glESnapMirrorx&. EXIFREMN BinE 2 ERE G X R FHNEREE,

6. #%a1ESnapMirror, LEEHGFIAFIMAER]. TELLE R,

TRRBIER A E BRE.

EEHEETNE. EBIUZIN TFIRTESnapCenter FECESNEH:

1. ¥ B+FRSVMANNZEISnapCentero
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fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy
fsxn-snapcenter-architecture.html#data-protection-strategy

2. 3Snapshot&F {4 F1SnapVault £ #I8I7EFHISnapCenter &,
3. B R ARINEIHANAZ RRIPH,
4. I7E. IEE LAERFTREHRITE D,

UTEEREFAMN BRI NP E,

TEONTAP X ARFZFSX LEE EFHIX R

B XxSnapMirrorfE BiEINAVENE R « 1BSIONTAP X4, MEA "SnapMirrorE &l T{E
i (netapp.com)”s

* ONTAP XA ZBIIEFSX: FSxId00fa%e3c784b6abbb
* JESVM: sAPCC—HANA—SVM
* ONTAP X4 RZEHBHRFSX: FSxId05f7f00af49dc7ale

* BARSVM: sAPCP-backup-target-zone5

iEFAFONTAP XHRFHITEFFSX

FsxId00fa9%9e3c784b6abbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa9%e3c784bbabbb
inter 1 up/up 10.1.1.57/24
FsxId00fa9%e3c784bbabbb-01
ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa9%e3c784bbabbb-02
ele
true

2 entries were displayed.
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https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-replication-workflow-concept.html
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FsxId05f7f00af49dc7a3e: :> network interface show

Logical Status Network
Is
Vserver Interface Admin/Oper Address/Mask
Home

-role intercluster

Current

Node

Current

Port

FsxId05f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£f7f00af49dc7a3e-01

true
inter 2 up/up 10.1.2.69/24
FsxId05f7f00af49dc7a3e-02

true

2 entries were displayed.

ele

ele

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship,

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:
Confirm the passphrase:

use a

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

@ ‘peer-addrs’ & B EEBFHISEEIP,
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FsxId00fa9e3c784b6abbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa%9e3c784bbabbb: :>

FsxId00fa9%e3c784b6abbb::> cluster peer show

Peer Cluster Name Cluster Serial Number Availability
Authentication

FsxId05f7f00af49dc7a3e 1-80-000011 Available ok
ZSVM

FsxId05f7£00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb5 -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa9e3c784bbabbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa9%e3c784b6abbb: :> vserver peer accept -vserver sapcc-hana-svm
—-peer-vserver sapcc-backup-target-zoneb
Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7£00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa9e3c784b6abbb
snapmirror
sapcc-hana-svm



IZBENE
B MeZRE N DP IBERE. MIEHIFMCAESR B

FsxId05f7£00af49dc7a3e: :> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

82 SnapMirror g

SnapMirrorSEB&FIARANAYFE N BB T & XAREFSnapMirrortids. UUMERN S HIRIRE, fEE6IESnapCenter 5
BRES. @AZ{EFEMERRIIRE .

FsxId05f7f00af49dc7a3e: :> snapmirror policy create -policy snapcenter-
policy -tries 8 -transfer-priority normal -ignore-atime false -restart
always —-type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-
backup-target-zone5 -policy snapcenter-policy -snapmirror-label
snapcenter -keep 14

FsxId00fa%e3c784bbabbb: :> snapmirror policy showVserver Policy
Policy Number Transfer
Name Name Type Of Rules Tries Priority Comment

FsxId00fa%9e3c784b6abbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14

tlZESnapMirrorx %
Wz, FEMBITEZEMNXREEN. XDPEE LRI tIZIRBHEE Yo
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FsxId05f7f00af49dc7a3e::> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zoneb5:PFX data mnt00001 -vserver sapcc-backup-target-zoneb -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zoneb5:PFX data mnt00001".

#1a1ESnapMirror

ERLE LR RRES, XRMREEIBITERIFTE SRR EL .
FsxId05f7f00af49dc7a3e: :> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zone5:PFX data mnt00001".

& 8] LA snapmirror show s5 10 E & HIHTIRES

FsxId05£f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28
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FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Snapmirrored
Idle - true -

B EPSVMIAIIEISnapCenter
B EZMSVMERINEISnapCenter . iEHRITUTSIE:

1. #£SnapCenter EZE SnapVault BiR&FITERISVM,

& = @ Lsadmn SnapCenterAdmin ¥ Sign Out

I NetApp SnapCenter®
ONTAP Storage

Add Storage System @

Storage Syster

ONTAP Storage Connections

Name

2. FEZHRME AP, EEFELWFFAS FATE. AEEE "R,
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More Options X

Platform | All Flash FAS - Secondary @
Protocol | HTTPS -

Port = 443
Timeout 60 seconds (1 )

(J Preferred IP (i ]

Save Cancel

SVMILFEA] FESnapCenter H{EH,

2 scadmin  SnapCenterAdmin Sign Out

I NetApp SnapCenter®
\ ONTAP Storage

Z (Etiabltedito 00

L board Ul ONTAP SVMs ~ [ search by Name
m:

@  Resources ONTAP Storage Connections

e Monitor [} Name ©® P Cluster Name User Name Platform Controller License
O sapcc-backup-target-zones 10.1.2.31 vsadmin AFF Not applicable

{ﬁﬁ Reports —
O sapcc-hana-svm 198.19.255.9 vsadmin AFF v

& Hosts

] Storage Systems

E L

A Alerts

HEDEFLEFBISnapCenter FEE
SR IN TR ECE & 1D & HITRES .
1. BRI EEEIRE—DN B FF,

I NetApp SnapCenter®

Global Settings ~ Policies  Users and Access

<
SAP HANA

Dashboard

Resources

Name 12 BackupType Schedule Type Replication

© Qi

Monitor
BlockintegrityCheck ile Based Backup Weekly
Reports

®

LocalSnap Data Backup Hourly

Hosts.

T

Storage Systems

il

Settings

2. i SnapshotEMHIIH ISR, SREERTEHER.
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New SAP HANA Backup Policy

m Provide a policy name

2 Settings Policy name LocalSnapAndSnapVault (1]

Details Replication to backup volume
3 Retention | PG P

4 Replication

L

Summary

3. 3%E#ESnapshotFZ P HIRE,

New SAP HANA Backup Policy

o Name Select backup settings
Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency

4 i Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.

5 Summary O On demand

O Hourly

® Daily

O Weekly

O Monthly

XEEEEME L EIERNS HSnapshot &P EIRBHEAPR, JCRIEESnapVault BAr EfFEHadd ruledn <
7EONTAP AR E ZREHIIRE, BN (FEEHETFONTAP XHRFAMFSX LEEEFIXR) (xref)o

New SAP HANA Backup Policy

o faie Retention settings
o Satlils Dally retention settings
® Total h i [ a
@® Total Snapshot coples to keep : ) [i ]
O Keep Snapshot coples for 14 days

4 Replication

5 Summary

4. % Update SnapVault FERFHIRH B E MATE

AT M5 ONTAP 3IHY add rule’ 65< R AYSnapMirrortR & ILAD,



New SAP HANA Backup Policy 2

o Name Select secondary replication options €
o Settings [ Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVauit after creating a local Snapshot copy.
Secondary policy label Custom Label -~ 0
4 Replication
snapcenter|
5 Summar
x Error retry count 3 i ]

New SAP HANA Backup Policy x

0 NETE Summary

o Settings Policy name LocalSnaj

Details Replication to backup velume

© retention
Backup Type Snapshot Based Backup

o Replication Schedule Type Dz
Daily backup retention Total backup coples to retain: 3

5 Summary
Replication SniapVault enabled , Secondary policy label: Cus 2| anter , Error retry
count: 3

B BD B FAYSnapCenter $RE&,

M NetApp SnapCenter® @~ ALscadmin  SnapCenterAdmin @ Sign Out
GlobalSettings ~ Polides  UsersandAccess  Roles  Credential  Software
SAP HANA
Dashboard
>
+ s
©  Resources
Name S BackupType Schedule Replication
£ Monitor I P Type ule Type =
BlockintegrityCheck File Based Backup Weekly
@ Reports
il Repo
Localsnap Data Backup Hourly
Hosts LocalSnapAndsnapVault Data Backup Dally SnapVault

8 Storage Systems.

= Settings

KRB AN R TR IRIF
BRI RESRINEIHANAZ RIRIFECE . S0 T EFT.

M NetApp SnapCenter® & scadmin  SnapCenterAdmin @ Sign Out

SAP HANA - PFX Topology X | Multitenant Database Container - Protect

L System

Manage Copies

PRX Primary Backup(s) o ° e 4 s

search Resource  Application Settings Policies Notifcation Summary

Backup Name
Select one or more policies and configure schedules
SnapCenter_hana-1_Localsnap_Hourly_02-

24-2022_14.00.03.6698 LocalSnap, BlockintegrityCheck ~ + 0

SnapCenter_hana-1_LocalSnap_Hourly_02- v Localsnap
24-2022.08.00.02.2808

v BlockintegrityCheck s
SnapCenter_hana-1_LocalSnap_Hourly_02- LocalsnapAndsnapVault
Al020i02 Sope e 15chedules Configure Schedules
Soap Qe bl LS o 02 BlockintegrityCheck Weekly: Run on days: Sunday e || =
B-2022,.20.00.02.3280 Localsnap Hourly: Repeat every 6 hours e || =
SnapCenter_hana-1_Localsnap_Hourly_02
23-2022.14.00.05.4361
SnapCenter_hana-1_Localsnap_Hourly_02- Total 2

22-2022_20.00.01.4482

SnapCenter_hana-1_Localsnap_Hourly_02-
22-2022.14.00.02.8713
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FANEREPEX T EBITE.

I NetApp SnapCenter®

HANA
>

PFX Topology

Manage Copies
Primary Backup(s)

search

Backup Name

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_14.00.03.6698

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_08.00.02.2808

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022.02.00.02.1758

SnapCenter_hana-1_LocalSnap_Hourly_02-

23-2022.20.00.02.3280

SnapCenter_hana-1_LocalSnap_Hourly_02-

23-2022.14.00.05.4361

SnapCenter_hana-1_LocalSnap_Hourly_02-

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-

22:2022.14.00.02.8713

FEREFICIESED
BB F DA S elEAMSnapshotEl 2RI A HA8E,
BHEHEFIEED. BERESRNEFNEKE. ARRLEED.

Backup

Multitenant Database Container - Protect

@ @ 8 : :

Resource  Application Settings Policies Notification Summary

Select one or more policies and configure schedules

LocalSnap, BlockintegrityCheck, LocalSnapAt ~ + O

Configure schedules for selected policies

Policy Iz Applied Schedules Configure Schedules
¢ | =
s x
s x

Total 3

Create a backup for the selected resource

Resource Mame

Policy

PFX

LocalSnapAndSnapVault ~-| @

7ESnapCenter AL HEP. EI B ZREMTE. 2P BIEBaISnapVault BFTIEIE. EEHIIRMNIES

EHEIBIRS,.
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Job Details x

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
% ¥ Hackup or Hesource Lroup nand-1_Nana_MLUL_FPEL WITN policy ‘LoCalbnapAnd-napyvault

v ¥ hana-1

4

¥ Backup

* Validate Dataset Parameters

* Validate Plugin Parameters

» Complete Application Discovery

» Initialize Filesystem Plugin

» Discover Filesystern Resources

» Validate Retention Settings

* Quiesce Application

* Quiesce Filesystem

» Create Snapshot

* UnQuiesce Filesystem

* UnQulesce Application

b Get Snapshot Detalls

» Get Filesystemn Meta Data

* Finalize Filesystern Plugin

» Collect Autosupport data
Secondary Update

» Register Backup and Apply Retention

k Register Snapshot attributes

* Application Clean-Up

» Data Collection

» Agent Finalize Workflow

T 4 L L% T B Y § % 14 % S /% L% OLALNs

¥ (Job 49 ) SnapVault update

© Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM =
| View Logs | Cancel ok | Close

EIEFAFTONTAP FIFSXX &4 L. {ERSnapCenter SREEHEZE FISnapMirrorfr®: SnapCenter £JR & L)
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##Snapshot,

FsxId00fa9%e3c784b6abbb: :> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label

vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter

8 entries were displayed.

TEBRE L. FEIB—1ERSnapshot&lZs,

FsxId05f7£00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label

vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05f7f00af49dc7a3e: :>

#FBISnapshotF B 2 FITEHANATF B R+,
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Backup Catalog

Backup Details

Database: | SYSTEMDB > Ib: 165162320804
Status: Successful

[[show Log Backups [ Show Delta Backups Backup Type: Data Backup

Status  Started Duration Size BackupType  Destination Ty.. Destination Type: Snapshot

@ Apr 28, 2022, 4:22:06 PM 00h 00m 155 550GB Data Backup Snapshot Started: Apri26,,2022,:4:22:061PM.(LITC)
Apr 28, 2022, 2:00:26 PM 00h 00m 15s 5.50 GB Data Backup Snapshot Finished: Apr 28, 2022, 4:22:21 PM (UTC)
Apr 28, 2022, 8:00:35 AM 00h 00m 155 550 GB Data Backup Snapshot Duration: 00h 00m 155

] Apr 15, 2022, 5:00:44 PM 00h 06m 59s 5.50 GB Data Backup Snapshot Size: 5.50 GB

[} Apr 14, 2022, 8:00:32 PM 00h 00m 165 550 GB Data Backup Snapshot Throughpu na

Apr 5, 2022, 00h 00m 155 550 GB Data Backup Snapshot

@ Apr 5, 2022, 8: 00h 00m 155 550GB Data Backup Snapshot System P

@ Mar 31, 2022, 2:00:29 PM 00h 00m 155 550 GB Data Backup Snapshot Comment: SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

5] Mar 31, 2022, 1:10:57 PM 00h 00m 165 550 GB Data Backup Snapshot

Feb 22, 2022, 12:55:21 PM 00h 00m 215 3.56 GB Data Backup File

Additional Information: | <ok>

Location: /hana/data/PFX/mnt00001/
Host : Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

fESnapCenter 1. &R] LU S RFIMIE FRITFAERI 4K 5 I H EHBIE 7,

N NetApp SnapCenter®

SAP HANA -

[} @~ fscadmin  SnapCenterAdmin @ Sign Out

PFX Topology. X

crrr— e s o o

Backupow Moy Production

[ —

Manage Copies

- | 8Backups Summary Card
=
= | ocones 10 Backups
Local coples o Snapehot sesebacups
u 1 Fie ased hackup
0 Clones
0 Clones
Vault copies
Secondary Vault Backupl(s)
search v
Backup Name Count  IF End Date

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853 1 04/28/2022 4:22:40 PM 19

MZRIFEEREFRE
EM_REFEEERMRE. BFHRITU TR

%’fﬁ%:%’(ﬁﬁﬁtﬁﬁﬁ%ﬁiE’\J?'Ji%\ JETESnapCenter #G#MI

PRELEFHEREA. ARER—TEOHBEEE

M NetApp SnapCenter® @ & @~ Lsadmin  SnapCenterAdmin @ Sign Out

SAP HANA - PFX Topology X

cCr— T e s o0 o

RemoveProtsction Back N Moty Procucion

>

i
12 System Manage Copies
Px
8 Backups Summary Card
— .
S=  0Clones 10 Backups

Local copies 9 Snapshot based backups
1B
0 Clones
0 Clones
Vault copies
Secondary Vault Backup(s)
search g L] “«

Backup Name. Count End Date
SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853 1 04/28/2022 4:22:40 PM 1

EEMEERER _RUE,
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Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

2 Recovery scope ® Complete Resource @

O Tenant Database
3 PreOps
Choose archive location
4 PostOps

SepeEhana-auTL PR data TtaBaat sapcc-backup-target-zone5:PFX_data_mnt00 ~

5 Notification

6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.

HE—FHERMRE DS RS SaEEZiE L3I Snapshot & {7 FTAR RIS BARR

MEEIEINNER
ETHREXEXEPRAEENESEER, BEEF AT XXM / FHMs:
* &R T NetApp ONTAP HFSxA P iEm—1+ 4 1&F T NetApp ONTAP BJAmazon FSx?

https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide/what-is-fsx-ontap.html

* SnapCenter & JET1E
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

"https://www.netapp.com/us/documentation/snapcenter-software.aspx"

* SnapCenter 343014

"https://docs.netapp.com/us-en/snapcenter/index.html"

* TR-4667: {£fSnapCenter B&#1TSAP HANAZR St E HIFN 52 (212 (F
"#FA SnapCenter E&hH11T SAP HANA RZE HIF 1 Te P12 E"

* TR-4719: SAP HANAZR R E fl—EASnapCenter #1T&E MM IRE

"fE A SnapCenteri#{T& D E"

hRZASFASEIE R
version Date YRR AN IR SR
hR7s 1.0 2022458 WYEhRAS

66
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https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/zh-cn/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
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