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基于Amazon FSX的SAP HANA for NetApp
ONTAP —使用SnapCenter 进行备份和恢复

TR-4926：《基于Amazon FSX的SAP HANA for NetApp
ONTAP —使用SnapCenter 进行备份和恢复》

本技术报告介绍了在适用于NetApp ONTAP 和NetApp SnapCenter 的Amazon FSX上保
护SAP HANA数据的最佳实践。本文档介绍 SnapCenter 概念，配置建议和操作工作流，
包括配置，备份操作， 以及还原和恢复操作。

作者：Nils Bauer、NetApp

如今，企业需要为其 SAP 应用程序提供持续，无中断的可用性。面对不断增加的数据量和对系统备份等日常维
护任务的需求、他们希望获得一致的性能。执行SAP数据库备份是一项关键任务、可能会对生产SAP系统的性能
产生重大影响。

备份窗口在缩减、而要备份的数据量在增加。因此、很难找到对业务流程影响最小的备份时间。恢复和恢复SAP

系统所需的时间值得关注、因为SAP生产系统和非生产系统的停机时间必须尽可能地减少、以降低业务成本。

使用适用于ONTAP 的Amazon FSX进行备份和恢复

您可以使用NetApp Snapshot技术在几分钟内创建数据库备份。

创建 Snapshot 副本所需的时间与数据库大小无关，因为 Snapshot 副本不会移动存储平台上的任何物理数据
块。此外，使用 Snapshot 技术不会影响实时 SAP 系统的性能。因此，您可以计划创建 Snapshot 副本，而无
需考虑对话峰值或批处理活动期间。SAP和NetApp客户通常会在一天内计划多个联机Snapshot备份；例如、每
六小时备份一次很常见。这些Snapshot备份通常会在主存储系统上保留三到五天、然后再被删除或分层到更便
宜的存储中以供长期保留。

Snapshot 副本还为还原和恢复操作提供了主要优势。通过NetApp SnapRestore 技术、可以根据当前可用
的Snapshot副本将整个数据库或数据库的一部分还原到任意时间点。无论数据库大小如何，此类还原过程都只
需几秒钟即可完成。由于在一天中可以创建多个联机Snapshot备份、因此与传统的每天一次备份方法相比、恢
复过程所需的时间显著减少。由于您可以使用最长只有几小时(而不是长达24小时)的Snapshot副本执行还原、因
此在正向恢复期间必须应用的事务日志更少。因此、RTO会减少到几分钟、而不是传统流式备份所需的几小时。

Snapshot 副本备份与活动联机数据存储在同一磁盘系统上。因此， NetApp 建议使用 Snapshot 副本备份作为
对备份到二级位置的补充，而不是替代。大多数还原和恢复操作都通过在主存储系统上使用SnapRestore 进行
管理。只有当包含 Snapshot 副本的主存储系统损坏时，才需要从二级位置进行还原。如果需要还原主位置上不
再可用的备份、也可以使用二级位置。

到二级位置的备份基于在主存储上创建的 Snapshot 副本。因此，直接从主存储系统读取数据，而不会在 SAP

数据库服务器上生成负载。主存储直接与二级存储通信、并使用NetApp SnapVault 功能将备份数据复制到目
标。

与传统备份相比， SnapVault 具有显著优势。在初始数据传输之后、所有数据都已从源传输到目标、所有后续备
份副本只会将更改后的块移动到二级存储。因此，主存储系统上的负载以及完整备份所需的时间会显著减少。由
于SnapVault 仅在目标上存储更改过的块、因此任何额外的完整数据库备份所占用的磁盘空间都会显著减少。
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Snapshot备份和还原操作的运行时

下图显示了客户使用Snapshot备份操作的HANA Studio。此图显示、使用Snapshot备份技术、HANA数据库(大
小约为4 TB)可在1分20秒内完成备份、而使用基于文件的备份操作则可在4小时以上完成备份。

整个备份工作流运行时间的最大一部分是执行HANA备份保存点操作所需的时间、此步骤取决于HANA数据库上
的负载。存储 Snapshot 备份本身始终会在几秒钟内完成。

恢复时间目标比较

本节将对基于文件的Snapshot备份和基于存储的Snapshot备份进行恢复时间目标(RTO)比较。RTO由还原、恢
复然后启动数据库所需的时间之和定义。

还原数据库所需的时间

对于基于文件的备份，还原时间取决于数据库和备份基础架构的大小，该大小定义了还原速度，以 MB/ 秒为单
位。例如、如果基础架构支持以250 MBps的速度执行还原操作、则需要大约4.5小时才能在永久性的情况下还原
大小为4 TB的数据库。

对于存储Snapshot副本备份、还原时间与数据库大小无关、并且始终在几秒的范围内。

启动数据库所需的时间

数据库开始时间取决于数据库大小以及将数据加载到内存所需的时间。在以下示例中、假设数据可以加载1000

Mbps。将4 TB的容量加载到内存大约需要1小时10分钟。基于文件和基于Snapshot的还原和恢复操作的开始时
间相同。

恢复数据库所需的时间

恢复时间取决于还原后必须应用的日志数量。此数字由执行数据备份的频率决定。

对于基于文件的数据备份，备份计划通常每天执行一次。通常不能使用较高的备份频率，因为备份会降低生产性
能。因此，在最坏的情况下，在该日写入的所有日志都必须在正向恢复期间应用。
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快照备份的计划频率通常较高、因为它们不会影响SAP HANA数据库的性能。例如、如果每六小时计划一
次Snapshot备份、则在最坏的情况下、恢复时间将是基于文件的备份恢复时间的四分之一(6小时/24小时=.25)。

下图显示了还原和恢复操作与基于文件的每日备份和具有不同计划的Snapshot备份的比较。

前两个条形显示、即使每天只备份一个Snapshot、由于Snapshot备份的还原操作速度较快、还原和恢复也会减
少到43%。如果每天创建多个Snapshot备份、则可以进一步减少运行时间、因为在正向恢复期间需要应用的日
志更少。

下图还显示、每天有四到六个Snapshot备份最有意义、因为更高的频率不再对整体运行时间产生重大影响。

加速备份和克隆操作的用例和值

执行备份是任何数据保护策略的关键部分。系统会定期计划备份、以确保您可以从系统故障中恢复。这是最明显
的使用情形、但也有其他SAP生命周期管理任务、在这些任务中、加快备份和恢复操作至关重要。

SAP HANA系统升级就是一个示例、其中、升级前的按需备份以及升级失败后可能执行的还原操作会对整体计划
内停机造成重大影响。以4TB数据库为例、您可以使用基于Snapshot的备份和还原操作将计划内停机时间减少8

小时。

另一个用例示例是典型的测试周期、在此周期中、必须使用不同的数据集或参数通过多个迭代执行测试。在利用
快速备份和还原操作时、您可以轻松地在测试周期内创建保存点、并在测试失败或需要重复时将系统重置为上述
任一保存点。这样可以提前完成测试、也可以同时完成更多测试、并提高测试结果。
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实施Snapshot备份后、可以使用这些备份来解决其他多种使用情形、这些使用情形需要一个HANA数据库的副
本。使用适用于ONTAP 的FSX、您可以根据任何可用Snapshot备份的内容创建新卷。此操作的运行时间为几
秒、与卷大小无关。

最常见的使用情形是SAP系统更新、其中需要将生产系统中的数据复制到测试或QA系统。通过利用适用
于ONTAP 克隆的FSX功能、您可以在几秒钟内从生产系统的任何Snapshot副本为测试系统配置卷。然后、必须
将新卷连接到测试系统并恢复HANA数据库。

第二种使用情形是创建修复系统、用于解决生产系统中的逻辑损坏问题。在这种情况下、使用生产系统的
旧Snapshot备份来启动修复系统、该修复系统是生产系统的一个克隆、与发生损坏之前的数据完全相同。然
后、使用修复系统分析问题并在所需数据损坏之前导出这些数据。

最后一个使用情形是、能够在不停止复制的情况下运行灾难恢复故障转移测试、从而不影响灾难恢复设置的RTO

和恢复点目标(RPO)。当使用适用于ONTAP 的FSX NetApp SnapMirror复制将数据复制到灾难恢复站点时、生
产Snapshot备份也可在灾难恢复站点上使用、然后可用于创建新卷以进行灾难恢复测试。
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SnapCenter 架构

SnapCenter 是一个统一的可扩展平台，可实现应用程序一致的数据保护。SnapCenter 提
供集中控制和监管，同时委派用户管理应用程序专用的备份，还原和克隆作业。借助
SnapCenter ，数据库和存储管理员可以通过一种工具来管理各种应用程序和数据库的备份
，还原和克隆操作。

SnapCenter 负责管理由 NetApp 提供支持的 Data Fabric 中各个端点的数据。您可以使用SnapCenter在内部环
境之间、内部环境与云之间以及私有云、混合云或公共云之间复制数据。

SnapCenter 组件

SnapCenter 包括SnapCenter 服务器、适用于Windows的SnapCenter 插件软件包和适用于Linux的SnapCenter

插件软件包。每个软件包都包含适用于各种应用程序和基础架构组件的 SnapCenter 插件。
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SnapCenter SAP HANA 备份解决方案

适用于 SAP HANA 的 SnapCenter 备份解决方案 涵盖以下方面：

• 备份操作、计划和保留管理

◦ 使用基于存储的Snapshot副本进行SAP HANA数据备份

◦ 使用基于存储的Snapshot副本进行非数据卷备份(例如、/ha/shared)

◦ 使用基于文件的备份检查数据库块完整性

◦ 复制到异地备份或灾难恢复位置

• 维护 SAP HANA 备份目录

◦ HANA数据备份(Snapshot和基于文件)

◦ 用于HANA日志备份

• 还原和恢复操作

◦ 自动还原和恢复

◦ SAP HANA (MDC)系统的单租户还原操作

数据库数据文件备份由 SnapCenter 与适用于 SAP HANA 的插件一起执行。此插件将触发SAP HANA数据库备
份保存点、以便在主存储系统上创建的Snapshot副本基于SAP HANA数据库的一致映像。

通过SnapCenter 、可以使用SnapVault 或SnapMirror功能将一致的数据库映像复制到异地备份或灾难恢复位
置。通常，为主备份和异地备份存储上的备份定义不同的保留策略。SnapCenter 处理主存储上的保留，而
ONTAP 处理异地备份存储上的保留。

为了能够对所有SAP HANA相关资源进行完整备份、SnapCenter 您还可以使用SAP HANA插件和基于存储
的Snapshot副本来备份所有非数据卷。您可以独立于数据库数据备份计划非数据卷，以启用单个保留和保护策
略。

SAP 建议将基于存储的 Snapshot 备份与每周基于文件的备份相结合，以执行块完整性检查。您可以从
SnapCenter 中执行块完整性检查。根据您配置的保留策略、SnapCenter 负责管理主存储、日志文件备份
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和SAP HANA备份目录中的数据文件备份管理。

SnapCenter 负责主存储上的保留、而FSX for ONTAP 负责管理二级备份保留。

下图显示了SnapCenter 备份和保留管理操作的概述。

在对 SAP HANA 数据库执行基于存储的 Snapshot 备份时， SnapCenter 将执行以下任务：

1. 创建SAP HANA备份保存点、以便在持久性层上创建一致的映像。

2. 为数据卷创建基于存储的Snapshot副本。

3. 在SAP HANA备份目录中注册基于存储的Snapshot备份。

4. 释放SAP HANA备份保存点。

5. 对数据卷执行SnapVault 或SnapMirror更新(如果已配置)。

6. 根据定义的保留策略删除主存储上的存储Snapshot副本。

7. 如果备份不再位于主备份存储或异地备份存储中、则删除SAP HANA备份目录条目。

8. 无论何时根据保留策略删除备份或手动删除备份、SnapCenter 都将删除早于最旧数据备份的所有日志备
份。日志备份会在文件系统和 SAP HANA 备份目录中删除。

本文档的范围

本文档描述了在 FSx for ONTAP上具有单个租户的 SAP HANA MDC 单主机系统最常见的SnapCenter配置选
项。对于特定的 SAP HANA 系统，例如多主机系统，还可能存在其他配置选项，并且在某些情况下，这些选项
是必需的。有关其他配置选项的详细说明，请参阅 "SnapCenter 概念和最佳实践(netapp.com)"。

在本文档中、我们使用Amazon Web Services (AWS)控制台和适用于ONTAP 的FSX命令行界面在存储层上执行
所需的配置步骤。您也可以使用NetApp Cloud Manager管理适用于ONTAP 的FSX、但本文档不会讨论此问题。
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有关使用适用于ONTAP 的NetApp Cloud Manager for FSX的信息、请参见 "了解适用于ONTAP 的Amazon FSx

(netapp.com)"。

数据保护策略

下图显示了基于适用于ONTAP 的FSX的SAP HANA的典型备份架构。HANA系统位于AWS可用性区域1中、并
在同一可用性区域中使用适用于ONTAP 文件系统的FSX。对HANA数据库的数据和共享卷执行Snapshot备份操
作。除了保留3-5天的本地Snapshot备份之外、还会将备份复制到异地存储以供长期保留。异地备份存储是位于
不同AWS可用性区域的第二个ONTAP 文件系统FSX。HANA数据和共享卷的备份通过SnapVault 复制到第二
个FSX for ONTAP 文件系统、并保留2-3周。

在配置SnapCenter 之前、必须根据各种SAP系统的RTO和RPO要求定义数据保护策略。

一种常见方法是定义系统类型，例如生产，开发，测试或沙盒系统。所有系统类型相同的 SAP 系统通常具有相
同的数据保护参数。

必须定义以下参数：

• Snapshot 备份应多久执行一次？

• Snapshot 副本备份应在主存储系统上保留多长时间？

• 应多久执行一次块完整性检查？

• 是否应将主备份复制到异地备份站点？

• 备份应保留在异地备份存储上多长时间？

下表显示了以下系统类型的数据保护参数示例：生产、开发和测试。对于生产系统，已定义了高备份频率，并且
备份每天复制到异地备份站点一次。测试系统的要求较低，并且不会复制备份。

Parameters 生产系统 开发系统 测试系统

备份频率 每 6 小时 每 6 小时 每 6 小时

主保留 3 天 3 天 3 天

块完整性检查 每周一次 每周一次 否
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Parameters 生产系统 开发系统 测试系统

复制到异地备份站点 每天一次 每天一次 否

异地备份保留 2 周 2 周 不适用

下表显示了必须为数据保护参数配置的策略。

Parameters 策略LocalSnap 策略LocalSnapAndSnap

Vault

策略块集成检查

备份类型 基于 Snapshot 基于 Snapshot 基于文件

计划频率 每小时 每天 每周

主保留 计数 = 12 计数 = 3 计数 = 1

SnapVault 复制 否 是的。 不适用

生产，开发和测试系统可使用策略 LocalSnapshot 来涵盖本地 Snapshot 备份，保留两天。

在资源保护配置中，系统类型的计划定义有所不同：

• 生产：每4小时计划一次。

• 开发：每4小时计划一次。

• 测试：计划每4小时执行一次。

生产和开发系统可使用策略 LocalSnapAndSnapVault 来执行每日复制到异地备份存储的操作。

在资源保护配置中，计划是为生产和开发定义的：

• 生产：每天计划。

• 开发：每天计划。策略`BlockIntegrityCheck`用于生产和开发系统、以使用基于文件的备份完成每周块完整
性检查。

在资源保护配置中，计划是为生产和开发定义的：

• 生产：每周计划一次。

• 开发：每周计划一次。

对于使用异地备份策略的每个SAP HANA数据库、您必须在存储层上配置一个保护关系。此保护关系定义了要复
制的卷以及在异地备份存储上保留备份的情况。

在以下示例中、对于每个生产和开发系统、异地备份存储的保留期限定义为两周。

在此示例中、SAP HANA数据库资源和非数据卷资源的保护策略和保留期限没有区别。

示例实验室设置

以下实验室设置用作本文档其余部分的配置示例。

HANA系统PFX：
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• 具有单个租户的单主机MDC系统

• HANA 2.0 sps 6修订版60

• 适用于SAP 15SP3的SLES

SnapCenter ：

• 版本4.6

• HANA和Linux插件部署在HANA数据库主机上

适用于ONTAP 文件系统的FSX：

• 两个FSX、用于具有单个Storage Virtual Machine (SVM)的ONTAP 文件系统

• 位于不同AWS可用性区域中的每个ONTAP 系统FSX

• 已将HANA数据卷复制到第二个FSX for ONTAP 文件系统

SnapCenter 配置

您必须对基本SnapCenter 配置和HANA资源保护执行本节中的步骤。

概述配置步骤

您必须对基本SnapCenter 配置和HANA资源保护执行以下步骤。以下各章将详细介绍每个步骤。

1. 配置SAP HANA备份用户和hdbuserstore密钥。用于使用hdbsql.客户端访问HANA数据库。

2. 在SnapCenter 中配置存储。用于从SnapCenter 访问适用于ONTAP SVM的FSX的凭据

3. 配置插件部署的凭据。用于在HANA数据库主机上自动部署和安装所需的SnapCenter 插件。

4. 将HANA主机添加到SnapCenter。部署和安装所需的SnapCenter 插件。
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5. 配置策略。定义备份操作类型(Snapshot、文件)、保留以及可选的Snapshot备份复制。

6. 配置HANA资源保护。提供hdbuserstore密钥并将策略和计划附加到HANA资源。

SAP HANA 备份用户和 hdbuserstore 配置

NetApp 建议在 HANA 数据库中配置一个专用数据库用户，以便使用 SnapCenter 运行备份操作。在第二步中，
为此备份用户配置了 SAP HANA 用户存储密钥，并在配置 SnapCenter SAP HANA 插件时使用此用户存储密
钥。

下图显示了可用于创建备份用户的SAP HANA Studio

所需权限随HANA 2.0 SPS5版本一起更改：备份管理员、目录读取、数据库备份管理员和数据库恢复操作员。
对于早期版本，备份管理员和目录读取已足够。

对于SAP HANA MDC系统、您必须在系统数据库中创建用户、因为系统和租户数据库的所有备份命令均使用系
统数据库执行。

以下命令用于使用`<sid>adm` user的用户存储配置：

hdbuserstore set <key> <host>:<port> <database user> <password>

SnapCenter 使用 ` <sid>adm` 用户与 HANA 数据库进行通信。因此、您必须在数据库主机上使用`sid>adm`用
户来配置用户存储密钥。通常， SAP HANA hdbsql 客户端软件会与数据库服务器安装一起安装。否则、必须先
安装hdbclient。
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在SAP HANA MDC设置中、端口`3<instanceNo>13`是用于通过SQL访问系统数据库的标准端口、必须
在hdbuserstore配置中使用。

对于 SAP HANA 多主机设置，您必须为所有主机配置用户存储密钥。SnapCenter 会尝试使用提供的每个密钥
连接到数据库、因此可以独立于将SAP HANA服务故障转移到其他主机运行。在我们的实验室设置中、我们为系
统PFX的用户`pfxadm`配置了用户存储密钥、PFX是一个具有单个租户的主机HANA MDC系统。

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore set PFXKEY hana-1:30013

SNAPCENTER <password>

Operation succeed.

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore list

DATA FILE       : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.DAT

KEY FILE        : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.KEY

ACTIVE RECORDS  : 7

DELETED RECORDS : 0

KEY PFXKEY

  ENV : hana-1:30013

  USER: SNAPCENTER

KEY PFXSAPDBCTRL

  ENV : hana-1:30013

  USER: SAPDBCTRL

Operation succeed.

您可以使用`hdbsql`命令检查对使用密钥的HANA系统数据库的访问权限。

pfxadm@hana-1:/usr/sap/PFX/home> hdbsql -U PFXKEY

Welcome to the SAP HANA Database interactive terminal.

Type:  \h for help with commands

       \q to quit

hdbsql SYSTEMDB=>

配置存储

按照以下步骤在SnapCenter 中配置存储。

1. 在SnapCenter UI中、选择存储系统。
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您可以选择存储系统类型、可以是ONTAP SVM或ONTAP 集群。在以下示例中、选择了SVM管理。

2. 要添加存储系统并提供所需的主机名和凭据、请单击新建。

SVM用户不需要是vsadmin用户、如下图所示。通常，在 SVM 上配置用户并为其分配执行备份和还原操作
所需的权限。有关所需权限的信息、请参见 "《 SnapCenter 安装指南》" 在标题为 " 所需的最小 ONTAP 权
限 " 一节中。

3. 要配置存储平台、请单击更多选项。

4. 选择全闪存FAS 作为存储系统、以确保SnapCenter 可以使用作为适用于ONTAP 的FSX一部分的许可证。
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SVM `sAPCP-HANA—SVM`现在已在SnapCenter 中配置。

为插件部署创建凭据

要使SnapCenter 能够在HANA主机上部署所需插件、您必须配置用户凭据。

1. 转到 " 设置 " ，选择 " 凭据 " ，然后单击 " 新建 " 。

2. 在实验室设置中、我们在用于插件部署的HANA主机上配置了一个新用户`SnapCenter`。您必须启用sudo

prvileges、如下图所示。
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hana-1:/etc/sudoers.d # cat /etc/sudoers.d/90-cloud-init-users

# Created by cloud-init v. 20.2-8.48.1 on Mon, 14 Feb 2022 10:36:40 +0000

# User rules for ec2-user

ec2-user ALL=(ALL) NOPASSWD:ALL

# User rules for snapcenter user

snapcenter ALL=(ALL) NOPASSWD:ALL

hana-1:/etc/sudoers.d #

添加SAP HANA主机

添加SAP HANA主机时、SnapCenter 会在数据库主机上部署所需的插件并执行自动发现操作。

SAP HANA 插件需要 Java 64 位版本 1.8 。在将主机添加到SnapCenter 之前、必须在主机上安装Java。

hana-1:/etc/ssh # java -version

openjdk version "1.8.0_312"

OpenJDK Runtime Environment (IcedTea 3.21.0) (build 1.8.0_312-b07 suse-

3.61.3-x86_64)

OpenJDK 64-Bit Server VM (build 25.312-b07, mixed mode)

hana-1:/etc/ssh #

SnapCenter 支持OpenJDK或Oracle Java。

15



要添加SAP HANA主机、请执行以下步骤：

1. 在主机选项卡中，单击添加。

2. 提供主机信息并选择要安装的 SAP HANA 插件。单击提交。

3. 确认指纹。

HANA和Linux插件的安装会自动启动。安装完成后、主机的状态列将显示配置VMware插件。SnapCenter

会检测 SAP HANA 插件是否安装在虚拟化环境中。这可能是VMware环境、也可能是公有 云提供商的环
境。在这种情况下、SnapCenter 会显示一条警告来配置虚拟机管理程序。

您可以使用以下步骤删除此警告消息。
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a. 从设置选项卡中，选择全局设置。

b. 对于虚拟机管理程序设置，请为所有主机选择虚拟机具有 iSCSI 直连磁盘或 NFS 并更新设置。

此时、屏幕将显示状态为"running"的Linux插件和HANA插件。

配置策略

策略通常独立于资源进行配置、可供多个SAP HANA数据库使用。

典型的最低配置包含以下策略：

• 无复制的每小时备份策略：LocalSnap。

• 使用基于文件的备份执行每周块完整性检查的策略：BlockIntegrityCheck。

以下各节将介绍这些策略的配置。

Snapshot备份策略

请按照以下步骤配置Snapshot备份策略。

1. 转到 " 设置 ">" 策略 " ，然后单击 " 新建 " 。

2. 输入策略名称和问题描述。单击下一步。
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3. 选择基于 Snapshot 的备份类型，并选择每小时作为计划频率。

计划本身稍后会配置HANA资源保护配置。

4. 配置按需备份的保留设置。

5. 配置复制选项。在这种情况下，不会选择 SnapVault 或 SnapMirror 更新。
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此时将配置新策略。

用于块完整性检查的策略

按照以下步骤配置块完整性检查策略。

1. 转到 " 设置 ">" 策略 " ，然后单击 " 新建 " 。

2. 输入策略名称和问题描述。单击下一步。
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3. 将备份类型设置为基于文件，并将计划频率设置为每周。计划本身稍后会配置HANA资源保护配置。

4. 配置按需备份的保留设置。

5. 在摘要页面上，单击完成。
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配置和保护HANA资源

安装此插件后， HANA 资源的自动发现过程将自动启动。在资源屏幕中，将创建一个新资源，该资源将标记为
已锁定，并带有红色挂锁图标。要配置和保护新的HANA资源、请执行以下步骤：

1. 选择并单击资源以继续配置。

您也可以通过单击刷新资源在资源屏幕中手动触发自动发现过程。

2. 提供 HANA 数据库的用户存储密钥。
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第二级自动发现过程从发现租户数据和存储占用空间信息开始。

3. 在资源选项卡中、双击资源以配置资源保护。

4. 为 Snapshot 副本配置自定义名称格式。

NetApp 建议使用自定义 Snapshot 副本名称来轻松确定使用哪个策略和计划类型创建了哪些备份。通过在
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Snapshot 副本名称中添加计划类型，您可以区分计划备份和按需备份。按需备份的 schedule name 字

符串为空，而计划备份包括字符串 hourly ， Daily ， 或 Weekly 。

5. 无需在 " 应用程序设置 " 页面上进行任何特定设置。单击下一步。

6. 选择要添加到资源中的策略。

7. 定义块完整性检查策略的计划。

在此示例中、此值设置为每周一次。
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8. 定义本地Snapshot策略的计划。

在此示例中、此值设置为每6小时一次。
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9. 提供有关电子邮件通知的信息。
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HANA资源配置现已完成、您可以执行备份。

SnapCenter 备份操作

您可以创建按需Snapshot备份和按需块完整性检查操作。

创建按需Snapshot备份

按照以下步骤创建按需Snapshot备份。

1. 在资源视图中、选择资源并双击相应行以切换到拓扑视图。

"资源拓扑"视图概述了使用SnapCenter 创建的所有可用备份。此视图的顶部区域显示了备份拓扑、其中显示
了主存储(本地副本)上的备份、如果可用、还显示了异地备份存储(存储副本)上的备份。

2. 在顶部行中，选择立即备份图标以启动按需备份。
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3. 从下拉列表中、选择备份策略`LocalSnap`、然后单击备份以启动按需备份。
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拓扑视图底部的活动区域将显示前五个作业的日志。

4. 单击活动区域中作业的活动行时，将显示作业详细信息。您可以单击查看日志来打开详细的作业日志
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备份完成后，拓扑视图中将显示一个新条目。备份名称遵循与一节中定义的Snapshot名称相同的命名约定""

配置和保护HANA资源"。"
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您必须关闭并重新打开拓扑视图才能查看更新后的备份列表。

在 SAP HANA 备份目录中， SnapCenter 备份名称存储为 Comment 字段以及 外部备份 ID （ EBID ）
。下图显示了系统数据库和租户数据库PFX。
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在适用于ONTAP 的FSX文件系统上、您可以通过连接到SVM的控制台来列出Snapshot备份。

sapcc-hana-svm::> snapshot show -volume PFX_data_mnt00001

---Blocks---

Vserver  Volume   Snapshot                                  Size Total%

Used%

-------- -------- ------------------------------------- -------- ------

-----

sapcc-hana-svm

         PFX_data_mnt00001

                  SnapCenter_hana-1_LocalSnap_Hourly_02-22-

2022_12.08.54.4516

                                                         126.6MB     0%

2%

sapcc-hana-svm::>

创建按需块完整性检查操作

通过选择策略BlockIntegrityCheck、可以按与Snapshot备份作业相同的方式执行按需块完整性检查操作。使用此
策略计划备份时， SnapCenter 会为系统和租户数据库创建标准 SAP HANA 文件备份。
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SnapCenter 显示块完整性检查的方式与基于 Snapshot 副本的备份不同。而是在摘要卡中显示基于文件的备份
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数以及上一个备份的状态。

SAP HANA 备份目录会显示系统数据库和租户数据库的条目。下图显示了系统和租户数据库的备份目录中
的SnapCenter 块完整性检查。
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成功的块完整性检查可创建标准 SAP HANA 数据备份文件。SnapCenter 使用已为HANA数据库配置的备份路径
执行基于文件的数据备份操作。
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hana-1:~ # ls -al /backup/data/*

/backup/data/DB_PFX:

total 7665384

drwxr-xr-- 2 pfxadm sapsys       4096 Feb 22 12:56 .

drwxr-xr-x 4 pfxadm sapsys       4096 Feb 21 15:02 ..

-rw-r----- 1 pfxadm sapsys     155648 Feb 21 15:02

COMPLETE_DATA_BACKUP_databackup_0_1

-rw-r----- 1 pfxadm sapsys   83894272 Feb 21 15:02

COMPLETE_DATA_BACKUP_databackup_2_1

-rw-r----- 1 pfxadm sapsys 3825213440 Feb 21 15:02

COMPLETE_DATA_BACKUP_databackup_3_1

-rw-r----- 1 pfxadm sapsys     155648 Feb 22 12:55

SnapCenter_SnapCenter_hana-1_BlockIntegrityCheck_Weekly_02-22-

2022_12.55.18.7966_databackup_0_1

-rw-r----- 1 pfxadm sapsys   83894272 Feb 22 12:55

SnapCenter_SnapCenter_hana-1_BlockIntegrityCheck_Weekly_02-22-

2022_12.55.18.7966_databackup_2_1

-rw-r----- 1 pfxadm sapsys 3825213440 Feb 22 12:56

SnapCenter_SnapCenter_hana-1_BlockIntegrityCheck_Weekly_02-22-

2022_12.55.18.7966_databackup_3_1

/backup/data/SYSTEMDB:

total 7500880

drwxr-xr-- 2 pfxadm sapsys       4096 Feb 22 12:55 .

drwxr-xr-x 4 pfxadm sapsys       4096 Feb 21 15:02 ..

-rw-r----- 1 pfxadm sapsys     159744 Feb 21 15:01

COMPLETE_DATA_BACKUP_databackup_0_1

-rw-r----- 1 pfxadm sapsys 3825213440 Feb 21 15:02

COMPLETE_DATA_BACKUP_databackup_1_1

-rw-r----- 1 pfxadm sapsys     159744 Feb 22 12:55

SnapCenter_SnapCenter_hana-1_BlockIntegrityCheck_Weekly_02-22-

2022_12.55.18.7966_databackup_0_1

-rw-r----- 1 pfxadm sapsys 3825213440 Feb 22 12:55

SnapCenter_SnapCenter_hana-1_BlockIntegrityCheck_Weekly_02-22-

2022_12.55.18.7966_databackup_1_1

hana-1:~ #

备份非数据卷

非数据卷的备份是SnapCenter 和SAP HANA插件的集成部分。

保护数据库数据卷足以将SAP HANA数据库还原和恢复到给定时间点、前提是数据库安装资源和所需日志仍然可
用。

要从必须还原其他非数据文件的情况中恢复， NetApp 建议为非数据卷开发一个额外的备份策略，以增加 SAP

HANA 数据库备份的容量。根据您的特定要求，非数据卷的备份可能会因计划频率和保留设置而异，您应考虑非
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数据文件的更改频率。例如， HANA 卷 ` ha/shared` 包含可执行文件，但也包含 SAP HANA 跟踪文件。虽然
可执行文件仅在升级 SAP HANA 数据库时发生更改，但 SAP HANA 跟踪文件可能需要更高的备份频率，以支
持分析 SAP HANA 的问题情况。

通过 SnapCenter 非数据卷备份，可以在几秒钟内创建所有相关卷的 Snapshot 副本，并且空间效率与 SAP

HANA 数据库备份相同。不同之处在于，不需要与 SAP HANA 数据库进行 SQL 通信。

配置非数据卷资源

按照以下步骤配置非数据卷资源：

1. 从资源选项卡中、选择非数据卷、然后单击添加SAP HANA数据库。

2. 在添加SAP HANA数据库对话框的第1步中的资源类型列表中、选择非数据卷。指定要用于资源的资源以及
关联SID和SAP HANA插件主机的名称、然后单击下一步。
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3. 将 SVM 和存储卷添加为存储占用空间，然后单击下一步。
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4. 要保存设置、请在摘要步骤中单击完成。
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此时、新的非数据卷将添加到SnapCenter 中。双击新资源以执行资源保护。

资源保护与以前使用HANA数据库资源时所述的方式相同。

5. 现在、您可以单击立即备份来执行备份。
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6. 选择策略并启动备份操作。

SnapCenter 作业日志显示了各个工作流步骤。
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此时、新备份将显示在非数据卷资源的资源视图中。
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还原和恢复

借助SnapCenter 、具有单个租户的HANA单主机MDC系统支持自动还原和恢复操作。对于具有多个租户的多主
机系统或MDC系统、SnapCenter 仅执行还原操作、您必须手动执行恢复。

您可以通过以下步骤执行自动还原和恢复操作：

1. 选择要用于还原操作的备份。

2. 选择还原类型。选择 Complete Restore with Volume Revert 或 without Volume Revert 。

3. 从以下选项中选择恢复类型：

◦ 到最新状态

◦ 时间点

◦ 特定数据备份

◦ 无法恢复

选定恢复类型用于恢复系统和租户数据库。

接下来， SnapCenter 将执行以下操作：

1. 它会停止 HANA 数据库。

2. 它会还原数据库。根据选定的还原类型、将执行不同的操作。

◦ 如果选择了卷还原、则SnapCenter 将卸载此卷、并在存储层使用基于卷的SnapRestore 还原此卷、然
后挂载此卷。

◦ 如果未选择卷还原、则SnapCenter 将通过在存储层上执行单个文件SnapRestore 操作来还原所有文
件。

3. 它将恢复数据库：

a. 通过恢复系统数据库

b. 恢复租户数据库

c. 启动HANA数据库

如果选择"无恢复"、则SnapCenter 将退出、您必须手动对系统和租户数据库执行还原操作。

要执行手动还原操作、请执行以下步骤：
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1. 在 SnapCenter 中选择要用于还原操作的备份。

2. 选择还原范围和类型。

HANA MDC 单租户系统的标准方案是使用完整资源并进行卷回滚。对于具有多个租户的 HANA MDC 系统
，您可能只想恢复单个租户。有关单租户恢复的更多信息，请参阅 "还原和恢复(netapp.com)"。
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3. 选择恢复范围并提供日志备份和目录备份的位置。

SnapCenter 使用 HANA global.ini 文件中的默认路径或更改后的路径来预填充日志和目录备份位置。
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4. 输入可选的还原前命令。
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5. 输入可选的还原后命令。
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6. 要启动还原和恢复操作、请单击完成。
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SnapCenter 执行还原和恢复操作。此示例显示了还原和恢复作业的作业详细信息。
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使用SnapVault 进行备份复制

概述—使用SnapVault 备份复制

在我们的实验室设置中、我们会在第二个AWS可用性区域中使用第二个FSX for ONTAP 文
件系统来展示HANA数据卷的备份复制。

如第章所述""数据保护策略""，复制目标必须是另一可用性区域中的第二个FSx for ONTAP文件系统，才能防止
主FSx for ONTAP文件系统发生故障。此外、应将HANA共享卷复制到二级FSX for ONTAP 文件系统。

配置步骤概述

必须在适用于ONTAP 的FSX层上执行几个配置步骤。您可以使用NetApp Cloud Manager或FSX for ONTAP 命
令行执行此操作。

1. 适用于ONTAP 文件系统的对等FSX。必须为适用于ONTAP 文件系统的FSX建立对等关系、才能在彼此之间
进行复制。

2. 对等SVM。SVM必须建立对等关系、才能在彼此之间进行复制。

3. 创建目标卷。在目标SVM上创建卷、卷类型为`DP`。要用作复制目标卷、必须键入`DP`。

4. 创建SnapMirror策略。此选项用于创建类型为`vault`的复制策略。

a. 向策略添加规则。此规则包含SnapMirror标签以及二级站点备份的保留。您必须稍后在SnapCenter 策略
中配置相同的SnapMirror标签、以便SnapCenter 在包含此标签的源卷上创建Snapshot备份。

5. 创建SnapMirror关系。定义源卷和目标卷之间的复制关系并附加策略。

6. 初始化SnapMirror。此时将开始初始复制、在此复制中、完整的源数据将传输到目标卷。

卷复制配置完成后、您必须按如下所示在SnapCenter 中配置备份复制：

1. 将目标SVM添加到SnapCenter。
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2. 为Snapshot备份和SnapVault 复制创建新的SnapCenter 策略。

3. 将此策略添加到HANA资源保护中。

4. 现在、您可以使用新策略执行备份。

以下各章将更详细地介绍各个步骤。

在ONTAP 文件系统的FSX上配置复制关系

有关SnapMirror配置选项的追加信息 、请参见ONTAP 文档、网址为 "SnapMirror复制工作
流(netapp.com)"。

• ONTAP 文件系统的源FSx：FSxId00fa9e3c784b6abbb

• 源SVM：sAPCC—HANA—SVM

• ONTAP 文件系统的目标FSX：FSxId05f7f00af49dc7a3e

• 目标SVM：sAPCP-backup-target-zone5

适用于ONTAP 文件系统的对等FSX

FsxId00fa9e3c784b6abbb::> network interface show -role intercluster

            Logical    Status     Network            Current       Current

Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ ------------- -------

----

FsxId00fa9e3c784b6abbb

            inter_1      up/up    10.1.1.57/24

FsxId00fa9e3c784b6abbb-01

                                                                   e0e

true

            inter_2      up/up    10.1.2.7/24

FsxId00fa9e3c784b6abbb-02

                                                                   e0e

true

2 entries were displayed.
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FsxId05f7f00af49dc7a3e::> network interface show -role intercluster

            Logical    Status     Network            Current       Current

Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ ------------- -------

----

FsxId05f7f00af49dc7a3e

            inter_1      up/up    10.1.2.144/24

FsxId05f7f00af49dc7a3e-01

                                                                   e0e

true

            inter_2      up/up    10.1.2.69/24

FsxId05f7f00af49dc7a3e-02

                                                                   e0e

true

2 entries were displayed.

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

`peer-addrs`是目标集群的集群IP。
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FsxId00fa9e3c784b6abbb::>  cluster peer create -address-family ipv4 -peer

-addrs  10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a

        phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa9e3c784b6abbb::>

FsxId00fa9e3c784b6abbb::> cluster peer show

Peer Cluster Name         Cluster Serial Number Availability

Authentication

------------------------- --------------------- --------------

--------------

FsxId05f7f00af49dc7a3e    1-80-000011           Available      ok

对等SVM

FsxId05f7f00af49dc7a3e::> vserver peer create -vserver sapcc-backup-

target-zone5 -peer-vserver sapcc-hana-svm -peer-cluster

FsxId00fa9e3c784b6abbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa9e3c784b6abbb::> vserver peer accept -vserver sapcc-hana-svm

-peer-vserver sapcc-backup-target-zone5

Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7f00af49dc7a3e::> vserver peer show

            Peer        Peer                           Peering

Remote

Vserver     Vserver     State        Peer Cluster      Applications

Vserver

----------- ----------- ------------ ----------------- --------------

---------

sapcc-backup-target-zone5

            peer-source-cluster

                        peered       FsxId00fa9e3c784b6abbb

                                                       snapmirror

sapcc-hana-svm
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创建目标卷

您必须创建类型为`DP`的目标卷、以将其标记为复制目标。

FsxId05f7f00af49dc7a3e::> volume create -vserver sapcc-backup-target-zone5

-volume PFX_data_mnt00001 -aggregate aggr1 -size 100GB -state online

-policy default -type DP -autosize-mode grow_shrink -snapshot-policy none

-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

创建 SnapMirror 策略

SnapMirror策略和添加的规则用于定义保留和SnapMirror标签、以确定应复制的快照。稍后创建SnapCenter 策
略时、必须使用相同的标签。

FsxId05f7f00af49dc7a3e::> snapmirror policy create -policy snapcenter-

policy -tries 8 -transfer-priority normal -ignore-atime false -restart

always -type vault -vserver sapcc-backup-target-zone5

FsxId05f7f00af49dc7a3e::> snapmirror policy add-rule -vserver sapcc-

backup-target-zone5  -policy snapcenter-policy -snapmirror-label

snapcenter -keep 14

FsxId00fa9e3c784b6abbb::> snapmirror policy showVserver Policy

Policy Number         Transfer

Name    Name               Type   Of Rules Tries Priority Comment

------- ------------------ ------ -------- ----- -------- ----------

FsxId00fa9e3c784b6abbb

        snapcenter-policy  vault         1     8  normal  -

  SnapMirror Label: snapcenter                         Keep:      14

                                                 Total Keep:      14

创建SnapMirror关系

现在、源卷和目标卷之间的关系已定义、XDP类型以及我们先前创建的策略也已定义。

55



FsxId05f7f00af49dc7a3e::> snapmirror create -source-path sapcc-hana-

svm:PFX_data_mnt00001 -destination-path sapcc-backup-target-

zone5:PFX_data_mnt00001 -vserver sapcc-backup-target-zone5 -throttle

unlimited -identity-preserve false -type XDP -policy snapcenter-policy

Operation succeeded: snapmirror create for the relationship with

destination "sapcc-backup-target-zone5:PFX_data_mnt00001".

初始化SnapMirror

使用此命令将开始初始复制。这是从源卷到目标卷的所有数据的完整传输。

FsxId05f7f00af49dc7a3e::> snapmirror initialize -destination-path sapcc-

backup-target-zone5:PFX_data_mnt00001 -source-path sapcc-hana-

svm:PFX_data_mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-

target-zone5:PFX_data_mnt00001".

您可以使用`snapmirror show`命令检查复制的状态。

FsxId05f7f00af49dc7a3e::> snapmirror show

 

Progress

Source            Destination Mirror  Relationship   Total

Last

Path        Type  Path        State   Status         Progress  Healthy

Updated

----------- ---- ------------ ------- -------------- --------- -------

--------

sapcc-hana-svm:PFX_data_mnt00001

            XDP  sapcc-backup-target-zone5:PFX_data_mnt00001

                              Uninitialized

                                      Transferring   1009MB    true

02/24 12:34:28

56



FsxId05f7f00af49dc7a3e::> snapmirror show

 

Progress

Source            Destination Mirror  Relationship   Total

Last

Path        Type  Path        State   Status         Progress  Healthy

Updated

----------- ---- ------------ ------- -------------- --------- -------

--------

sapcc-hana-svm:PFX_data_mnt00001

            XDP  sapcc-backup-target-zone5:PFX_data_mnt00001

                              Snapmirrored

                                      Idle           -         true    -

将备份SVM添加到SnapCenter

要将备份SVM添加到SnapCenter 、请执行以下步骤：

1. 在SnapCenter 中配置SnapVault 目标卷所在的SVM。

2. 在更多选项窗口中、选择全闪存FAS 作为平台、然后选择二级。
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SVM现在可在SnapCenter 中使用。

为备份复制创建新的SnapCenter 策略

您必须按如下所示配置备份复制策略：

1. 请为此策略提供一个名称。

2. 选择Snapshot备份和计划频率。每天通常用于备份复制。
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3. 选择Snapshot备份的保留。

这是在主存储上创建的每日Snapshot备份的保留期限。先前已在SnapVault 目标上使用add rule命令
在ONTAP 级别配置二级备份的保留。请参见《在适用于ONTAP 文件系统的FSX上配置复制关系》(xref)。

4. 选择Update SnapVault 字段并提供自定义标签。

此标签必须与ONTAP 级别的`add rule`命令中提供的SnapMirror标签匹配。
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此时将配置新的SnapCenter 策略。

将策略添加到资源保护中

您必须将新策略添加到HANA资源保护配置中、如下图所示。
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我们在设置中定义了每日计划。

使用复制创建备份

创建备份的方式与创建本地Snapshot副本的方式相同。

要使用复制创建备份、请选择包含备份复制的策略、然后单击备份。

在SnapCenter 作业日志中、您可以看到二级更新步骤、该步骤将启动SnapVault 更新操作。将更改的块从源卷
复制到目标卷。
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在适用于ONTAP 的FSX文件系统上、使用SnapCenter 策略中配置的SnapMirror标签`SnapCenter`在源卷上创
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建Snapshot。

FsxId00fa9e3c784b6abbb::> snapshot show -vserver sapcc-hana-svm -volume

PFX_data_mnt00001 -fields snapmirror-label

vserver        volume            snapshot

snapmirror-label

-------------- -----------------

-----------------------------------------------------------

----------------

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_03-31-

2022_13.10.26.5482 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_03-31-

2022_14.00.05.2023 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_04-05-

2022_08.00.06.3380 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_04-05-

2022_14.00.01.6482 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_04-14-

2022_20.00.05.0316 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_04-28-

2022_08.00.06.3629 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-1_LocalSnap_Hourly_04-28-

2022_14.00.01.7275 -

sapcc-hana-svm PFX_data_mnt00001 SnapCenter_hana-

1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

 

snapcenter

8 entries were displayed.

在目标卷上、将创建一个同名Snapshot副本。

FsxId05f7f00af49dc7a3e::> snapshot show -vserver sapcc-backup-target-zone5

-volume PFX_data_mnt00001 -fields snapmirror-label

vserver                   volume            snapshot

snapmirror-label

------------------------- -----------------

----------------------------------------------------------------------

----------------

sapcc-backup-target-zone5 PFX_data_mnt00001 SnapCenter_hana-

1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853 snapcenter

FsxId05f7f00af49dc7a3e::>

新的Snapshot备份也会列在HANA备份目录中。
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在SnapCenter 中、您可以通过单击拓扑视图中的存储副本来列出复制的备份。

从二级存储还原和恢复

要从二级存储还原和恢复、请执行以下步骤：

要检索二级存储上所有备份的列表、请在SnapCenter 拓扑视图中单击存储副本、然后选择一个备份并单击还
原。

还原对话框将显示二级位置。
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进一步的还原和恢复步骤与先前在主存储上对Snapshot备份所述的步骤相同。

从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

• 适用于NetApp ONTAP 的FSx用户指南—什么是适用于NetApp ONTAP 的Amazon FSx？

https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

• SnapCenter 资源页面
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"https://www.netapp.com/us/documentation/snapcenter-software.aspx"

• SnapCenter 软件文档

"https://docs.netapp.com/us-en/snapcenter/index.html"

• TR-4667：使用SnapCenter 自动执行SAP HANA系统复制和克隆操作

"利用 SnapCenter 自动执行 SAP HANA 系统复制和克隆操作"

• TR-4719：SAP HANA系统复制—使用SnapCenter 进行备份和恢复

"使用SnapCenter进行备份和恢复"

版本历史记录

version Date 文档版本历史记录

版本 1.0 2022年5月 初始版本。
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