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gos policy-group create -policy-group <policy-name> -vserver <vserver
name> -max-throughput 1000MB/s -is-shared false

HNATFSVMABENLUN, UFRAIETRT MR REEAN A TFSVMFRIFEIALUN:

lun modify -vserver <vserver name> -path * -gos-policy-group <policy-

name>

HEWNEISVMBITILRE. 8 1SVMIIQoSERAZIMMNMAE,. IWFHLUN. PILAEREN FALILERRE

lun create -vserver <vserver name> -path /vol/<volume name>/<lun name>

-size <size> -ostype <e.g. linux> -gos-policy-group <policy-name>
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= I NetApp ONTAP System Manager | a400-sapcc
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Dashboard

Insights
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Overview

Ethernet ports
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Events & jobs v
Protection ™
Hosts ~
Cluster v

Cluster

Default

Network interfaces

Name

Q

Iif_hana_345

1if_hana_965

Iif_hana_205

lif_hana_314

lif_hana_908

1if_hana_726

lif_hana_521

lif_hana_946

Broadcast domains
Cluster

Storage VMs
BlueXPDR_SVM1 ,C30-HANA , TCP-NVME ,abhi-a400 ,

hana-A400 infra-svm svm-dietmare-misc test rdma

Broadcast domains
Default ,NFS NFS2 ,rdma vlan-data .vlan-log

Subnets

| staus | storagevm | tpspace
| | @ hana-ado0 | Q
hana-A400

hana-A400

hana-A400

hana-A400

hana-A400

hana-A400

hana-A400
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hana-A400

Broadcast domains

Cluster
Default
NFS

NFS2

| Address

:39:ea:2e:f9:41

20:0c:d0:39:ea:2e:f9:41

20:0d:d0:39:ea:2e:f9:41

20:0ex

:f9:41

20:0f:d0:39:ea:2e:f9:41

20:10:d0:39:ea:2e:f9:41

20:11:d0:39:ea:2e:f9:41

20:12:d0:39:ea:2¢:f9:41

9000 MTU

1500 MTU

9000 MTU

9000 MTU

| current node
| « | @
a400-sapcc-01
a400-sapcc-01
a400-sapcc-01
a400-sapcc-01
a400-sapcc-02
a400-sapcc-02
a400-sapcc-02

400-sapcc-02

( Q Search actions, objects, and pages

)@ ¢ O

IPspace: Cluster
a400-sapcc-01 e3a e3b
a400-sapcc-02 e3a e3b

IPspace: Default
a400-sapcc-01 e0M
a400-sapcc-02 e0M

IPspace: Default
a400-sapcc-01 ala

a400-sapcc-02 ala

IPspace: Default

| current port | Portset

| a

Learn more [

| a | @
FC 0
FC 0
FC 0
FC 0
FC 0
FC 0
FC 0
FC 0

7EfEF ONTAP 9 System Manager % SVM Hijg], rILLUERFREXEIYIE FCP Ix0, FBNE MR

D@JE_/I\ LIF o
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Dashboard
Insights
Storage A Add storage VM ®

Overview

Storage VM name
Volumes
hana
LUNs

NVMe namespaces

Consistency groups

Access protocol

Shares
SMB/CIFS, NFS iSCSI @ FC NVMe

Qtrees — =N

i Enable FC

Storage VMs

Configure FC.
Foars onfigure pars@

Network ~ Nades 1a b Ic d
woscor H E E E
Events & jobs ~

Protection ~ il sapor02 !

Hosts >

Cluster e

Storage VM administration

D Enable maximum capacity limit
The maximum capacity that 2l valumes in this storage VM can allocate. Learn More [

Manage administrator account

User name

Confirm password

Add a network interface for storage VM management.

Node

| 3400-sapce-01 ~ ‘

IP address Subret mask

| 10.10.10.10 ‘ | 255.255.255.0

E Cance!

BThigi4H

AUAE MRS BHEEHIR LUN BW—ARARS2RECE igroup - igroup BLBEEERSBMNSIERIKOZFR (
Worldwide Port Name , WWPN )

fEF sanlun TH, BT T LEREE SAP HANA E4189 WWPN



stlrx300s8-6:~ # sanlun fcp show adapter
/sbin/udevadm

/sbin/udevadm
host0 ...... WWPN:2100000el1lel163700
hostl ...... WWPN:2100000elel63701

C) 1% “sanlun’ TEENetApp Host UtilitiesBy—3F 3. HMELEIEFNSAP HANAENL L, BXiF4H
EE. BEUET ENLE, "

AILAEFONTAPE B e ST E IR BRiZF Ao

lun igroup create -igroup <igroup name> -protocol fcp -ostype linux
-initiator <list of initiators> -vserver <SVM name>

BANEM

AR,
ETNEBF I SAP HANA EFENRFHY NetApp IFERAECE

SAP HANA 2 EH R 4H%H LUN ECE

TEERTHEMNEEN SAP HANA RENERE. 81 SAP HANA 2AANHIEEN HEE= R HEIFAENE
fEITHI28, 90, % "SID1_data_mnt00001 7EiZHIZSA_EACE. % "SID1_log_mnt00001 1E3xHI2EB LECE, 7
,éﬁ\%q:\ EEE_/I\LUNO

(D 9N3R SAP HANA ZGHNUERS AN (HA) XHRB— M EFEIEHEE, WEIESEMBEEERALL
FREER— M2 Lo
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SID1 SID2 SID3 SID4
HANA

Compute
Nodes

Controller

Storage
HA-pair {

D2 _log_mnt0000

LUN; SID2_jog_mnt00001

D1 _data mnt0000

slD4_log mntGOO0 SID3_data_mnt0000

SID3_share SID1_share
LUN: SID3_share LUN: SID_share

#FE SAP HANA F41, 22 5% HANA 5§ Shared' BRE— MRS, — N ESEN— 1%, FRERT
—MEFIMA SAP HANA & i R HEE R,

D2 data mntDO00
LUN: 5ID2_ data_mnt0000

SI01_log_mnt00001

D3 log mnt0000 D4 _data mntQ000

sID4 share

SID2 share

LUN: 5ID2_share

BrY THIZE A MRS 1 ITHI28 A EMRE 2 528 B LIRS 1 55128 B EHRE 2
R4 SID1 BUEUE, HUES: HEE: - BHES:
HEMEZSE SID1_data_mnt0000 sid1_shared SID1_LOG_mnt0000
1 1

R4 SID2 BEE, - HES: BIES: HEE:
HEMHEZSE SID2_LOG_mnt0000 SID2_data_mnt0000 sid2_shared

1 1
A4 SID3 KR, HES: HIES: HES: -
HEMEZS sID3_shared SID3_data_mnt0000 SID3_LOG_mnt0000

1 1
R4 SID4 B¥E, HBE5: - HEE: BRSS!
HEMEZSE SID4_LOG_mnt0000 SID4_shared SID4_data_mnt0000

1 1
TRETRTEENRGHNEHREERM,

LUN HANA 41 EBEHE S AE
SID1_data_mnt00001 /ha/data/SID1/mnt00001 B Jetc/fstab B R
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LUN HANA 41 EBEH S FE

SID1_LOG_mnt00001 /ha/log/SID1/mnt00001 BfEH Jetc/fstab ZBiEE
SID1_shared /has/shared/SID1 BE{EF /etc/fstab £ BiEE

WRBEFRAREE, A2 SID1adm BIAZERA " Musrsap/SID1" BRI FAMRE b, ERA
()  ETFHENSHORERERET, NetApp BIVIE ST shared HHA * /usrsaplsidl BT
SIE—MIOME LUN , WUEFRE 1 Rgeab i F Rtz b L.

{8 Linux LVM JJ SAP HANA B RAEE S LUN

Linux LVM T FRREMREF AR LUN X/REl. LVM BHFPBARE LUN NFHETERENR SRR
&, PRETRTEMEHR LUN BIRA,

()  REUEEAAGS LUN B LVM RFER SAP HANAKPI, (B3I

B8y ThHER A ENRE 1 2HI28 A ERIRE 2 154288 B LIRS 1 25128 B LHRS 2

BEF LVM RSN #UES: H=EE: Data2 %: AESE:
#iE, BEMHESE SID1_data_mnt0000 SID1_shared log2 % SID1_data2_mnt000 SID1_LOG_mnt0000
1 : 01 1
SID1_log2_mnt0000
1

REBFMARE, AP SID1adm FRIAEB R /usr/sap/SID1" BRAIFAMMER E, EXRE
ETHENEFNREMREIZER, NetApp FINTE SID1 shared HH A * lusr/sap/sid1” BR
BIE—NEIMY LUN , LUERRE XH RS E L TR REME L

BIE

HATERTF SAP HANA BIFRE & L WWIEH IR E FRPFIHAVEIEDL

Action ONTAP 9.
A B %) Snapshot BZs vol modify — vserver <vserver-name> -volume

<volname> -snapshot-policy none

M Snapshot B R A 0% vol modify -vserver <vserver-name> -volume
<volname> -snapdir-access false

B LUN , 35 LUN ISR S o4

&R LA fEFENetApp ONTAPR S IR QI BT MEEFLUN. FHIFE RS IRSS 23 8YigroufIONTAPE 2 1T5 o
TEENAmTITRENRZ.

5 CLI B LUN , E71§ LUN BREYE] igroup

EKTHRERTEA ONTAP 9 d5917/9 SAP HANA EXEH A% (SID FC5, £ LVM BE1 LVM S4EBEHD
LUN) ECERRAIGRE:

1. QIZFE LB/,
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vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
-encrypt false -space-guarantee none

2. BII3#FFE LUN,

lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class

regular

3. BT FC5 1Y sythe ENAIFAH I 8B B 5hERLH,

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—-initiator 10000090fadcc5fa,10000090fadcc5fb -vserver hana

4. }FRB LUN BRI BRI B hZF 4,



lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5

op

EM

aEM
ATTAF R SAP HANA ZEHRSRY NetApp FERFEE

N

W

SAP HANA ZEHA%RIEF LUN 28

TEIERT 4+1 ZEH] SAP HANA 2ERERE. 51 SAP HANA EHINEEEM B EE =L HEFRENE
figiahlgs, flgn, EEHI2EA EBRBE T4 SID data mnt00001 , 7EiEHIEE B LERE T %
*SID_log_mnt00001" & MEEECE T — LUN

Fr & HANA ENEBABETSIGIR] * /HANA/ =" %, FILrILUER NFS SHIlkE, BMETF ° /ha/shared” X
HRZEEETENIMRE KPI , NetApp BIVER 10 Gb LIAMIEE,

@ 9N3R SAP HANA ZZHNfER HA Whpy—MEAEEHI2E, NBUEN B SES R UEFHEER—MF
fifehlas Eo

14



Node 1 Node 2 Node 3 Node 4

HANA
Compute
Nodes

NFS access for
/hanal/shared

FCPaccess for
data and log

Storage
Controller
HA-pair

sID_data mnt0000

SID_log mnt00002

D _data mnt00003

SID_data_mnt0000 SID_data_mnt00004

SID_log_mnt00004 SlD_log_mntDO001 SID_leg mntQ0003

XFED SAP HANA £H, RAZBE— M EHIEEN—1THAES. - HANA RFERIPRE EANERER /hana / £
E %, TEETRT 4+1 ZEH] SAP HANA RFERVECE o

SID_share

kY THIZR A LIRS 1 THIR A LIRS 2 w683 B EHNRE1 1528 B LHRE 2
TR 1 HSEENE #iES: - HES: -

E5 sid_data_mnt00001 sid_log_mnt00001

TR 2 NEEENE BES: - HIES: -

5 sid_log_mnt00002 sid_data_mnt00002

TR 3MEIRENE - HIES: - BHES:

5 sid_data_mnt00003 sid_log_mnt00003
TR 4 EIREENE - HES: - BRSS!

5 sid_log_mnt00004 sid_data_mnt00004

FREENNHELE H=H: sid_shared — - -

TRERTEBIUNER SAP HANA ENHZ ENRAVECEMNER =,

LUN 3% SAP HANA 4 EREEH = AR

LUN : SID_data_mnt00001 /ha/data/sid/mnt00001 EREEEESER
LUN : sid_log_mnt00001 /ha/log/sid/mnt00001 EREMEEESES
LUN : SID_data_mnt00002 /ha/data/sid/mnt00002 ERFMEEESRER
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LUN 5% SAP HANA E#1 EmEH S AR

LUN : sid_log_mnt00002 /ha/log/sid/mnt00002 BREEEESSER

LUN : SID_data_mnt00003 /ha/data/sid/mnt00003 EREEEESER

LUN : sid_log_mnt00003 /ha/log/sid/mnt00003 FREMEEESSES

LUN : SID_data_mnt00004 /ha/data/sid/mnt00004 ERFMEEESRER

LUN : sid_log_mnt00004 /ha/log/sid/mnt00004 EREMEEESRER

#%: sid_shared /ha/shared/SID /8 NFS 1 /etc/fstab X EEH T
FREEH L

IRIEFMABLE. /usr/sap/SID FEAF sIDadmEMAE B RHERAUTFE N aaNATFA B ZS

(D MR, ERARTHENEFNREMEIRED. NetrppBINEERN */usr/sap/SID'X
HRAASIMIEONFER SID shared. UESNMIREFZVNAEXGRAHBUTHRE
fi ko

{6 Linux LVM 73 SAP HANA Z I HZAECE S LUN

Linux LVM B] BT RS MEEHARR LUN A/NREl, LVM HAPHRE LUN MIZEHEERRNR SR ERIES
25, FTRERT 2+1 SAP HANA ZEWNARLKEHRENELHR D LUN BIRHG,

() REXEERE LM AS S LUN RIH SAP HANAKPI, {BRRIGKHF,

B8 EHZE A LIRS 1 THIRR A RS 2 5128 B LRSS 1 £5I128 B LHNRS 2
TR 1 NEESNE #ES: log2 &: HES: Data2 &:

Fotes sid_data_mnt00001 sid_log2_mnt00001 sid_log_mnt00001 sid_data2_mnt00001
TE 2 WEESEE log2 &: HiES: Data2 % HEE:

& sid_log2_mnt00002 sid_data_mnt00002 sid_data2 mnt00002 sid _log_mnt00002

FRrEENNHEESE HZEE: sid_shared — - -

HIET

WIIEAT SAP HANA BUFFE & LIIEHIRE T RATIHAEIET,

Action ONTAP 9.
2 BE5) Snapshot B2~ vol modify — vserver <vserver-name> -volume

<volname> -snapshot-policy none

2 Snapshot BRI % vol modify -vserver <vserver-name> -volume
<volname> -snapdir-access false

82 LUN , #5755 LUN BB S ohiesA

&R LA fEFENetApp ONTAPR S B IR QI BT MEEFLUN. FHIFE RS IRSS 28 8YigroufIONTAPE 21T 5 o
TIEENATITRENR .
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f£F8 CLI 8 LUN , EH LUN B5IZl igroup

EKBERT—MEAGSITH ONTAP 9 BURfIECE , ZECEIERT 2+1 SAP HANA Z2EHR4%, HF SID A
FC5, A LVM , 81 LVM HHEBM LUN .

1. QIRFFAE L EIE.

vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00002 -aggregate aggr2 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data mnt00002 -aggregate aggr2 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 dataz mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00002 -aggregate aggr2 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 dataz mnt00002 -aggregate aggr2 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space—-guarantee none

2. BIPRE LUN .
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data mnt00002/FC5 data mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00002/FC5 log mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class

regular

3. NET &L FC5 BIFTB IRSS 28 % igroup

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—-initiator 10000090fadcc5fa,10000090fadcc5fDb,
10000090fadcc5cl,10000090fadecc5ce2, 10000090fadcc5¢c3,10000090fadcc5c4

-vserver hana

4. J§FE LUN BRESEIYZZAT igroup o

18



lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data mnt00002/FC5 data mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log mnt00002/FC5 log mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -igroup HANA-FC5

SAP HANA 7Zi&&E#2s API

RERBHRERBIENS ENIMES FBEFEEZSR. EZEVIRETR, SAP HANAF]
RMESAIAMEINEE, LUE SAP HANA SRR A LIRS RIE R EN. EXMIBRT
, BRAENRHRFAERBEENR LUN . FiEERBATHE—XRER—TBIEEE
M EEHIEEFED X

7EXF NetApp TZfiEHI SAP HANA ZEHECES, £/ SAP IREMIREFEEZSS. ( SAP HANA FC 77f#
EiZEIEEm) {EARMIEIRE] "SAP JEFE 1900823",

FHKE

FISBE TN ZAET, KM TE NetApp SAN Host Utilities "NetApp 235" i mAZ2EE1E
HANA BR3528 £, Host Utility SXASIR 7B XIBIE(FE BRI FCP HBA M L&Y H fth3R
HHEE,

XHEEEEEXBETEIE Linux IR ZREREENEE. X487 SLES 15 #1 Red Hat Enterprise
Linux 7.6 SLEShRASFAEMEE D B, S0AFFIA " ( Linux Host Utilities 7.1 ZZEFNEEIERE) "

FCEZRIT
() 7%t SAP HANA SEHRE RIS HENEHINE B INARTSE 1 36,

BEEZREI, BRI TTE:

1. EE RS2 LIB1T Linux rescan-scsi-bus.sh -a saSLARINHETEY LUN

2. 51T sanlun lun show SRS HIIEFAENERN LUN 2FAI. UTRHERT M FEERMEEE LUN
FFENEE LUN B 2+1 234 HANA RSEHY sanlun lun show 85¥MiH. MHIEETR LUN FFENAYIE
XM, %0 LUN ss3_data mnt00001 FIIEENH * /devisdag » &1 LUN #H/\FMNENEITFEE
HI28H9 FC B2,

sapcc-hana-tst:~ # sanlun lun show
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controller (7mode/E-Series) /

host

vserver (cDOT/FlashRay)

adapter

protocol

lun

size

lun-pathname
product

svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host20
svml
host20
svml
host20
svml
host20

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

HEE

FCP

FCP

HEE

FCP

FCP

FCP

FCP

FCP

FCP

500g

500g

500g

1t

1t

1t

1t

500g

500g

5009

500g

1t

1t

1t

1t

5009

500g

500g

500g

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 dataZ mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 dataz2 mnt00001
cDOT

FC5 data mnt00001
cDOT

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 dataZ2 mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 dataz mnt00001
cDOT

FC5 data mnt00001
cDOT

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

device

filename

/dev/sdbb

/dev/sdba

/dev/sdaz

/dev/sday

/dev/sdax

/dev/sdaw

/dev/sdav

/dev/sdau

/dev/sdat

/dev/sdas

/dev/sdar

/dev/sdag

/dev/sdap

/dev/sdao

/dev/sdan

/dev/sdam

/dev/sdal

/dev/sdak

/dev/sdaj

/dev/sdai



svml FC5 data2 mnt00002 /dev/sdah

host20 HEE 1t cDOT

svml FC5 data mnt00002 /dev/sdag
host20 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdaf
host20 FCE 1t cDOT

svml FC5 data mnt00001 /dev/sdae
host20 HEE 1t cDOT

svml FC5 log2 mnt00002 /dev/sdad
host20 FCP 500g cDOT

svml FC5 log mnt00002 /dev/sdac
host20 FCP 5009 cDOT

svml FC5 log2 mnt00001 /dev/sdab
host20 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sdaa
host20 FCP 500g cDOT

svml FC5 data2 mnt00002 /dev/sdz
host20 FCE 1t cDOT

svml FC5 data mnt00002 /dev/sdy
host20 HEE 1t cDOT

svml FC5 data2 mnt00001 /dev/sdx
host20 FCP 1t cDOT

svml FC5 data mnt00001 /dev/sdw
host20 HEE 1t cDOT

3. 1517 “multipath -r' 1 “multipath -II' 85 L IREVE & XHF R L ERITRET (WWID)o

()  mEwmmS, 584 LUN,

sapcc-hana-tst:~ # multipath -r
sapcc-hana-tst:~ # multipath -11
3600a098038314e63492b59326b4b786d dm-7 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:2 sdaf 65:240 active ready running
|- 20:0:5:2 sdx 65:112 active ready running
|- 21:0:4:2 sdav 66:240 active ready running
"— 21:0:6:2 sdan 66:112 active ready running
3600a098038314e63492b59326b4b786e dm-9 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:4 sdah 66:16 active ready running
|- 20:0:5:4 sdz 65:144 active ready running
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|- 21:0:4:4 sdax 67:16 active ready running

"— 21:0:6:4 sdap 66:144 active ready running
3600a098038314e63492b59326b4b786f dm-11 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:6 sdaj 66:48 active ready running

|- 20:0:5:6 sdab 65:176 active ready running

|- 21:0:4:6 sdaz 67:48 active ready running

- 21:0:6:6 sdar 66:176 active ready running
3600a098038314e63492b59326b4b7870 dm-13 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
3600a098038314e63532459326d495a64 dm-6 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1 sdae 65:224 active ready running

|- 20:0:5:1 sdw 65:96 active ready running

|- 21:0:4:1 sdau 66:224 active ready running

- 21:0:6:1 sdam 66:96 active ready running
3600a098038314e63532459326d495a65 dm-8 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:3 sdag 66:0 active ready running

|- 20:0:5:3 sdy 65:128 active ready running

|- 21:0:4:3 sdaw 67:0 active ready running

"= 21:0:6:3 sdao 66:128 active ready running
3600a098038314e63532459326d495a66 dm-10 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdaqgq 66:160 active ready running
3600a098038314e63532459326d495a67 dm-12 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw

"—+- policy='service-time 0' prio=50 status=active



|- 20:
|- 20:
|- 21:
- 21

0:4:7 sdak
0:5:7 sdac
0:4:7 sdba
0:6:7 sdas

06:

65

67:

66

64
:192
64
:192

active
active
active

active

ready
ready
ready
ready

4. Ymi8 " Jetc/multipath.conf SXEEFZRMM WWID 512,

®

REEERT  /etc/multipath.conf XHEFHRZE, HFEIE 2+1 ZENREFKEHFED LUN B9
3ZE—:

running
running
running

running

BB, WREERAM multipath.conf X4, MATLUSEITU TS
-T > /etc/multipath.confo

multipath
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sapcc-hana-tst:/ # cat /etc/multipath.conf
multipaths {
multipath {

24

wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

1

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid

alias

3600a098038314e63492b59326b4b786d
svml-FC5 dataz mnt00001

3600a098038314e63492b59326b4b786e
svml-FC5 data2 mnt00002

3600a098038314e63532459326d495a64
svml-FC5 data mnt00001

3600a098038314e63532459326d495a65
svml-FC5 data mnt00002

3600a098038314e63492b59326b4b786f
svml-FC5 log2 mnt00001

3600a098038314e63492b59326b4b7870
svml-FC5 log2 mnt00002

3600a098038314e63532459326d495a66
svml-FC5 log mnt00001

3600a098038314e63532459326d495a67
svml-FC5 log mnt00002

IZ1T multipath -r S EFNEILEIRET,

IE1T multipath -11 8ARFIHFAA LUN , BIBURSESHHIEARE, URIERE.,

®

TRkt ERT BERNESIENM TN EE LUN /Y 2+1 ZE4] HANA 24595,

sapcc-hana-tst:~ # multipath -11



hsvml-FC5 data2 mnt00001

NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='1l

alua' wp=rw

"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:2
|- 20:0:5:2
|- 21:0:4:2
- 21:0:6:2

svml-FC5 data2 mnt00002

sdaf 65:240 active
sdx 65:112 active
sdav 66:240 active
sdan 66:112 active

NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'

|- 20:0:4:4
|- 20:0:5:4
|- 21:0:4:4
- 21:0:6:4

svml-FC5 data mnt00001 (3600a098038314e63532459326d495a64)

sdah 66:16 active
sdz 65:144 active
sdax 67:16 active
sdap 66:144 active

NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50°'

alua' wp=rw

"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1
|- 20:0:5:1
|- 21:0:4:1
- 21:0:6:1

svml-FC5 data mnt00002 (3600a098038314e63532459326d495a65)

sdae 65:224 active
sdw 65:96 active
sdau 66:224 active
sdam 66:96 active

NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50°'

alua' wp=rw

"—+- policy='service-time 0'

|- 20:0:4:3
|- 20:0:5:3
|- 21:0:4:3
- 21:0:6:3

svml-FC5 logZ mnt00001 (3600a098038314e63492b59326b4b786f)

sdag 66:0 active
sdy 65:128 active
sdaw 67:0 active
sdao 66:128 active

NETAPP, LUN C-Mode

size=500G features='3 queue if no path pg init retries 50°'

alua' wp=rw

"—+- policy='service-time 0'

|- 20:0:4:06
|- 20:0:5:6
|- 21:0:4:06
- 21:0:6:0

svml-FC5 log2 mnt00002 (3600a098038314e63492b59326b4b7870)

sdaj 66:48 active
sdab 65:176 active
sdaz 67:48 active
sdar 66:176 active

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

running
running
running

running

(3600a098038314e63492b59326b4b786¢)

prio=50 status=active

running
running
running

running

running
running
running

running

prio=50 status=active

running
running
running

running

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786d) dm-7

dm-9

dm-6

hwhandler="1

dm-8

hwhandler="1

dm-11

hwhandler="1

dm-13
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NETAPP, LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
svml-FC5 log mnt00001 (3600a098038314e€63532459326d495a66) dm-10
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running
|- 21:0:4:5 sday 67:32 active ready running
- 21:0:6:5 sdag 66:160 active ready running

svml-FC5 log mnt00002 (3600a098038314e€63532459326d495a67) dm-12
NETAPP, LUN C-Mode
si1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running

|- 21:0:4:7 sdba 67:64 active ready running

- 21:0:6:7 sdas 66:192 active ready running
BFHigE

BEHISE
KENEBER Linux LVM 1§ E SAP HANA EEH],

SAP HANA 2 #5487 LUN B2E&
7£ SAP HANA EW1 £, FECIEMEHEALAMPBIESE, WTFRHAT.

Z48% ILUN SAP HANA EA1 RSN AR

LV: FC5_data_mnt0000-vol /hana/#{#&/FC51/mnt00001 BEFEH /etc/fstab ZEIEEH
LV: FC5_log_mnt00001-vol /ha/log/FC5/mnt00001 BEfEA letc/fstab £ BEH
LUN: FC5 #t= /has/shared/FC5 EfEM /etc/fstab & BHiEH
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BIFTAECE, /usr/sap/FC5 72 FC5adm MZMAE B RME R FAMEE F, £ETF
()  mEOESIRAEERED, NetAppiINfE FC5_shared BE Jusrisap/FCs B, LUEFT
B RO T R R0

Bl LVM HAMZiEE
1. ¥$FRE LUN #1181k AYiES,

pvcreate /dev/mapper/hana-FC5 data mnt00001
pvcreate /dev/mapper/hana-FC5 data2 mnt00001
pvcreate /dev/mapper/hana-FC5 log mnt00001
pvcreate /dev/mapper/hana-FC5 log2 mnt00001

2. AN EIEN BTN X EIEEA,

vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001

vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001

3. NEMHIEN RSN KEIBR—MBIEE, FANFHEANNETENEAEMERHMN LUN B8 (FEibRfidhR 2

™), BIEFE KRN 256k , BEFRHKRIS 64k . SAP 123‘2%’@4\%?H—A1§5H%0

lvcreate --extents 100%FREE -1 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -i 2 -I 64k --name vol FC5 log mnt00001

4. PEFTAEMEN LAvEE, SHANEA,

modprobe dm mod
pvscan
vgscan

lvscan

() mmxemoRgsE, WREEHED,

BEHZPEE, YIAEEES. ENEE, BBITUTH?

vgchange -a vy
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B RS
TEFMESIEN B EZEE UK hana £ LUN L8 XFS X4 RSFR,

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/svml-FC5 shared

BIEEHR
IZFTENERRBR, HEHREEENLISENR:

mkdir -p /hana/data/FC5/mnt00001
mkdir -p /hana/log/FC5/mnt00001
mkdir -p /hana/shared

chmod -R 777 /hana/log/FC5

chmod -R 777 /hana/data/FC5
chmod 777 /hana/shared

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

S~ N N N
S o W o % %

sapcc-hana-tst:

HEHXMHRR
FERUTARNERFBHRIEERXH RS fetc/fstab EEE X, BAIFRXHRFHFINE Jetc/fstab ELEX 1

# cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/FC5 log mnt00001-vol /hana/log/FC5/mnt00001 xfs
relatime, inode6d4d 0 O

/dev/mapper/FC5 data mnt00001-vol /hana/data/FC5/mnt00001 xfs
relatime, inode64 0 0

() 278 relatime M inode6s HEATEHHMIBN AL LUN B XFS AR
BHEXHRS, BETUTHS: mount -a FEEMN LHITHS,
ZENIGE
SENGE
ZRELL 2+1 SAP HANA Z XN ALK E AHIFITHER,

SAP HANA ZEH A48 LUN BcE

£ SAP HANA £ L, FEQIZMEHESAMEES, W FERFAT.
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#iEE (V) &E

LV:
LV:
LV:
LV:
5!

FC5_data_mnt00001-vol
FC5_log_mnt00001-vol
FC5 data_mnt00002-vol
FC5_log_mnt00002-vol
FC5_shared

SAP HANA E# EREE =
/ha/data/FC5/mnt00001

/ha/log/FC5/mnt00001
/ha/data/FC5/mnt00002
/ha/log/FC5/mnt00002

/has/ =

P

EREMEEESEER
EREFEERSEEH
fERFEERSEER
EREMEEESER

5/ NFS # /etc/fstab & BEH T
FrEEN L

B FRARECE, “/usr/sap/FC5 1ZfERF FC5adm MIZMAE B R B R TSN HANA EHHZ
LR F, EETHEBHNEFIREMEIRER, NetAppiEiff FC5_shared HE X
‘Jusr/sap/FC5 XRS5, UBEES N IBETNEPREE LHBEEMBENNXHGRS,

B LVM HAMZBIES

1. XFrE LUN #15a1iE5,

2. A M EEN BTN XEIEEA,

pvcreate /dev/mapper/hana-FC5 data mnt00001
pvcreate /dev/mapper/hana-FC5 data2 mnt00001
pvcreate /dev/mapper/hana-FC5 data mnt00002
pvcreate /dev/mapper/hana-FC5 data2 mnt00002

pvcreate /dev/mapper/hana-FC5 log mnt00001

pvcreate /dev/mapper/hana-FC5 log2 mnt00001

pvcreate /dev/mapper/hana-FC5 log mnt00002

pvcreate /dev/mapper/hana-FC5 log2 mnt00002

vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
vgcreate FC5 data mnt00002 /dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
vgcreate FC5 log mnt00002 /dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

3 A MHIEN RSO KEIBR—MZEE, FANFHEANNETENEAEMER LUN B8 (FERFIhR 2
SHRMANA 64k o SAP XZFFB M EH-—TEES,

™, BEFEA/NN N 256k, H
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lvcreate --extents

lvcreate --extents
lvcreate —--extents
lvcreate --extents

100%FREE -1i
100%FREE -1
100%FREE -1
100%FREE -i

-I 256k --name vol FC5 data mnt00001
-I 256k --name vol FC5 data mnt00002
64k --name vol FC5 log mnt00002
-I 64k --name vol FC5 log mnt00001

NN NN
|
H

4. PREFMEEMEN EHYIEE, HANSH,

modprobe dm mod

pvscan
vgscan

lvscan

() mmxes

BEHPES, UINEZES, B

vgchange -a y

IR RS

LAREEE, WFE

B BB

BRES, BEITUTSS

EFrEHIEN B EZEE LR XFS XHRSE,

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 data mnt00002-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00002-vol

BIEEHR

BIEFIRAVERRBR, HEMBIEENNEREN LIRENR:

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
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. -

mkdir
mkdir
mkdir
mkdir
mkdir
chmod
chmod

/hana/data/FC5/mnt00001
/hana/log/FC5/mnt00001
/hana/data/FC5/mnt00002
/hana/log/FC5/mnt00002
/hana/shared

777 /hana/log/FC5

777 /hana/data/FC5

chmod 777 /hana/shared



HEHXM RS

B Jhana/shared XER AT R A BEIINER letc/fstab EEE X, 7N /hana/shared X{&ZR 4%
‘letc/fstab BN ENBVECE X o

sapcc-hana-tst:/ # cat /etc/fstab
<storage-ip>:/hana shared /hana/shared nfs rw,vers=3,hard, timeo=600,
intr, noatime, nolock 0 O

()  FEMENESXE RGBT SAP HANA S SEE.

BEHYXMHRS, BETUTHL: mount -a AEEENLHITHD

SAP HANA 89 1/0 #i%ECE

M SAP HANA 1.0 SPS10 88, SAP S5INT—ELSEERIFE /0 1T AHF IR A
FEARFRMEIRE,

NetApp #1T 7 1EEEMIRN LA SGERE, TRIIH T MIEEMIR PR REE,

S &
max_parlated_io_requests. 128.
S5 TR &
FLENRER FiE
FLENREZIR 280

31F SAP HANA 1.0 - SPS12 , AILUITEREE SAP HANA $EEHRIEIG BIXLESE, W SAP TBRFFmR
"2267798 —fF A hdbparam TEZiEHAEIAZE SAP HANA EU3EE"

;E, WelUTEREE SAP HANA #3EER{EA hdbparam framework & B XLESEK,

SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.max parallel io requests=128
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDB00> hdbparam —--paramset
fileio.async write submit active=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO00> hdbparam --paramset
fileio.async_read submit=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.async write submit blocks=all

M SAP HANA 2.0 %4, hdbparam EFHH, HESHE®RE global.ini X, AILUER SQL A< SAP
HANA Studio GBS, BEFMEE, BB SAP I 2399070 — 77 HANA 2 S35 T hdbparam’s
WA LATE global. ini XHHIEEXLESE,
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SS3adm@stlrx300s8-6:/usr/sap/SS3/SY¥YS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on

async_write submit active = on
max parallel io requests = 128
async_write submit blocks = all

FtF SAP HANA 2.0 SPS5 MEEArZA, ErJLIEMA "setParameter.py "sflZsi& & _EIRSEL,

fcbadm@sapcc-hana-tst-03:/usr/sap/FC5/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async_write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async write submit blocks=all

SAP HANA Fi{fZe3
THEZE SAP HANA L RAIER,

EREFNRG LR
SAP HANA B ZRETREN R TN RAMETHAER,

EZENRG LRE
@ AT RERIESBET SAP HANA 1.0 SPS12 BB AR,

FEREZHI, BEEIE— global.ini X, LUEELEIEDER SAP FifiEiEss, ELEIREF,
SAP FEEEBRSETEEN EEHFENXH RS, global.ini XHATA T MFAE ENIFRII G R
Zdh, fFla0, ° /ha/shared/SID" X{EE& Sk,

TELZENRS LRE SAP HANA R 25, HAGERUATHE:

1. B LUTFEEE LUN F1BE LUN BOEEEREIRINE] global . ini X :
° relatime Ml inode6d BFEIEMBEXHERS:
2. FINEUESXFMBES XA WWID . WWID %75 ° /etc/multipath.conf X44FHEC BRI LD,
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UTRHERT 2+1 ZENIRETH, ERFRFEFIRTG (SID) 4 SS3,

stlrx300s8-6:~ # cat /hana/shared/global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/SS3
basepath logvolumes = /hana/log/SS3
[storage]

ha provider = hdb ha.fcClient
partition * * prtype = 5

partition * data mountoptions = -o relatime,inode64
partition * log mountoptions = -o relatime, inode64,nobarrier

partition 1 data wwid = hana-SS3 data mnt00001
partition 1 log wwid = hana-SS3 log mnt00001
partition 2 data wwid = hana-SS3 data mnt00002
partition 2 log wwid = hana-SS3 log mnt00002

[system information]

usage = custom
[trace]
ha fcclient = info

stlrx300s8-6:~ #

NREA LVM , NFrENEESEMRAE. UFRAIETRT—1 2+1 ZENIRE, HF SID 7 FC5,

sapcc-hana-tst-03:/hana/shared # cat global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/FC5

basepath logvolumes = /hana/log/FC5

[storage]

ha provider = hdb ha.fcClientLVM
partition * * prtype = 5

partition * data mountOptions = -o relatime,inode64
partition * log mountOptions = -o relatime,inode64

partition 1 data Ilvmname = FC5 data mnt00001-vol
partition 1 log lvmname = FC5 log mnt00001-vol
partition 2 data lvmname = FC5 data mnt00002-vol
partition 2 log 1lvmname = FC5 log mnt00002-vol
sapcc-hana-tst-03:/hana/shared #

fEFASAP hdblem RET A, BEE—NMNLEFN LBITUTHSRBHITRE, FH " addhosts EILR
ME _NITEZ|E (sapcc-hana TST-06) FME&AEM (sapcc-hana TST-07). CLIEIHFESTEHE
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34

BEXHHEME storage cfg 'BR “global.ini(--storage cfg=/hana/shared). 1RIEPAEMR
BIRIERGhRZ, ATREHREILRE phyton 2.7 , REHERE SAP HANA #1EE,

/hdblcm --action=install --addhosts=sapcc-hana-tst
-06:role=worker:storage partition=2,sapcc-hana-tst-07:role=standby

--storage cfg=/hana/shared/

AP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802

RR IR b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db b Ib b b b Ib b b b b b (b b (b b Ib Ib (Ib S (Ib db b b b I Sb Sb b db b Sb Ib Ib (ab I Ib b 4

Scanning software locations...
Detected components:

SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPST7 -
73/DATA UNITS/HDB AFL LINUX X86 64/packages

SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB SERVER LINUX X86 64/server

SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HDB CLIENT LINUX X86 64/SAP_HANA CLIENT/client

SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/SAP_HANA EPM-MDS 10/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPL4 H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-1linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1 (1.015.0)
in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACALMPIUI15 0.zip

XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACFILEPROCO00 102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSAC_HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA



(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACPORTALSERVO7 0.zip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSAC SAP WEB IDE 20/XSACSAPWEBIDE(O7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACSERVICES07 22.zip

SAPUI5 FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV671 52.zip

SAPUI5 FESVY9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
/mnt/sapcc-share/software/SAP/HANA2SPST7 -
73/DATA UNITS/XSA CONTENT 10/XSACUI5SB0O0 4.zip

XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPST-
73/DATA UNITS/XSA CONTENT 10/XSACXSACOCKPITOl 37.zip

SAP HANA Database version '2.00.073.00.1695288802' will be installed.

Select additional components for installation:

Index | Components | Description

1 | all | All components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version 2.3.75.000000

6 | xs | Install SAP HANA XS Advanced Runtime version
1.1.3.230717145654

7 | afl | Install SAP HANA AFL (incl.PAL,BFL,OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS version
2.00.073.0000.1695321500

10 | sap afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0



Enter comma-separated list of the selected indices [3,4]: 2,3

Verify that the installation tool installed all selected components at all
worker and standby hosts.

79 SAP HANA EF N ARG RNNEHMEIEE DX

M SAP HANA 2.0 SPS4 Fia, rIUECEEMEIEE DX, @ LbInEe, ErILA SAP
HANA fHP#URENFIESEEM N REZ LUN , Fri EBRBHE LUN B9/
BEPR I,

() EBEASIHRRIIL SAP HANAKPI . BEBNMHRIBA LUN ATARFHTE KPI

@ ¥ SAP HANA 2N AR A UNHIBEFERMNHE LS NERMMEY LUN , SAP HANA Z RS
FREERY SAP FEEESS (RIS R — Mg &

ERILIFERYARINE Z RS DX, BrRIGEFEEFMEE SAP HANA #UERE,

BEREMBIEE DX
ERAEMMIEESK, ERRUTSE:
1. #£ global.ini XHFFMUTHRE:

[customizable functionalities]
persistence datavolume partition multipath = true

2. EEEIBRELUSALLLIEE. £/ SYSTEMDB ECE T SAP HANA Studio IE#AME global.ini
X4 e] R LEE S B R o

&0 LUN fi &
#H0 LUN BB 5 88— MUES A KM BN TNMEEEN, EMMSIEET LUN fEAN B SEEMHER—

TRELE, MA—THEENFEES—TRa L. TRERTEERMEUEE D XHEY SAP HANA REH RS
HYECE 1o

=HI2E A ENRE 1 EHgE A LHRE 2 1=HI28 B LHIERS 1 1=H2% B LRSS 2

BIES . H=4#%: sid_shared WIES: HEE:
sid_data_mnt00001 sid_data2_mnt00001 sid_log_mnt00001

TRERTEERMUEE N XNEETHNARNEH REE TR,
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LUN HANA A1 LR AR

sid_data_mnt00001 /ha/data/sid/mnt00001 BEfEM /etc/fstab S EIEH
sid_data2_mnt00001 /ha/data2/sid/mnt00001 BEfER /etc/fstab &k BiEH
sid_log_mnt00001 /hallog/sid/mnt00001 Bf# A /etc/fstab £ EIEE
sid_shared /ha/shared/SID BEfEM /etc/fstab S EIEE

fEF ONTAP R EIEERTL ONTAP sp 1T R ECIZEFAVEIE LUN -

ENECE
EREEN, BRAUTSE:

1. FEM LUN BREZERF, W5 0 TIRfiA,
2. 8 F HANA 2ZHIE M0 LUN LRI XFS XH RS,

3. ¥H

stlrx300s8-6:/ # mkfs.xfs /dev/mapper/hana-FC5 data2 mnt00001

X GRFRINE] * fetc/fstab’ BERE X HH,

(D WAER relatime M inode64 HEFHETIELHEIE LUN B9 XFS X &S, HE LUN B
XFS XHRFAXTNER relatime , inode64 Fl nodarrier HEHFHIETHITIER,

stlrx300s8-6:/ # cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/hana-FC5 log mnt00001 /hana/log/FC5/mnt00001 xfs
relatime, inode64 0 0

/dev/mapper/hana-FC5 data mnt00001 /hana/data/FC5/mnt00001 xfs
relatime, inodecd 0 O

/dev/mapper/hana-FC5 data2 mnt00001 /hana/data2/FC5/mnt00001 xfs
relatime, inode6cd4d 0 O

4. glEEHRHERIEEEN LIRENR,

stlrx300s8-6:/ # mkdir -p /hana/data2/FC5/mnt00001
stlrx300s8-6:/ # chmod -R 777 /hana/data2/FC5

3. g?:tﬁjdq:%éjm JBIB1T mount - a B,

ANENSMNVERIEE 7 X
EEHFRIEERIGINIBIBENK, B TSE:
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- WP EIEEHRITIACT SQLIEE. SN LUN A LIEBRERIEZ.

ALTER SYSTEM ALTER DATAVOLUME ADD PARTITION PATH

Cuick Acces] 2| [

File Edit Mavigate Project Run Window Help
S rE R i mer oy
o Systems 53 B-@ii-adbs "2

b2 MH
b3 SH

b (& Secusty
b (B SYSTEMDRESS3 (SYSTEM)

I “$53@S53 - SQL Console 3 30

'/hana/data2/SID/"';

bin(Es

SS3@SS3 (SYSTEM) 105316823300
= sl

GO B®rde.

ALTER SYSTEM ALTER ADD PATH '/hana/dacal/SS3/':

[«

|Statement 'ALTER SYSTEM ALTER DATAVOLUME ADD PARIITION BATH '/nana/daca2/553/°*
‘successfully executed in 10 ms 773 us (server procassing Tima: 5 ms 787 us) - Rows Affected: 0

| idbesap /11083, ..cNumber=0OSYSTEM  Wiitable Smartinert
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HRINFRE © 2025 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESRLBEITFA, ANAEPZIMARIR
PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.

NetApp (REEARFITEMBIE S FHERS M A S PR R E A~ it 1T ECRBIAF) o FRIE NetApp LAFBEATVER
HER, SN NetApp AABREAASHEFR i~ EERRESRX S, ERNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,
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