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Recovery of HANA database w/ or w/o
MANA MANA forward recovery.
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Break and delete the Log

replication relationships.

Log
Backup
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SAP HANA $iEEFR BRI A AN FE BiniRS B LA, BEEAFRAFEE; Att, FHFEEEERR
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vm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDB0l/exe:$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDB0l vm-prl -D -u prladm
limit.descriptors=1048576

HEE HANA B

BT HANA BEESABERIN—ED, REREN LBTEFEE—ITEHAEE. BEELNEE5]R HANA
AGERNFER.

vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/
total 16
drwxrwxrwx root root 4096 Feb 19 16:20 .

root root 22 Feb 18 13:38 ..

prladm sapsys 4096 Feb 22 10:25 hdb00001
prladm sapsys 4096 Feb 22 10:25 hdb00002.00003

prladm sapsys 4096 Feb 22 10:25 hdb00003.00003

drwxr—-xr-x
drwxr—-xr—--

drwxr—-xr—-

N NN W Ol

drwxr—-xr—-—

vm-prl:~ #


https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US
https://help.sap.com/viewer/9f03f1852ce94582af41bb49e0a667a7/103/en-US

HEEEAEENE

MFREZES N HANA BEEREE 7T — T 8HNE, Eit, BREN BB IEE—1EEENE. UIHER
mEN LEREHERRATESENHE.
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EEXH R

TRERTERFREPERNGRAOE, REMEILS FREZFE AT " /etc/fstab’ F,

HANA PR1 & RIEMBiL S ENEMFER BEREN EEHS
RS PR1-data-mnt00001-sm-dest /ha/data/PR1/mnt00001
HEE PR1-shared-sm-dest/shared PR1-  /has/shared /usr/sap/pr1

shared-sm-dest/usr-sap-pr1

PREhHE hanabackup-sm-dest /hanabackup

(D) pREEHIN LR R RS,

VIR 2FREM ° Jetc/fstab” £ Ho

vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,1intr, noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600, rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA ANF Shared Mounts

10.0.2.4:/PRl1-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PRl1-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600,rsize=262144,wsize=262144,nconnect=8,bg,noatime,n
olock 0 O
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Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)

MEZFRITIETRRIRE(E Rltb, &E

BT

TR B AEEDH HANA HES

Break replication peering %

IR PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt Freet eelisston seering

Vaolume

| 2 Search {Ctl+/) | @

:}, Overview
W Activity log
9;\ Access control (IAM)

® Tags

Settings

iI! Properties

ﬂ Locks

Storage service

@ Mount instructions
£ Export policy

1%, Snapshots

[ Replication

r-sap-pool-premium/PR1-data-mnt00071-s
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End point type : Destination Source
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Delete replication X

Delete replication object
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PR1-data-mnt00001 and PR1-data-mnt0001-sm-dest

This will delete the replication object of PR1-data-mnt00001, type
'yes' to proceed
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Ir-sap-pool-premium/PR1-data-mnt0001-sm-dest)
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PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots

Valume

£ Search (Cirl+/) ‘ « + Add snapshot O Refresh

& Overview
‘/D Search snapshots

B Activity log

Name T4 Location Ty Created Ty
fa Access control (JAM) =
(D), azacsnap_2021-02-18T120002-2150721Z Wast Us 02/18/2021, 01:00:05 PM
L J Tags e
(L), azacsnap_2021-02-18T160002-14426912 West US 02/18/2021, 05:00:43 PM
Seitings (T azacsnap_2021-02-18T200002-07586872 West US 02/18/2021, 09:00:05 PM wes
"
Nl properties {4 azacsnap_2021-02-19T000002-0039686Z Wast Us 02/19/2021, 01:00:05 AM
8 Locks (T azacsnap_2021-03-19T040001-87737487 West US 02/19/2021, 05:00:06 AM
Storage service (T azacsnap_2021-02-19T080001-51986532 Wast US 02/19/2021, 09:00:05 AM
© Mount instructions {4 azacsnap 2021-02-19T120002-14953227 West US 02/19/2021, 01:00:06 PM
2l Export policy (T azacsnap_2021-02-19T160002-36986787 West US 02/19/2021, 05:00:05 PM
71 Snapshots (T azacsnap_2021-02-22T120002-31453987 West Us 02/22/2021, 01:00:06 PM
m Replication :(EI snapmirror.bieBed8d-7114-11eb-b147-d03%ea-. Woest US 02/22/2021, 03:32:00 PM LA
_— (T azacsnap_2021-02-22T160002-01446472 Wast US 02/22/2021, 05:00:05 PM
Monitoring
= ) (U azacsnap_2021-02-22T200002-0649581Z Wast US 02/22/2021, 09:00:05 PM
1 Metrics
(L) azacsnap_2021-02-237000002-0311379Z West US 02/23/2021, 01:00:05 4 Ty Restore o pew volume
Automation

) snapmirrerb1eBedsd-7114-11eb-b147-d03%ea.  West US 02/23/2021, 01:10:00 # pes

i = Revert vol
34 Tasks (preview) (& Revert volume

5 Export template [a] Delete

Support + troubleshooting

B Wew support request

Ir-sap-pool-premium/PR1-data-mnt0007-sm-dest) ReVert Volume tO Snapshot X
1 evert volur 11-data- 1-sm-des ZaCs! 2100
7 PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt feetvelime PRi-datamntd00l-sm-dest to znapehor szacenap_2021
“ Volume
O | el 4 ) idar
[ 2 search (ctt+n | « f- Acdsnapshot () Refresh A This actionis imeversiblerand it will Heletesol] thevolumes
= cnapshots that are newer than azacsnap_2021-02-
= Overview 23T000002-0311379Z, Please type 'PR1-data-mnt0001-sm-
¥ ‘ A Search snapshots dest’ to confirm.
E Activity lo
i Name +, Location
Ao Access control (JAM) =
g& azacsnap_ 2021-02-18T120002-2150721Z West Us Are you sure you want to revert ‘PR1-data-mnt0001-sm-dest’ to
‘ Tags o state of ‘azacsnap__2021-02-23T000002-03113792'7
e‘ 2021-02-18T160002- ;
(L) azacsnap_2021-02-18T160002-1442691Z Wast US T
Fetlings (T azacsnap_2021-02-18T200002-0758627Z West US
- 8
1l Properties 1T azacsnap_2021-02-19T000002-0039686Z Wast US
& Locks (D) azacsnap_2021-02-19T040001-8773748Z West US
Storage service 1T azacsnap_2021-02-19T080001-5198653Z Wast US
© Mount instructions (T azacsnap_2021-02-19T120002-1495322Z West US
B txportpolicy (T azacsnap_2021-02-19T160002-3605678Z West Us
1% Srapshots (T azacsnap_2021-02-227120002-3145398Z West US
T Replication 1T snapmirrorblegeasd-7114-11ab-b147-d038es.  Wast Us
o (T azacsnap_2021-02-22T160002-0144647Z West US
Monitoring
. (T azacsnap_2021-02-22T200002-06495817 Wast US
il Metrics
(L) azacsnap_2021-02-23T000002-0311379Z West US
Automation

1T snapmirrorblegeasd-7114-11ab-b147-d038es.  Wast Us

T Tasks (preview)

5 Export template
Support + troubleshooting

2 New support request
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vm-prl:~ # mount -a

Ut 2R T BN X 4 &S

vm-prl:~ # df

Filesystem 1K-blocks Used
Available Use% Mounted on

devtmpfs 8201112 0
8201112 % /dev

tmpfs 12313116 0
12313116 0% /dev/shm

tmpfs 8208744 9096
8199648 % /run

tmpfs 8208744 0
8208744 % /sys/fs/cgroup

/dev/sda4 29866736 2543948
27322788 9% /

/dev/sda3 1038336 79984
958352 8% /boot

/dev/sda?2 524008 1072
522936 1% /boot/efi

/dev/sdbl 32894736 49180
31151556 1% /mnt

10.0.2.4:/PR1-10g-mnt00001-dr 107374182400 6400
107374176000 1% /hana/log/PR1/mnt00001

tmpfs 1641748 0
1641748 % /run/user/0

10.0.2.4:/PR1-shared-sm-dest/hana-shared 107377178368 11317248
107365861120 1% /hana/shared
10.0.2.4:/PR1-shared-sm-dest/usr-sap-PR1 107377178368 11317248
107365861120 1% /usr/sap/PR1

10.0.2.4:/hanabackup-sm-dest 107379678976 35249408
107344429568 1% /hanabackup
10.0.2.4:/PRl1-data-mnt0001-sm-dest 107376511232 6696960
107369814272 1% /hana/data/PR1/mnt00001

vm-prl:~ #



HANA $UEEIRE
TEERT HANA SRS f 512
BohFrER SAP iR,

vim-prl:~ # systemctl start sapinit

T ER T ER#HE

vim-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDBOl/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm

sapadm 23202 1 5 11:29 2 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep —--color=auto sap

UTFR2NDAATEREFNESTEMETEARENTEAMENMETE, AJUERAARRHIEER HANA
PR E R ASFNFE P #3ERER hdbsql. ssLHITIE

2 E|&=HH HANA $UESEDRES
ERUTHLUBAR priadm NEHHITEIRFH&ED savepoint BIRE :
* REEUERE

recoverSys.py —-command "RECOVER DATA USING SNAPSHOT CLEAR LOG”

* HPBUERE

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG

182 AT LAfEA HANA Studio 3% Cockpit FUITRZHITHF #IEENE .,

R e <t R T MERITE .
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prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
—-—command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16
2021)

[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT
CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['—-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58

[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after
42.009 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

P EIEERE

IREARFERFRG LR priadm BFREIEZRAFPEFERR, WAMEBIRRS LEEEHR. ERAPEENIEE
AP AEAHRITIHEF ISR ERIIR,

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PR1IKEY vm-prl:30113
<backup-user> <password>

P REMIEER hdbsql.



prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

HANA $3EEIMEEREIHIERIETT, HE HANA BUEERRERE TIEREFEI TN

EREE I BREMHITEARE
EEMRRGER BEEHT HANA &5 B R

ERFIA AR ASEHITRER, ERUTHSENRR priadm RiT:
© RGHIER

recoverSys.py —--command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00"'" CLEAR LOG USING SNAPSHOT"

* HPBUERE

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

() =EmFraTRaRMTIE, G Ea R SRR,
R ] LAEFA HANA Studio 3% Cockpit AT RAFTEF $IBERNIME.
TSt B T AT R

RYEIEERE



prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

HPEIEERE

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>

10
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AT AEEMNEEREIRILT SAP HANA BUREHITHBEE M IZHIT, RtAEmEi R ERIEFER

—HNABRASENX . RERMNBATEMN XA IR —E, EfEMA hdbbackupcheck TRERMEME IS
RRITERWMEZR, NAREXLEX M,

ﬁﬂ% hdbbackupcheck Iﬁ?ﬁ%?ﬁ%ﬁﬁ lb\%'fﬁﬂj% H» )U'J%fﬁﬂﬂ']ﬁ%ﬁﬂﬂ']ﬁ%ﬂ%%ﬁﬂ'\] Elu\%ﬁ}%o

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1og/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"
successfully checked.

W B NTE P BB ERN R B S & 0 XHRITIRE.
90R hdbbackupcheck TRRGERMASEMHIE, WMMERSMF&EHRIBASENDSE.
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