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vm-prl:~ # cat /usr/sap/sapservices

#!/bin/sh

LD LIBRARY PATH=/usr/sap/PR1/HDB0l/exe:$LD LIBRARY PATH;export
LD LIBRARY PATH;/usr/sap/PR1/HDB0l/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDBOl vm-prl -D -u prladm
limit.descriptors=1048576
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vm-prl:~ # 1ls -al /hana/log/PR1/mnt00001/

total 16

drwxrwxrwx 5 root root 4096
drwxr-xr-x 3 root root 22
drwxr-xr-- 2 prladm sapsys 4096
drwxr-xr—-- 2 prladm sapsys 4096
drwxr-xr—-- 2 prladm sapsys 4096
vm-prl:~ #

HEATENE

Feb
Feb
Feb
Feb
Feb

19
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22
22
22

16:
13:
10:
10:
10:

20
38
25
25
25

hdb00001
hdb00002.00003
hdb00003.00003
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HiEE PR1-data-mnt00001-sm-dest /ha/data/PR1/mnt00001
HE=H PR1-shared-sm-dest/shared PR1-  /has/shared /usr/sap/pr1
shared-sm-dest/usr-sap-pr1
CRENE hanabackup-sm-dest /hanabackup
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vm-prl:~ # cat /etc/fstab

# HANA ANF DB Mounts

10.0.2.4:/PR1-data—-mnt0001-sm-dest /hana/data/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

10.0.2.4:/PR1-1og-mnt00001-dr /hana/log/PR1/mnt00001 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 0

# HANA ANF Shared Mounts

10.0.2.4:/PRl1-shared-sm-dest/hana-shared /hana/shared nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

10.0.2.4:/PRl-shared-sm-dest/usr-sap-PR1 /usr/sap/PR1 nfs
rw,vers=4,minorversion=1, hard, timeo=600,rsize=262144,wsize=262144,intr,noa
time, lock, netdev,sec=sys 0 O

# HANA file and log backup destination

10.0.2.4:/hanabackup-sm-dest /hanabackup nfs

rw,vers=3,hard, timeo=600, rsize=262144,wsize=262144,nconnect=8,bg,noatime, n
olock 0 0
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» PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pool1/PR1-data-mnt00001-sm-dest)

1y PR1-data-mnt00001-sm-dest (dr-saponanf/dr-sap-pool1/PR1-data-mnt00001-sm-dest) | Snapshots b
|,D Search (Ctrl+/) ‘ « ~+ Add snapshot O Refrech

5 Overview

‘ P search snapshots

B Activity log
- Name T4 Location T4 Created L

A Access control (IAM) PR

(T azacsnap_2021-02-16T134021-9431230Z West US 02/16/2021, 02:40:27 PM
0 Tags [

(D), azacsnap 2021-02-16T124917-6284160Z West US 02/16/2021, 02:49:20 PM
Setings (L) azacsnap_2021-02-16T135737-3778546Z West Us 02/16/2021, 02:57:41 PM
m ;
1 properties (T azacsnap_2021-02-16T160002-13545547 West Us 02/16/2021, 05:00:05 PM
G Locks (T azacsnap_2021-02-16T200002-0790335Z West US 02/16/2021, 09:00:08 PM
Storage service (L), azacsnap_2021-02-17T000002-1753859Z west US 02/17/2021, 01:00:06 AM
@ Mount instructions (D) azacsnap_2021-02-17T040001-5454808Z West US 02/17/2021, 03:00:03 &M
B Export policy (L) azacsnap_2021-02-17T080002-2933611Z west US 02/17/2021, 09:00:18 AM
U snapshots [@: snapmirror.b1e8e48d-7114-11eb-b147-d03%ea.. West US 02/17/2021, 12:46:22 PM e
@ Replication (L) azacsnap_2021-02-17T120001-0196266Z West US 02/17/2021, 01:00:08 PM

- (T azacsnap_2021-02-17T160002-2801612Z West US 02/17/2021, 05:00:06 PM

Monitoring E
5 (L) azacsnap_2021-02-17T200001-91490552 West US 02/17/2021, 09:00:05 PM
fia Metrics

e ;

. (L] azacsnap_2021-02-18T000001-7955243Z West US SRR RO 0 Restore to newvolume

Automation

(T snepmirorbieedsd-7114-11eb-b147-d03%ea  West US 02/18/2021,01:10:004

,r;‘. Tasks (preview]

5§ Export template I Delete

Support + troubleshooting

@ New support request

2. AR P REPREREE R AT

Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pooll) > PR1-data-mnt000017-sm-dest (d

Create a volume

Basics  Protocol Tags Review + creats
This page will help you create an Azure NetApp Files volume in your subscription and enable you to access the volume from

within your virtual network. Learn more about Azure MetApp Files

Volume details

Volume name * PR1-data-mnt00001-sm-dest-clong e

Restoring from snapshot (& aracsnap__2021-02-18T000001-79552437

Available quota 2096
205 TIB
Quota (GIB) * (i) 500 [
500 GIB
Virtual network (@ dr-vnet (10.2.0.0/16,10.0.2.0/24) s
Delegated subnet @ default (10.0.2.0/28) v

Show advanced section

[



3. FEMIGETRA, FEXHBENSHER,

Home *» Azure NetApp Files > dr-saponanf » dr-sap-pooll {dr-saponanf/dr-sap-poolt) » PR1-data-mnt00001-sm-dest (d

Create a volume

Basics Protocol  Tags Feview + create

Configure access to your volume.

Access

Protocol type @) MNFS SMB (| Dual-protocol (NFSv3 and SME)

Configuration

File path* & | PR1-data-mnt00001-sm-dest-clone

Yersions NESw4.1 5
Kerberos () Enabled (@) Disabled

Export policy

Configure the velume's export policy. This can be edited later. Learn more

T Moveup | Movedown T Movetotop -+ Movetobottom [N Delete

Index Allowed clients Access Root Access

B [ 0.0.00/0 || Reagawrite || on V|
| | V]| v

4. QENEERESE TERE,



Home > Azure NetApp Files > dr-saponanf > dr-sap-pooll (dr-saponanf/dr-sap-pool1) > PR1-data-mnt00001-sm-dest (dr-sapon

Create a volume

o Validation passed

Basics Protocol Tags Review + create

Basics

Subscription Pay-As-You-Go

Resource group dr-rg-sap

Region West US

Volume name PR1-data-mnt00007-sm-dest-clone
Capacity pool dr-sap-pocfl

Service level Standard

Quaota 500 GiB

MNetworking

Virtual network dr-vnet (10.2.0.0/16,10.0.2.0/24)
Delegated subnet default (10.0.2.0/28)

Protocol

Protocol NFSv4, 1

File path PR1-data-mntd0001-sm-dest-clone

W1z, BIRIE HANA REBEG IR T — &,

= dr-saponanf | Volumes x

NetApp account

P Search (Ctrl+/) « -+ addvolume - Add data replication () Refresh

T Overview

[P search volumes

Activity log

Name T4 Quota ty Protocoltype Ty Mount path T4 Service level Ty Capacity pool ™y
Pg Access control (1AM)

B hanabackup-sm-dest 1000 GiB NFSV3 10.0.2.4;/hanzbackup-sm-dest  Standard dr-sap-poolt
¢ Tags

B PR1-data-mnt00001-sm-dest 500 GiB NFSvA.1 10.0.2.4;/PR1-data-mnt00001-s  Standard dr-sap-pooli
Settings | B Pr1-dsta mnt00001-sm-gest-clone 500 GiB NFSV4.1 10.0.2.4;/PR1-data-mnt00001-5  Standard dr-sap-poolt =
m
Il properties % PR1-log-mnt00001-dr 250 GiB. NFSv4.1 10.0.2.4;/PR1-log-mnt00001-dr  Standard dr-sap-pooll rer
£ Locks B Pri-shared-sm-gest 250 GiB. NFSvd.1 10.0.2.4:/PR1-shared-sm-dest  Standard dr-sap-poolt e

Azure NetApp Files
b Active Directory connections
Storage service
T Ccapacity pools
& Volumes
Data protection
LI snapshot plicies
Automation
i Tasks (preview)
E Export template
Suppert + troubleshooting

2 New support reguest



WAL, B3 HANA HEBHBEEHSHTHERBS R, WATHETRREET. BTHAN HANA =
MBEEEMECNEEMIREE, RN IEFERFEY SnapMirror Snapshot BIZASEAFERR. XEIEEMLEIE
, SnapMirror Snapshot ElZs=] B3 F Itk A,

pooll/hanabackup-sm-dest)

11y hanabackup-sm-dest (dr-saponanf/dr-sap-pooll/hanabackup-sm-dest) | Snapshots X
. Volume
AL Search (Ctrl+/) ‘ « — Add snapshot 'fj Refresh

% Overview

| 5 Search snapshots

@ Activity log

Name T,  Location T, Created T
C‘R Access control (IAM) e

5, snapmirror.b1e8e48d-7114-11eb-b147-d03%ea.. West US 02/18/2021, 02:05:00 PM
¢ Tags = .

L), snapmirrorbleBedsd-7114-11eb-b147-d03%ea. West US 02/18/2021, 03:05:00 D) Restore to new volume
Settings
! properties

[ Delete

B Locks =

Storage service

@ Mountinstructions
&I Export policy

X Snapshots

(I} Replication

UTREHEEERT EXRRIFHEN HANA HE S,

pool1/PR1-shared-sm-dest)

@ PRI1- shared-sm-dest (dr-saponanf/dr-sap-pool1/PR1-shared-sm-dest) | Snapshots X
“ Volume

‘ Search (Ctrl+/) | & = Add snapshot () Refresh

:L Overview

‘ 2 saarch snapshots

B Activity log

MName +4  Location TL  Created Ty
Ro. Access control (IAM) poes

I\ LJ snapmirror.b1e8e48d-7114-11eb-b147-d03%ea.. West US 02/18/2021, 02:05:00 PM
¢ Tags o7

{ ‘-j snapmirror.b1e8e48d-7114-11eb-b147-d03%e3... West US 02/18/2021, 03:05:00 @ Rettors o nmk-veiims
Settings

! properties

ﬂ Locks & o
Storage service

@ Mount instructions

LI Export policy

15 snapshots

Y Replication

~.

() wREeRLEERRENEEN, NIELREEEETRERBLENS S,

FREX=1"HEREHTAE, HERILEHEIEREN L.

EBIREN EEBHE
T, FTLURIEZ AIBIRE " Jetc/fstab’ SCHETE BAREN] LR,

vm-prl:~ # mount -a
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vm-prl:/hana/data/PR1/mnt00001/hdb00001 # df

Filesystem
Available Use%

devtmpfs

Mounted on

8190336 1% /dev

tmpfs
12313116 0%
tmpfs

/dev/shm

8191452 % /run

tmpfs

8208744 0% /sys/fs/cgroup

/dev/sda4
27428684 9
/dev/sda3

o°

936816 10% /boot

/dev/sda2

522936 1% /boot/efi

/dev/sdbl
31151560 1%
tmpfs

1641748 % /run/user/0
10.0.2.4:/PR1-1og-mnt00001-dr

1% /hana/log/PR1/mnt00001
10.0.2.4:/PR1-data-mnt00001-sm-dest-clone
/hana/data/PR1/mnt00001
10.0.2.4:/PRl1-shared-sm-dest-clone/hana-shared
/hana/shared
10.0.2.4:/PRl-shared-sm-dest-clone/usr-sap-PR1

107374182144

107370353920

107365844224

107365844224

10.0.2.4:/hanabackup-sm-dest-clone

107344135680

HANA #iEFE T E

/mnt

1%

1%

1% /usr/sap/PR1

1% /hanabackup

THETT HANA BiREME NS R

BEhFRFERY SAP ARSS.

vm-prl:~ # systemctl start sapinit

UTREER TS

P i;:_F%EDEo

1K-blocks

8190344

12313116

8208744

8208744

29866736

1038336

524008

32894736

1641748

107374182400

107377026560

107377048320

107377048320

107379429120

Used

17292

2438052

101520

1072

49176

256

6672640

11204096

11204096

35293440



vm-prl:/ # ps -ef | grep sap

root 23101 1 0 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/saphostexec pf=/usr/sap/hostctrl/exe/host profile
prladm 23191 1 3 11:29 2 00:00:00

/usr/sap/PR1/HDB01/exe/sapstartsrv
pf=/usr/sap/PR1/SYS/profile/PR1 HDB0l vm-prl -D -u prladm

sapadm 23202 1 5 11:29 ? 00:00:00
/usr/sap/hostctrl/exe/sapstartsrv pf=/usr/sap/hostctrl/exe/host profile -D
root 23292 1 0 11:29 2 00:00:00

/usr/sap/hostctrl/exe/saposcol -1 -w60
pf=/usr/sap/hostctrl/exe/host profile
root 23359 2597 0 11:29 pts/1 00:00:00 grep --color=auto sap

UTFENEMAT ERAEFRNESENHTERREMNARAMENMETIZ. A UERARSEHIEEN HANA
R E M ASFIAE P #3EEERY hdbsql. B LHITIRE.

2 R =AY HANA HIEE R/ REFER
FERUTHLSUAR priadm BB HITEI&FMED savepoint BIRE :
* RREUERE

recoverSys.py ——-command "RECOVER DATA USING SNAPSHOT CLEAR LOG”
* P EIERE

Within hdbsgl: RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG

&% 8] LUER HANA Studio 8 Cockpit HiiTRGMB P FEEENME,
UTa{hBERT MERITE R

RGUREERE

10



prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py
—-—command="RECOVER DATA USING SNAPSHOT CLEAR LOG"

[139702869464896, 0.008] >> starting recoverSys (at Fri Feb 19 14:32:16
2021)

[139702869464896, 0.008] args: ()

[139702869464896, 0.009] keys: {'command': 'RECOVER DATA USING SNAPSHOT
CLEAR LOG'}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 14:32:16 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 14:32:16

stopped system: 2021-02-19 14:32:16

creating file recoverInstance.sql

restart database

restart master nameserver: 2021-02-19 14:32:21

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T14:32:56+00:00 P0027646 177bab4d610 INFO RECOVERY
RECOVER DATA finished successfully

recoverSys finished successfully: 2021-02-19 14:32:58

[139702869464896, 42.017] O

[139702869464896, 42.017] << ending recoverSys, rc = 0 (RC TEST OK), after
42.009 secs

prladm@vm-prl:/usr/sap/PR1/HDB01>

HAIERERE

NRFERTEFRZRGE LN priadm BFEIZAFEFMEER, WBIEBIRASG LLIREH. ERATEERNSIERE

BR B RMEEHITHEF RERIFRIIR,

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbuserstore set PRIKEY vm-prl:30113
<backup-user> <password>

HAREIAEEER hdbsql.

11



prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands
\g to quit
hdbsgl SYSTEMDB=> RECOVER DATA FOR PR1 USING SNAPSHOT CLEAR LOG
0 rows affected (overall time 66.973089 sec; server time 66.970736 sec)
hdbsgl SYSTEMDB=>

HANA $3EEIMEEREIHIERIETT, HE HANA BUEERRERE TIEREFEI TN

EREE I BREMHITEARE
EEMRRGER BEEHT HANA &5 B R

ERFIA AR ASEHITRER, ERUTHSENRR priadm RiT:
© RGHIER

recoverSys.py —--command "RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20
00:00:00"'" CLEAR LOG USING SNAPSHOT"

* HPBUERE

Within hdbsgl: RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT

() =EmFraTRaRMTIE, G Ea R SRR,

&% 8] LUER HANA Studio BY, Cockpit HiliITRSGMB P FEEENMTE,
UTaSHEERT MERITE K.

RYEIEERE

12



prladm@vm-prl:/usr/sap/PR1/HDB01> HDBSettings.sh recoverSys.py --command
"RECOVER DATABASE UNTIL TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING
SNAPSHOT"

[140404915394368, 0.008] >> starting recoverSys (at Fri Feb 19 16:06:40
2021)

[140404915394368, 0.008] args: ()

[140404915394368, 0.008] keys: {'command': "RECOVER DATABASE UNTIL
TIMESTAMP '2021-02-20 00:00:00' CLEAR LOG USING SNAPSHOT"}

using logfile /usr/sap/PR1/HDBO1/vm-prl/trace/backup.log

recoverSys started: ============2021-02-19 16:06:40 ============
testing master: vm-prl

vm-prl is master

shutdown database, timeout is 120

stop system

stop system on: vm-prl

stopping system: 2021-02-19 16:06:40

stopped system: 2021-02-19 16:06:41

creating file recoverInstance.sqgl

restart database

restart master nameserver: 2021-02-19 16:06:46

start system: vm-prl

sapcontrol parameter: ['-function', 'Start']

sapcontrol returned successfully:

2021-02-19T16:07:19+00:00 P0009897 177bb0b4416 INFO RECOVERY
RECOVER DATA finished successfully, reached timestamp 2021-02-
19T715:17:33+00:00, reached log position 38272960

recoverSys finished successfully: 2021-02-19 16:07:20

[140404915394368, 39.757] O

[140404915394368, 39.758] << ending recoverSys, rc = 0 (RC TEST OK), after
39.749 secs

HPEIEERE

prladm@vm-prl:/usr/sap/PR1/HDB01> hdbsgl -U PR1KEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit

hdbsgl SYSTEMDB=> RECOVER DATABASE FOR PR1 UNTIL TIMESTAMP '2021-02-20
00:00:00" CLEAR LOG USING SNAPSHOT
0 rows affected (overall time 63.791121 sec; server time 63.788754 sec)

hdbsgl SYSTEMDB=>



HANA $iEEIEEREIHIERIETT, HE HANA BUREERRERE TIEREFEI TN

AT AEEMNEEREIRILT SAP HANA BUREHITHBEE M IZHIT, RtAEmEi R ERIEFER

—HNABRASENX . RERMNBATEMN XA IR —E, EfEMA hdbbackupcheck TRERMEME IS
RRITERWMEZR, NAREXLEX M,

ﬁﬂ% hdbbackupcheck Iﬁ?ﬁ%?ﬁ%ﬁﬁ lb\%'fﬁﬂj% H» )U'J%fﬁﬂﬂ']ﬁ%ﬁﬂﬂ']ﬁ%ﬂ%%ﬁﬂ'\] Elu\%ﬁ}%o

prladm@hana-10: > hdbbackupcheck
/hanabackup/PR1/1og/SYSTEMDB/log backup 0 0 0 0.1589289811148
Loaded library 'libhdbcsaccessor'

Loaded library 'libhdblivecache'

Backup '/mnt/log-backup/SYSTEMDB/log backup 0 0 0 0.1589289811148"
successfully checked.

W B NTE P BB ERN R B S & 0 XHRITIRE.
90R hdbbackupcheck TRRGERMASEMHIE, WMMERSMF&EHRIBASENDSE.
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