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OpenShift API Data Protection (OADP) Architecture
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* 7EONTAPEKEE LEZE T SVM MTrident/gi%

* 1£ OpensShift &£8% - & StorageClass, FfEMATridentfE B E2S

* 58 L 8)EM Trident Snapshot £

« E£EBEIERAIR Red Hat OpenShift ££8%

* NetApp ONTAPEEE# IV EIE 517 1R AR

* OpenShift EMUIRIER BEREHICE

* £ OpensShift E#MEBYERR == (8] P ERZ B

* RET tridentctl M oc TEHFME $PATH RYEIE S T 1FiL
NREBEEBIN L F I TSR W E#TED, WHMEZEM ERE QEMU FFHRIE, 1

@ REERMEERETE VM, NISBHEE QEMU I8, QEMU RiFEFRIB/EREBIIZHE

FFIRERGPRCHSEUERLE, FBRAERVEIERI, MRELERE QEMU, ERILIESE
19 Z BE LEEEHA# Lo

%% OADP Operator BJ5 &

1. #NEEEH Operator Hub, %1% Red Hat OADP 25, ELRETET, FHREMAERINERFH BT RE,
HET—TL, BRXEBRERINSEHFH BT RE, OADP BEREREEHR I8 openshift-adp Hlo

Home
OperatorHub
Operators Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M4
optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
OperatorHub
Installed Operators All Items
[ Q OADP I x
Workloads

Virtualization

‘ Red Hat . Community

Networking
OADP Operator OADP Operator
ovided by Red Hat provided by Red Hat

Storage

Builds

Observe




~

OADP Operator

1.3.0 provided by Red Hat

Install

Channel

stable-1.

OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift

platform, allowing users to backup and restore applications.

3 -

Version

130

- OADP backs up Kubernetes objects and internal images by saving them as an archive file on object

Capability level

@ Basic Install

I
@ Seamless Upgrades
I

(O Full Lifecycle
|

() Deep

Insights

|
(O Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
using a version of Velero appropriate for the installed version of OADP.

storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic or Kopia.

o Installing OADP for application backup and restore

* Installing OADP on a ROSA cluster and using STS, please follow the Getting Started Steps 1-3
in order to obtain the role ARN needed for using the standardized STS configuration flow via

OoLM

* Frequently Asked Questions

Project: All

Projects =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation 3

Operator and ClusterServiceVersion using the Operator SDK&'

Name w

Search by name

Name

~

OpenShift Virtualization
414 4 provided by Red Hat

OADP Operator
1.3.0 provided by Red Hat

Package Server

0.01-snapshot provided by

Namespace

@ openshift-cnv

@ openshift-adp

@open5h\ft-operator-hfecyc\e-
manager

Managed Namespaces

@ openshift-cnv

@ openshift-adp

@ openshift-operator-lifecycle-
manager

Status

® Succeeded
Up to date

@ Succeeded
Up to date

@ Succeeded
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* I Fifinl S3 #EEEEO (LIF)

* i8] S3 WA FEIE, BiEIAINERAMMWEARZH

* S3 HATERMNEFEREI, BERAFIHRINE

* AT RV REFME, NENRFERS S ERE TLS IEH.

f£EF StorageGrid S3 1¥4H{52#17T Velero EEER ST/ R

Velero FJLAECE A S3 BN RF M. ErILUERA L TRIIZRECE StorageGrid S3"StorageGrid X
1" EEEE StorageGrid S3 ELE LI TS EABES Velero £/

* A TFiRiE) S3 MimsA

* ipiA] S3 AP EIE, BIEhREAMIBEHRZA

* S3 HAETFEMNNEEREIR, BERFIHRNER

* AT REFRMRERE, NENRFMERS S ERE TLS IEH.

BOE Velero Y418

* B4, JIONTAP S3 FIFZIEsX StorageGrid Tenant AP ZIERIE— 1N 23H, XIEHETHEGECE Veleroo
&R LAM CLI 3 Web 1THI B CIENZR, EM Web ITHISCIERA, BEFRBH, RAREHEEDTH
IRMUSIERIR. ZBIEMNENE, WTFT. BSHEREZRN S3 BFRBARIZEA ID MZihREH, AME
BE— I EENRET. T TEARGIF, BJZET—1%8 7 ontap-s3-credentials BIEHBONTAP S3 B EHE
R,

Installed Operators Project: openshift-adp

Workloads Secrets

Pods Key/value secret

Filter = Name e Y €
Deployments v N Image p ecret
Source secret

DeploymentConfigs

Name Type S.. Created
StatefulSet Webhiook secret
gttty e vilder-dockercfg-7g8ww kubernetes.io/dockercfg 1 @ Apri1,2024 10:52 AN Webhook secret
Secrets From YAML
@' er-token-rmd4s kubernetes io/service-account-token 4 @ Apr 11,2024, 10:52 AN

ConfigMaps
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Project: openshift-adp =

ve data into your application as files or environment

Secret name *

aue name of the new carrat
Unigue name of the new secret

Key *

ClouC

Value

Drag and drop file with your value here or browse to upload it
[default]
aus_access_key_idd | =
aus_secret_ac :ess_<e;‘=|

ZEM CLI 8Ii2 & K sg-s3-credentials FIZ2$A, ERILUERUTH S,

# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>

* TR, ZEECE Velero, 7EM Operators THISEINH%EE Installed Operators, & OADP Operator, 74
[&3%4% DataProtectionApplication &I,



Home

Installed Operators
Operators
Ma
OperatorHub e
Installed Operators
Name =
Workloads
3 Name Managed Namespaces Status
Virtualization ‘ OADP Gperator @D coenshift-ad; © Succeeded

Networking

Last updated Provided APIs

@ Apr1),2024,10:53 AM BackupRepositary

BBl DataProtectionApplication, EXREBMER, AHIEFRIPNARERFRE—BRHEREIARZTR,

Project: openshift-adp =

installed Cperators » Operator details

OADP Operator
‘ 13.0 provided by Red Hat

ServerStatusReguest

DataProtectionApplications

VolumeSnapshotLocation DataDownload Datallploac

Actions w

DataProtectionApplication

Create DataProtectionApplication

MERE YAML fIEHEBERAGEER, WTEE yaml XEHRHIFTR.
fEFIONTAP S3 fENZIDNIEEE Velero BYRf yaml X4




spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'True' ->This allows use of IP in s3URL
s3Url: 'https://10.xx.xx.xx' ->LIF to access S3. Ensure TLS
certificate for S3 is configured
credential:
key: cloud
name: ontap-s3-credentials ->previously created secret
default: true

objectStorage:
bucket: velero ->Your bucket name previously created in S3 for
backups
prefix: demobackup ->The folder that will be created in the
bucket
provider: aws
configuration:
nodeAgent:

enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->Add this plugin
- openshift
- aws
- kubevirt ->Add this plugin

/5 StorageGrid S3 {EAFRMIBEFIREBAIERAE Velero BIRHI yaml X4



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

yaml X4 spec ZB R EHIFRUF LR REIBIL TEHHITEHEE

backupLocations ONTAP S3 5§ StorageGrid S3 (EEIEFMEMIS 240 yaml FrR) BLE AN velero BIERIA
BackupLocation,

snapshotLocations J1REFHABEFMEZEDO (CSI) R, NELEEREREBMUE, RAEECE
VolumeSnapshotClass CR 3E#ft CSI IRohiZRF. TRHNBIRGIA, EEMATrident CSI, HEZHIERE
FiTrident CSI IXsh#2RF I3 T VolumeSnapShotClass CR.

B8 CSI &t 1 csi ARMNE Velero RIBIAIEMG, LUER CSI REBEMNHIIAE. Velero CSI #&4HATF&ED CSI
B PVC, TEERERTISET velero.io/csi-volumesnapshot-class 15Z#) VolumeSnapshotClass.
AT

* &I BI3E trident VolumeSnapshotClass.

* 4§18 trident-snapshotclass BI17%5, FIGHIZE N velero.io/csi-volumesnapshot-class=true, 31 TFf
Mo



Networking VolumeSnapshotClasses > VolumeSnapshotClass details

(E® trident-snapshotclass

Storage

Details YAML Events

PersistentVolumes

PersistentVolumeClaims .
VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots
trident-snapshotclass

VolumeSnapshotClasses

Labels

G'GIGFC‘I»ZJ_.-’CEI-‘.’O! umesnapshot-c [aee=t1ue)

VolumeSnapshotContents

HfafRENfE VolumeSnapshot TR #MIBR, HREBIEE(REE. XEILUEIT R deletionPolicy & & /7 Retain LI,
MRAZE, MR TERTEEZLEREHNHIFRE PVC,

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: trident-snapshotclass
driver: csi.trident.netapp.io
deletionPolicy: Retain

10



VolumeSnapshotClasses » VolumeSnapahotClass details

trident-snapshotclass
Datails YAML Events

VeolumeSnapshotClass details

Mame

trident-snapshotclass
Labels Edit #

velem io/csi-volumesnapshot-clsss=trus

Annotations

1 annotation &

Driver
cstndent netappio

Deletion poficy

Retain

Ifaf® DataProtectionApplication E8IZEH B4 FIRZ&: Reconciled’s

nstalled Oparators » Operat:r details

OADP Operator
‘ 13.0 provided by Red Hat Actions =

ServerStatusRequest VolumeSnapshotLocation DataDownload DataUpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Name = Search by name
Name Kind Status Labels
velero-dema DastaProtactionApplication Condition: Reconciled Nao labels £

OADP 121EG115 8| EHEM AY BackupStoragelLocation, XIG1E I E&EZ D AHER,

11



Project: openshift-adp

Installed Operators > Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions =

psitory Backup BackupStoragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRd

BackupStorageLocations

Name = Search by name
Name Kind Status Labels
GE velero-demo-1 BackupStorageLocation Phase: Available app kubernetes.io/component=bsl

app.kubernetes.io/instance=velero-demo-1
app-kubernetes.io/manage... =oadp-oper...
app.kubernetes.io/n... =oadp-operator-ve...
openshiftio/oadp=True

openshift.io/ocadp-registry=True

M Velero /7 Red Hat OpenShift Virtualization FEIEINH1E
BIRESEHh

{EH Velero #MINetApp ONTAP S3 g StorageGRIDTE OpenShift Virtualization &7 EE 4
Mo IR BFEANREFFDCIESFHWEENXRKIRE (CR) MATKIEHEIEITX CR, 1M&
NE=IRIREIMWLTTHIBIIFASE, HFEENFEEEENNREEUEURTMESRS
FE /.

B EIM SR

ZOREAN VM (VM TTHIER VM B) MRBEN, BRE S0 SENF. XRIR— M SHEENER
(CR)o BT —RAl yaml REIEEH CR. L yaml, FEMIEESBZAHH VM REBR, FILIEE
Hfth B8, WTFAR S

CSI ¥ 0B IFHEBIIFAENIREE, CIEBEMVINEMDREEZIRE, HIEEEFMETE yaml HIEENEKML
B, RPBIEE ttl WIIEERFAHHFRE 30 Ko

12
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apiVersion: velero.io/vl
kind: Backup
metadata:
name: backupl
namespace:
spec:

includedNamespaces:

- virtual-machines-demo

snapshotVolumes: true
storagelLocation:
previously created

ttl: 720hOmOs

B eaia, EMEREERNETH.

openshift-adp

velero-demo-1 -->this is the backupStoragelocation

when Velero is configured.

Project: openshift-adp =

Installed Operators

~

> Operator details

OADP Operator
1.3.0 provided by Red Hat

Details  YAML  Subscription  Events
Backups
Name = Search by name
Name Kind
@ backupl Backup

All instances

Actions =

BackupRepository  Backup  BackupStoragelLocation  DeleteB3
Create Backup
Status Labels

Phase: @ Completed velero.io/storage-location=velero-demo-1

SR LUEB) S3 NN BREFRENREMPNED. FIDES
(velero/demobackup) . &R UBRIEDHIIRNE BIEEIUNBIEIRE.

®

7f StorageGrid #1, &%

A] A fERTE P EIEaSR MY S3 1%

FETEEENFERT, SRR
u*ﬂ ﬁfﬂm?&ﬂ%o

JEREBEHHR.
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Path: / demobackup/ backups/ |backupl/

Name Size Type Last Modified Storage Class
- [ —— U —— —— E—
“Ibackup1tar.gz 230.36 KB GZ File 4/15/2024 10:26:229 PM STANDARD
“Jvelero-backup json 3.35KB JSON File 4/15/2024 10:26:29 PM STANDARD
3 backupl-resource-listjson.gz 1.12KB GZFile 4/15/2024 10:26:29 PM STANDARD
_|backupl-itemoperations json.gz 600 bytes GZ File 4/15/2024 10:26:28 PM STANDARD
_J|backupi-volumesnapshots json.gz 29 bytes GZFile 4/15/2024 10:26:28 PM STANDARD
“IIbackup1-podvolumebackups json.gz 29 bytes GZFile 4/15/2024 10:26:28 PM STANDARD
I backupi-results.gz 49 bytes GZ File 4/15/2024 10:26:28 PM STANDARD
“I|backupi-csi-volumesnapshotclasses json.gz 426 bytes GZ File 4/15/2024 10:26:228 PM STANDARD
“I|backupi-csi-volumesnapshotcontents json.gz 143 KB GZ File 4/15/2024 10:26:28 PM STANDARD
“I|backupl-csi-volumesnapshots.json.gz 1.34KB GZ File 4/15/2024 10:26:28 PM STANDARD
“I|backupi-logs.gz 1349 KB GZ File 4/15/2024 10:26:28 PM STANDARD

£ OpensShift EEIAME AR CIZ TR & %

ERITRICEED, BEERREITH CR. ZitHIRE— Cron RiAx, AFEIEEECIEEHINNE. BT
83 Schedule CR BYRfF yamlo

apiVersion: velero.io/vl
kind: Schedule
metadata:
name: <schedule>
namespace: openshift-adp

spec:
schedule: 0 7 * * *
template:
hooks: {}

includedNamespaces:

- <namespace>

storagelocation: velero-demo-1
defaultVolumesToFsBackup: true
ttl: 720hO0mOs

CronfRiAT{ 07 * * * RINEXRT008IBE M. TIEE T EEEEEMNPHMRTRMEMNHFMEUE. Fit, £
EEA&ED CR, MEMEMAITK CR EIEEREEIFIMEKCIEE R
—BRIET I, ERRER.
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Project: openshift-adp =«

ed Operators » Operator details

‘ OADP Operator

1.3.0 provided by Red Hat

toragel ocation DeleteBackupRequest DownloadRequest PodVolumeBackup

Schedules
Name w Search by name
Name Kind Status

© schedulel Schedule

Phase: @ Enabled

EHRRELITRIEE, HIN S0 EREPES,

PodVolumeRestore

Labels

Resto

re Schedul

Project: openchift-adp =

alled Operators

» Operator details

OADP Operator
‘ 130 provided by Red Hat

Events Allinstances BackupRepository Backup BackupStoragel ocation

4

Backups

ame = I
Marme Kind Status
Q@ cched 2 = BEacku, Phase: InPragress

Labels

velaro

vElerouio

DeleteBackupRequest

torage-locatio

DownloadReguest

velers

Create Backup

n/schedule-name=schadulel

-gdemo-1

&£F3 Velero M Red Hat OpenShift Virtualization &R IRE

EEHAAI

&/ Velero 1 OpenShift API for Data Protection (OADP) £ OpenShift Virtualization 51/
SEM. LS EEECIREMRE BEXFIR (CR) MMNERH WE)E?LMTL&ﬁﬁR%, ¥

AERME RRIir A TiE. FAENGFAT

b e

AT MEDDPRE, FMMRIZEDWIFIER SR =EREIMIERT

S B fE R & TR fESE
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T REIE—sn & = E]

EMENRINIEZBEDPRE, EMNFEIZ—NTMEBENER (CR). HMFENHEEMR—IRF,

REBNTEEMNPMENENHEIR, HH restorePVs IRE A true, AILUSEHEMEBE, W TFIR" Y
"o BHBIRRH.

Project: openshift-adp

Installed Operators > Operator details

OADP Operator
‘ 1.3.0 provided by Red Hat Actions =
lest DownloadRequest PodVolumeBackup

PodVolumeRestore Restore

w
(2]
5
o
I'e)
m

ServerStatusRequest  VolumeSnar

»

apiVersion: velero.io/vl
kind: Restore
metadata:
name: restorel
namespace: openshift-adp
spec:
backupName: backupl
restorePVs: true

HMERERTERE, EAUERIEMEMEZRRREEIRS. GIREM0EEEMIZITHCIE

=17

» MME D RE IR BEnRERNEMNAERLTIETRES) o VM MERIERNSR=IE.,

Project: openshift-adp

Operators » Operator details

QADP Operator
‘ 1.3.0 provided by Red Hat

Actions v

est DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSi

Restores
Name = Search by name

Name Kind Status Labels

@ restore Restore

Phase: @ Completed No labels



https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html

EREIFRRYE R =8

Ei VM MEFREM G RZIE, EEILE Restore CR BY yaml & X 12 namespaceMappingo

IUTRB yaml XHRIZ—NRE CR, LATERF&EHN TR RN an % =8B VRS RE AL R ELHA R TE RE AL

-demo @& FEH,

apiversion: velero.io/vl
kind: Restore
metadata:
name: restore-to-different-ns
namespace: openshift-adp
spec:
backupName: backup
restorePVs: true
includedNamespaces:
- virtual-machines-demo
namespaceMapping:

virtual-machines-demo: virtual-machines

S ERERTTRE, SRRV EMEZHRRREBIEIAS,
, MMEDRE EWIE B eI EREPWHERELTFEITRS) -

=i,

(ANREDBIEEN

==

Z1T

BRI
VM BEME E| yaml FI8ENREEZ

@
- i}
I Project: virtual-machines = I
VirtualMachines
[
Y Fiiter Name =  Searchbyname. ! m 1-1of1
Mame T Status Conditions Node
D rheis-dema-ym2 & Running

@ ocpaworker]
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T REIFRRITFESRS!

Velero et 7 @13 455E json # T RIER R EHARI R RRIBAIIEE. EMERIRZHI, json #h T M AEIE
IRt json ¥ T 7E configmap H$8%E, FE7E restore @< H5| % configmap. LHLINREEREEISERT
FINTEELERHITIRE,

%TEE’\J%WJEP, REIAMTECI2ERBIE M ontap-nas fEANEHERTFIER. IR T B Jbackup1 BIEME

Project: virtual-machines-demo +

tualMachines » VirtualMachine details

@D rhel9-demo-vml o runing QP ML Actions ~
Overview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks ®
Disks
Add disk
ork
Y Filter w Sear y Name / () Mount Windows drivers disk
Name 1 Source Size Drive Interface Storage class
cloudini D
d @@ e GiB Disk ap-na
root @D e 5GiB D ap-na
bootable

Project: openshift-adp

Installed Operators » Operator details

OADP Operator
‘ 1.31provided by Red Hat Actions =
Details YAML Subscription Events All instances BackupRepository Backup BackupStoragelLocation DeleteBackt

L

Backups

Name A4 Search by name
Name Kind Status
@ taciap Backup Phase: @ Completed

IS M PR EE AL SRAR I R AR B Ko

BEARERTFMEE (6190 ontap-nas-eco ZfiE3E) MEREMNL, EFEHITUTRINTE:

TEA

£ openshift-adp FFZZEFEIE—NMEEMES (TH8) , TFT:. EERESERETRHNIFAESR

ERERZZ(E]: openshift-adp Z#R: change-storage-class-config (FJUAZEERZFR) $#: change-
storage-class-config.yaml: 1{&:

18



version: vl
resourceModifierRules:
- conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace
path: "/spec/storageClassName"

value: "ontap-nas-eco"

Pods Project: openshift-adp =
Deployments
DeploymentConfigs Edlt ConflgMap
Config maps hold key-value pairs that can be used in pods to read application configuration
StatefulSets
Secrets Configurevia: @® Form view YAML view
ConfigMaps
Name *
CronJobs e-storage
A unigue name for the ConfigMap within the project
Jobs .
DaemonSets
Im es that d ed in the figMap cannot be
ReplicaSets
Data
ReplicationControllers
C e juration n UTF-8 range

HorizontalPodAutoscalers

PodDisruptionBudgets Key *
change-st
Virtualization
Value
Overview
Catalog Drag and file with your value here or browse to upload it

) version: vi
VirtualMachines resourceModifierRules:

- conditions:

mmsmaliacanacas aancictontiualuaacloaloe

Templates

InstanceTypes © Add ke

ERBVECEMRSII RN I TFR (CLI)
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# kubectl describe cm/change-storage-class-config -n openshift-
adp

Name : change-storage-class—-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
— conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace

path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarxData

Events: <none>

AR E BN 1E S B IR E BY M BB RE N, R A TIZF R rhel FFLMIFRERIAEFANEEER
FREHA ontap-nas-eco.

SIE2
BiREEIMN, 1B Velero CLI FHILL eSS

#velero restore create restorel --from-backup backupl --resource
-modifier-configmap change-storage-class-config -n openshift-adp

RIS ER1FAE2E ontap-nas-eco RIEMEEER—mITEFME,



Project: virtual-machines-demo

Disks ®

Add disk

Y Filter = Sea y name Mount Windows drivers disk

Name 1 Source Size Drive Interface Storage c...

cloudinitdisk Other - Disk

rootdisk @B rhelo- 3175 GiB Disk virtic ontap-nas-eco

bootable demo-vmi

M Velero 7 Red Hat OpenShift Virtualization Fllf&= 1%
CR E(XE CR

&R Velero fiIB& OpenShift Virtualization FREIABIR S E RIR. A OpenShift
CLI BIBrE D REIHMREZ N REMEEUE, HEFER Velero CLI HlFFE D EENZEIR (CR) #
X TEEEIR,

llES=gw)
SERILAER OC CLI TAMIES CR, MAMIMREMHEMIE.

oc delete backup <backup CR name> -n <velero namespace>

MRIEREEMPRE D CR HMIFRERAIN RIZMEEIE, ERILUER Velero CLI TEFRHRITIIZIE,
RBBIHBA T & CLI"Velero 14" o

58 Velero CLI UATIA T HIBRER <

velero backup delete <backup CR name> -n <velero namespace>

IpRIEIR

AT LUEF Velero CLI fiIf& Restore CR

velero restore delete restore --namespace openshift-adp

21


https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli
https://velero.io/docs/v1.3.0/basic-install/#install-the-cli

TR AR oc 852 LAK Ul EMIBRIRE CR

oc delete backup <backup CR name> -n <velero namespace>
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