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2z Administrator

Home

Operators

OperatorHub

Installed Operators

4. %% OpenShift NG B H =%,

OpenShift Virtualization

Jed Hat

Install

Latest version
262

Capability level

@ Basic Install

é Seamless Upgrades
é Full Lifecycle

Provider type
Red Hat

Provider
Red Hat

S ERERMFRFEREL,

Requirements

Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux Core0S
workers.

Details

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and
manage virtualized workloads on the same platform as container-based workloads. From the OpenShift
Container Platform web console, you can import a VMware virtual machine from vSphere, create new or
clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift

Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.

The KubeVirt project extends Kubernet
urce Definitions (CRDs). Ad

VirtualMachine resources alongside all other resources that Kubernetes provides

by adding additional virtualization resource types through

Custom Rest

inistrators can use Custom Resource Definitions to manage

REFMERMASHHBL LK



Update channel *
O 21

D22

D23

24

@ stable

Installation mode *

This mode is not supported by this Operator
@ A specific namespace on the cluster

Operater will be available in a single Namespace only.

Installed Namespace *

® Operator recommended Namespace: @ openshift-cnv

6 Namespace creation

Nzmezpace openshift-cnv does not xist and will be created.

() Select 3 Namespace

Approval strategy *
@® Automatic

() Manual

6. ERHRMERTRTM.

OpensShift Virtualization
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7 RERRETME, BEEEREBRS,

OpenShift Virtualization
provided by Red Hat

Provided APls

(I Openshift 0 Required
Virtualization
Deployment

Reprezents the deployment of

OpenShift Virtualization



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GD HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. T RIEEME RREL, BEQR, EZMERINSH. WP BEHFIRZE OpenShift Virtualization,



Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >
infra HyperCanvergedConfig influences the pod configuration (currently only placement] for all the infra components nesded on the
virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

Workloads >

woark
node

workload

s HyperCon "—r-;"-d Config influences the pod configuration (currently only placement) of components wiich need to be riinning on a

re virtualization workloads should be able to run. Changes to Workloads HyperConvergedCaonfig can be applied only without existing

Bare Metal Platform

© -

BaraMetalPlatform indicates whether the infrastructure is baremetal

Feature Gates »

featureGates is a map of feature gate flags Setting a flag to “true” will enable the feature Setting “false ™ or remowing the feature gate,

disables the feature

Local Storage Class Name

LoealStorageClassMame the name of the local sterage class

9. ¥ openshift-cnv g3 = FHIFFA pod &4 Running X%, #H OpenShift Virtualization Operator 2F
Succeeded IKE/fG, % Operator BIR] A, ITERALATE OpenShift ££8% L BIZREIMALo

o~
o]
3
(]
i

Project: openshift-cnv  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators decumentation @, Or create an Operator and
ClusterServiceVersion using the Operator SDK i

Name ~  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_penShif"f openshift-cnv @ Succeeded @ May 18, 8:02 pm QOpenShift Virtualization
VII’tLIEIHZa'tIOI'I Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment
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“Q CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentOS Stream 9 VM CPU | 2 GIB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network
default Pod networking

Description

Template for CentQS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive

be available rootdick Disk
cloudinitdisk Disk

Documentation

Refer to documentation Hardware devices (0)
GPU devices
Host devices

Quick create VirtualMachine @

VirtualMachine name * Project

centos-stream9-pleased-ham openshift-virtualization-os-images
Start this VirtualMachine after creation
Quick create VirtualMachine Customize VirtualMachine T Cancel

Type

Masquerade




Project openshift-virtualization-os-images =

VirnualMachine

Customize and create VirtualMachine

Ternpiste CortOS Strearm

Overview YAML Scheduding Emdronment Network interfaces Metadats
Name Netw TU
- e o Name Network Type
@ P nertiveerd Miasquerace
Namezpace
penshift-virualization-os-images Disks
Mare Drive Size
Description
Dek 5B
e s dinitdiek D
Oparating system Haroware Gevices
" antS Stream O VM
CentOS Stream 9V GPU devices
CPU | Memory
F 3 y
Host devices #
Machine type N
F5rhelS
Heacles: mode
Boot mode a
oS
Hostame
Startin pause mode o #
Workioad profile
ot P
..Tc‘(
O 4 ;
Lt - .
@D centos-stream9-zealous-anaconda &#umng
|—] Name 1 Source Size Drive Interface Storage class [_l
@ <
(el
File systems @
Name 1 File system type Mount paint Total bytes Used bytes
O o o
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TIEBRY SR

£ VMware

* ZETER rhel 9.3 B RHEL9 VM, HEZEWT:
° CPU: 21, [N7F: 20GB, HF#k: 20GB
° ARP&EIE: root AR MEEGAFEIE

* VM ERIFE, & postgresql AR 28
° postgresql ARS5 88 BB B AER R B

systemctl
systemctl
The above
OpenShift

start postgresqgl.service’
enable postgresqgl.service
command ensures that the server can start in the VM in

Virtualization after migration

o AINT 2 NEIEE, 11K, HERDPARNT 117, 5F A "EXTE RHEL E% % PostgreSQL ARSS
BRI EBIRENRZ B0 A,

() W5 postgresql PR 385 = MRS 1L R AN,

7 OpenShift ££8f

TEREMTV ZAIESTR U T RE:

* OpenShift Cluster 4.17 & S ks

* A iSCSI BAMEHNT S EMZKRER (BT ontap-san #iE2) . HNEREA node-prep FRE L E Trident
25.02, NMelEMBRAZEKRE. BRIUSE TridentLZEE50 7" T fEIF B,

* REFIBHERMFMERURIRIRE, BSH TridentZ Z5 0" T ##IFB.

* "OpenShift EZHi1L"

ZE MTV

MELRIULREEBIMMETIBZTAS (MTV), ESFERMARIRA " FRELEEER,

EiMERR T RS (MTV) BF REERE OpenShift Web E5|& 5, {Re]AESE" AN FAERRB R REHRIT

BiES.
IR ME

AT RHEL VM M VMware 5% OpenShift Virtualization, EEZE LA VMware B RIRIHIZR, &%
YRR AL R R AE R .

REEL TRARLE VMware JRIZHER:

* FRC L
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osv-trident-install.html
osv-trident-install.html
osv-trident-install.html
osv-trident-install.html
osv-trident-install.html
osv-trident-install.html
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osv-trident-install.html
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osv-trident-install.html
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https://docs.openshift.com/container-platform/4.13/virt/install/installing-virt-web.html
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#mtv-ui_mtv
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers
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* VVCenter ZiiF
* vCenter ARS328F84X
* FZfEREFH VDDK BR{%

R HZF IR

Select provider type *

VIM vSphere

Pravider resource name *

VITiWare -SoUIte [}
Umnsque Kubemetes msoue neme identifigr
URL *
&
L of the vCenter SDK sndpoint. Ensare tha URL includes the *fsdk” path, For sampie: httpss vCenter=host-axample.com/sd

VDDK intt image

dockerrepo eng netapp comy banum vddike 300 L]
VEDK contamer mage of the provider, wiven beft ampty somé functionaity wil wensiable
Username *

administratordvsphere focal

vephere REST APl usar name

Password *

here REST API password credentiale

S5HA-] fingerprint *

Skip certificate vahidation

EIMM IR TARE (MTV) 8 VMware A EE T4 T A S (VDDK) SDK RAIEM VMware

@ vSphere FiaIEINEE, R, REIAIEHN, BRZIZINEIE VDDK Bk, EFERAILINEE, &
FETH VMware BN EF A THE (VDDK), #3j# VDDK R, FAG1E VDDK BEGIHEEEIE
BIBRIGE AR R

RIRHR AR BRI TIR(F LL AL I3 VDDK BUGFH R EHEXEIRT M OpenShift 28515 RV EM K-
el FES=E NPt b ]
FF OpenShift LR B ZIRIZMHERE, RILENEEZBHRM.
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
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ellfe SN 2npdl
RERIR AN AR TIR(E L AL "SI E RS 1o
BT RIAT, WMREREE, WFZLIBUTRE:

* RRMILEBRET R B AR 48 I RILE IR ST

* FREUEFEMST R BinEERFEMEY, Ak, ErTLUERE ontap-san EiESE, —BEIE T ER IR,
YIRS IZE T TE, BIEMIZAER I iZiti.

Fadiiat ] 5 kubaadmin
OpenShift i as © @ kube:admin

‘You ane logged in as a temporary administrative user, Update the gluster OAuth configuration to allow others to log in.
OperatorHub
Project: openshift-mty

Plans

Installed Operators

Worldoads
Virtualization Status  w Name + Q Filter by name > (B showarchived m
Mimtics N =3 Source Target VMs Status Description
@ v @ host =1 © Ready Ptan for migrating VM to OpenShift Virt Start
old @ @ host =] d L] Migrating RHEL 9 vm to GpenShift Virtu
Plans for virtualiztion p=
@ v host @1 Suceseded i ®
—_—
@ v @ vrvare @@ rost o1 Succesded 1of1VMs migrated @ migrating RHEL 9 v using ONTAP NFS.
—
Metworking
mITAE
TRE%
R BT — RV BRT R EMEER
BEH TR REIT R T BRTTREIMANTERZ
= Fed Hat 5 0 eI
— Opanshitt # as 0 @ i Aty

Wind i Mg 6 i By e L U T (i et COnr e 0 i 4R 13 0y

ool

Izt Cpbiatan

Migration details by WM

Workloadi

Wirtuslirstion
T - o i
Migrataon
R tir—e St L Dot o Statm
Lo ’
Hri—ir TR
Lhigeasd by Sty
w
" ¥ i
L = i
[ B Copy b LAl —gip il
B Covaie Vi i
Clirharin L}

Compale

Lmr Managemend

A NTEREAR

SFTET BTG, ERLEERhENSMESERRY EIME TR EM REETZENEM. =HETH
[E] REAAATLAY I BR LR A
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv
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https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html
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BRI LAE REIMIHIUIE posgresql BIEENRNE . HUERE. RMERFNFENIZSREM L EIZMERE.
MITHER

BHITAER, FRIERNEFIRRIER NG, EFEREITNIKEUERRIATERE, SEHLTBZ LR
BEMAEHRTEIREA RIS, fRERE. WERHFRRFEI%.

CD HIRTEM VMware FRIIRIZEFSEHES, B8 OpenShift K VM &R T IR1EESS, LELIb
, volumeMode I&E A block, HAEINN A rwx, MUEEHEETURIT VM B9 TERZ,

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
deployment.

Whether this is a warm migration

@ Warm migration, most of the data is copied during the

precopy stage while the source virtual machines (VMs) are
running.

=50 of 1 vms done, EBHEMN, RILEEERTBIHE,

—

Status  ~ Name ~ Q Filterbyname 2 o Show archived o
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-planl ( Warm @ vmware-source © 1VMs Running® 0 of 1VMs migrated @ Feb1],2025,10:28 AM 89 Cutover

23 —EitalfE, MEERTH, ITBFHENDRT. STEELTEERS. REITRIH S ETHIZE.
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Project: openshift-mtv  «

Plans > Plan Details

YAML

firtual Mact

Virtual Machines

Pipelinestatus

Name + Q Filte

@ warm-migration-planl & funing

Cancel virtual machines

Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vl @ Feb1,2025,1028 AM 20480 / 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Status
plan & Pending
Name Status
Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
® DiskTransfer Transfer ™
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
Stats v Neme v QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
© varm-migra | (Warm O © VM Running ® @ rebn 2025,

MEEFFERHAIEE, NREBERHHEETIR,

0, BFRIHRET,

TEIG A (8] B P9 R R AIET ]

nReE, BIURHRITY)
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Cutover

Schedule the cutover for migration warm-migration-plani?

You can schedule cutover for now or a future date and time. VMs included in the
migration plan will be shut down when cutover starts.

2025-02-11 1:04 AM ®

Set cutover ‘ Remove cutover | l Cancel |

JURbEhE, HUBEMERFFIEEY, DataVolume MEEIRESZ A ImportScheduled IRXZ, BZ A ImportinProgress
K&

Virtual Machines

Pipeline status Name « Q Filter byname > m (Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v wyml @ Feb 1, 2025, 028 AM = 20430/ 20480 MB 1/ 1Digks ® @ @

PersistentVolumeClaims

Name Status
@B warm-migration-plant-vm-43432- & Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 ImportinProgress
454
Pipeline
Name Description Tasks Started at Error
@ Intialize Initialize migration. @ Feb11,2025,1028 AM
® DiskTransfer Transfer disks [ }Va! @ Feb 11,2025,1028 AM
@ Cutover Finalize dick transfer 8o/l @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt.
VirtualMachineCreation Create VM.

SRR TTAfE, DataVolume FENBINIRZESFH B PVC AP,
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Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
vml @ Feb 1, 2025,10:28 AM - 20480 /20480 MB 1/ 1Disks ® ® ® @
Pods
Pod Status Pod logs Created at
@ warm-migration-plani-vm-  § Pending Logs @ Feb 1, 2025, 1117 AM

43432-Ipkdt

PersistentVolumeClaims
Name Status

@B warm-migration-plan- @ Bound

DataVolumes

Name Status

TRt RI4# 458 ImageConversion MER, &xfE5ER VirtualMachineCreation FiE&. VM TE OpenShift
Virtualization _£i# NiZ{ TR,

VirtualMachines
Y Filte; Name m
Name 1 Namespace Status Conditions Node Created
D @ test-migrations £ Running @ worker2 © 7 minutes ago

£ Red Hat OpenShift &£2: PR R Z BT REIU]

EEBPIImNT 221811 EFE OpenShift Virtualization 89 VM, TEEF. LhiZiEEE
HIANSEFRS RWX RENE#EER. BohEBULEERE,

FEIALSE B ERS

SR IERE B EIANSEBIM OpenShift EEEHHN— PP REBRINS— I RBTE, TEEH. ATHE
OpenShift &EEFPHITRIT TR, EIMWBIHERIRBEHZE ReadWriteMany i5RIETAY PVC, f#H ontap-
nas REHIZF AL B M Trident @l 2 SXHE RSN nfs A1 smb BY RWX IAaE R, BFSE Y bk, {EF
ontap-san RXEHFEF AL B I Trident/5 %5245 iISCSI #1 NVMe/TCP WY ABREE A RWX iHRE R, 155HX
=l L

Ak, R7RIHSEISETR, SAER ontap-nas B ontap-san (volumeMode: Block) EfiEZENEIMNEE

BEH PVC iR (BopEZMMmsuERmEE) . 28 PVC BY, Trident27EE A NFS 5% iSCSI 89 SVM #1¢]
EONTAP#,
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https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
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https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html

‘ RedHat OpenShift Virtualization
OpenShift

Vin-1 VinM-1
vime-disk } vim-cligk
node-1 node-2

project-1

LR
ven-disk-pv VM storageclass

TRIDENT NetApp

M} "

NetApp

EXEFE IR B FEITREN VM SHITEETES, IBHRITUTHR:

—_

s =S GE NN pui e N g1

B EE R R,

HREMNEI PR EER R LA 7 LASZH: RWX T RIE BB 612 AT,
RinA LARMEE, AEERES

BEEETHHEE, BRIAMRE LA EIME > 8, AREHE TR ETR. VMBEBEMN FE &
EE itk BE pTh

o > w0 DN

@ YR evictionStrategy IKE A LiveMigrate, N HEIAT M FEIFETBY, OpenShift &
8 VM L= BB S — 1P s
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@D centos-stream9-zealous-anaconda &g P v [Actions ~
Disks ®
'
»
p
Y Fiter v
L
Na Source S0 Drive L3 age
(P
@
File systems @
m type poi ytes sed bytes
Virtualization
VirtusiMachineinztanceMigrations information
Migrations. tat Bandwidth consumpbon
¥
llllll Target M
@ L L) o o

{£F3 Red Hat OpenShift Virtualization 52 EE3MA]

fEFTrident?E OpenShift Virtualization F5EfE VM, IthidFZ2E3EF] A Trident CSI &= &,
AFEEE X AR VM SRFEETTREIER VM.

FEIAL 52 P2

£ Trident BY Volume CSI S2fEINEERIZ T, AILASEFE OpenShift FIIER VM, CSI EREAIFELES PV
REERIMA PVC 1EASUIERSIZRM PVC, ¥l PVC SIEFZ/E, EREN—MRIIMNEAEEIT, HESR
PVC &B T EEaKifix R
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‘ Red Hat OpenShift Virtualization

OpenShift
Wil - Wivl-1-clong
vin-disk ) B wm dlsl--l'.lu-'l'.'.
project
¥ ¥
witi-disk-pv = vm-disk-clone-py
ViV storageclass
il "
antap-san volumetode: Block, Atcess model rwx
TRIDENT NetApp

SV VN "

NetApp

X CSl B5fg, FEZRUATRELERS]:

1. J& PVC fB#F PVC %RER—PE A,
2. A—71FERAZIF TR,
3. (XY REMNBITEMEHAMERER VolumeMode IRER A RI LIITRIE; Flt0, —PMRERBEREEIS— PR

o

OpenShift S£&FHRY I BT LB Ff 5 N Te g
1. @id X FRE
2. BEFRFRES T EIRE

I X AR RE AN

I XA VM K2 EIE VM Z OpenShift BI—TRREINGE, FTETridentBIsZHF FRIAY, STTRUTIER
P2 R Ao

1. SMEITEARE> B>, ARREERENEIMZSANERS,
2. B eEE MR AT E BV 4RE S,
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Clone Virtual Machine

Mame *

rhel8-short-frog-clene

Description

Namespace * default

Start virtual machine on clone

Configuration

Operating System

Red Hat Enterprise Linux 8.0 or higher

Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server
NICs
default - virtio
Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while

cloning.

Clone Virtual Machine

3. BERMEEMN; XRXAREMNIF B N5 fEEIAI LI,

4. WHBTRE, SR LUARHRIERENVMEIRS,
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B RIFREIIL TFEIRTS

HRILUER 7 fEIR VM BIIAE PVC, ZAIGERER PVC BN VM K=fEIMA VM. It EFREEEXAR
RPN SERC AT BRENRITE AR X A BB B T Se FE EE AL

1. SMETEE > HAEEH, ARREHERTIREMA PVC ZUMERS,
2. BE5efE PVC FHiRfiti PVC BUFAER.

Clone

Mame *

rhel8-short-frog-rootdisk-28dvb-clone

Access Mode *
(O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB =«

PVC details

Namespace Requested capacity Access mode

@ default 20GIiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€S basic 22GiB Filesystem

Cancel Clone

3. RIERERME. XN VM I PVC,
4. SME TR > EIME> BN, AERECIE">“ER YAML

. £ spec > template > spec >volumes 2853 H, MiNNEER PVC MARBRMEE, RIBENERZEITE
WMBPR B HtiFdER.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. G LABIE IR L
7. VMBIERINE, WHRHIBIEHRVMES ARVMAIZEZ,

{£F3 Red Hat OpenShift Virtualization MIRIREIZA<IZE VM

f£F OpenShift Virtualization MIREREIEE VM, LtiIiZ2E13EEIE VolumeSnapshotClass.
X VM BIRABEER (PVC) #ITIRIR. RIREBEREFEY PVC LUREREFERIERR PVC
TERIRREERIFT VM,

MIRBE B2 RE A

f&Bh Trident® Red Hat OpenShift, B/ o] AT ELFRECE AVTFESS EAVIFAEHITIRIR, FIBLLIhEE, BFEILL
REVEMEN B mVRIAHER TR EEHETIER—EMER UFIIRS. XERARZFEMHEG, MER
BRI E,

FF OpenShift HEY Snapshot 1#1E, WAE X ZJR VolumeSnapshotClass. VolumeSnapshot #l
VolumeSnapshotContent,

* VolumeSnapshotContent E MEBF RV EIREXV L FRIRER. ©EREIMNT B FFiEY PersistentVolume HI&
BEENER.

* VolumeSnapshot B BIFZEREBIVIER, BEEMATF PersistentVolumeClaim,

* VolumeSnapshotClass 2 IFEER A VolumeSnapshot I8 EAREMEM. ERFEN ME—ERKIHAE
RIBIREREHE 4,
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‘ Red Hat . OpenShift Virtualization

OpenShift
Wh-1 tnident-snapsholclass V-2
! Tak
—p——— st ¥ i r ‘
wm-disk 4 - wine ekl s ruapetu = snapshot-clone
. wir-cliab sra ot oot et
project-1
3 , y
vem-disk-py

ym-disk-clonepy
Wi storageciass

ol e "
ortag-san valumehiode: Block. Access made: rwx

TRIDENT NetApp

X

S VM) l

—
[
—

T

z
E“L
-
B

NetApp

EEIREIMTIBIRER, BRI TIE:

1. 83— VolumeSnapshotClass, AGaILUFEHRERBEIE VolumeSnapshot, Sf1EITF
fii>VolumeSnapshotClasses, $Af5 8 &6l VolumeSnapshotClass.

2. NREBZEMZFR, WMNIRTHIZFH csi.trident.netapp.io, AR EHEIE,
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apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

Create ‘ Cancel ‘

© View shortcuts

X Download

3. IRBIEEERREIWE PVC, RELIEIZ PVC BIHREE, SMZE "Storage > VolumeSnapshots' F 5 8l

IR,

4. EEREFNHEBGIE Snapshot BY PVC, i Snapshot BB FREIEZEAIAME, FHEFEEMN

5

VolumeSnapshotClass. ZAIGE T “RIE",

Create VolumeSnapshot

PersistentVolumeClaim *

[@® rhel8-short-frog-rootdisk-28dvb

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UEB trident-snapshot-class

=

R IR IZAYIE =B PVC RER,

Edit YAML
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MIRBE 2 FrBY EE A

1. B4, BRBMERHFHMN PVC B, SMiEI7Z% > VolumeSnapshots, BHEMENREBEILNEKS, A
BEeERE RH PVC,

2. ANH PVC RIFMER, ARRTHME" XFEIBR— I PVC,

Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20GiB

3. #FETE, MItPVC SIE—IIHE VM. SMEIEIME > B, RAEREQIE>“FEH YAML,
4. 7£ spec > template > spec >volumes ZHH, IEEMRIBMAEM BRI PVC, RIBEAEX
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TR AR MIWIBIFRA HthiFAiE S,

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

S. BEH“GIE LSBT
6. EMWIEIRRRTNG, THIRFHIIEREIS QIR IRERAEA PVC SRR EDWIFRESEEHERE,
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