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Nam Statu: Storage VM 1Pzpac Address Current node = Current p... Portset Protocols
Q q Q q Q Q Q a gy

f_proxmox_nas0d 1 proxmaox Default 1722111769 ntaphci-a300-01 ala-3373 SMB/CIFS . NFS . 53

SME/CIFS . NFS. 53

Default
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ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers
Default Site Used by LIFs Without Site Membership:
Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases:

ntaphci-a3e0e9u25::> _
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Server proxmox sddc netapp com Enable
LUisername cifs Content Disk mage, 150 imags
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pvesm set <storage id> --options multichannel,max channels=16
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6. TEERHNEEEBEMER /etc/pvelstorage.cfg XIEHMAR :
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cifs: pvesmb01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(l

content snippets,vztmpl, backup,iso, images, rootdir
options vers=3.1ll,multichannel,max channels=4
prune—backups keep-all=1

username clifs@saddc.netapp.com
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2. BMEHBEELDSIRAMA LIF, BRSPS ERE, Fh5E, XERIRENERN LIF WEREE

Elo

Bl
Name
Q

If_proxmox_nasB3

Inf_proxmox_nas01

If_proxmox_nas02

Status Storage VM IPspace Address
Q prox a Q
proxmox Default 1722111769
proxmox Default 172.21.117.68
proxmox Default 1722112068
ProXmOox Default 1722112069

Current node =

ntaphei-a300-01

ntaphci-a300-01

ntaphci-a300-02

ntaphci-a300-02

Current p...

Q

Portset Protocols

Q Q sme

SMB/CIFS . NFS . 53

v

SMB/CIFS, NFS. 53

SMB/CIFS , NFS

SMB/CIFS ., NF3

v

3. BIEESEH NFS SHEERE, LURMHENT Proxmox VE M IP #tk s FMBIAEIMNIR, ESE " OEEEGIE"
0 e T SRBE AR AN

4. "gES" WFK

_NRE =

aEmm

X (>100TB) , RANEREIES R EISERF PRDETILAEAFlexGroup, S1RfE

FiFlexGroup, IFZEETE SVM L/EA pNFS LURISELFRIIERE, BIKIRIFINT: "7 SVM LS/ pNFS's
fEF3 pNFS BY, 15HafR Proxmox VE EAEEBAIRFAEIEHIEE (¥R LIF) . FRRZEERARBRRMG

RiFo

Bl

Add volume

proxmox

Add as a cache for a remote volume [FlexCache)

Simpiifies file datnbution, reducss WAN |atency, and lowers WAN bandwidih coats

Storage and optimization

Extrame v

Mot sure?  Get halp selecting type

OPTIMIZATION CETIORNS
Distribute volume data acress the ¢luster (FlexGroup) @

Access permissions

H Expart iz NFS

default

i
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Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook




6. BAEIMLEIREG NFS EE AR T,
EiMERRES
SERLLTESS, B NFS &R Proxmox VE RRYTE(E, HEZE nConnect Sy SiEAR4R LIRS 14 EE,

1. ATEAHE, BHEREVERMEOEEZARER VLAN . ERMN-RHE,

2. FAEEAF R E https:<proxmox-node>:8006" B HHUER.LY, EFFE, BIHHBIN, REER
“NFS”,

Bl

X PROX MO X vitual Envionment 822 5earch

Server View o Datacenter
&5 Datacentar (Cluster01) Add - E
B pemox01 Q Search ; o
B prmox02 B Directory
103 (kube-ctri-01) @ & Sunomany LM
222 RTP (pxmox02) O Notes B LVM-Thin
222 localnetwork (pxmox02) & Cluster s BTRFS
£33 H410C-01 (pxmox(2) @ Ceoh B NFs
=[] local (pxmox02) H SMBICIFS
= [(local-vm (pxmox02) % Options H OGlusterFs
=[] pvedird1 (pxmax02) & Storage H iscsi
elunl1 (pxmaox0?
%DP"" (p ) Backup B CephFs
£ pvelunl2 (prxmox02) B ReD
= pvelun0d (pxmox02) £ Replication
: . B ZFS overiSCS!
=[] pvelunDa-thin (pxmox02) o' Parmissions ™ 7F
=[] pvenfsl1 {pxmox02) %\ Fiaoes - °
= [ prenfs02 (pxmox02) £ Proxmaox Backup Server
=[] prens0t (pxamax02) £ AP Tokens & ESX
=[] pvesmb01 {pxmox02) &, Two Factor
B pxmox03 & Groups
W Accountin
" % Pools
%: Engineering
W Sales # Roles

3 BHAFARER, RUHRSB[EEE, NFS SHABTNZSETHR. MIIRPIERHERATIET,



Bl

Backup Reatention

pvenfsdl Mode Io resiiction:
pvanas sddc nelapp com

|

fpvenfsOl

fpvenfal2

pvesmbl 1

© Haip

4. EEH nConnect £, BEEEERT S EITH shell HizfTUATa<, HA <storage id> X@t—%
SIEIIESE ID:

pvesm set <storage id> --options nconnect=4

EFERARIE Y, BHRERFER NFS v4.1 FiKE trunkdiscovery 1 max_connect &I :

pvesm set <storage id> --options vers=4.1, trunkdiscovery,max connect=16

5 TEETWRBEEFMD /etc/pve/storage.cfg XIEHNAR:
FRRA

nrs: pvenrts
export /pvenfs0l
path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options v4.1,nconnectzq,trunkdiacovery,max_connethIG
prune-backups keep-all=1

6. ZI8JF nConnect EMEEREIRE, HE1T ss -an | grep :2049 fE{EfA Proxmox VE E# L, BES
BIEEZNE NFS RS2 IP BUiEE, BIRIF pNFS @R EBRA, 5517 nfsstat -c HRESHEREX
BIIETT. RIBSUERE, NIZAIUERISHIE LIF lIZNEE,

@ ERIERYA, nconnect IEIRIE—MH4KZEO LB, *F pNFS, nconnect &I ETETTEN
EANEEEO . XMTFEFRE, 5#A nConnect 2iEFH4t, FNERBMERARE

79 Proxmox VE B2 LVM #1 FC
EAAAEE NN FNetApp ONTAPEZE Proxmox EEIMIFIE (VE) Mz BlNHZEF6EH
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BIEEEESE (LVM), IMECERBRISERE. MERAREFEAIM.
BRI ERRES
SERUXEEANIATESS, J0 Proxmox VE EHUER FC IEE, HIKEEHERRABNLEREE,

1. BIAREEM I HBAR O A,
2. HafRFRA Proxmox VE EH EE#RET multipath-tools, HBFHEE.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

@ ONTAP R EZREMFVEECEEEEHR. AXIFAREE, BHSN "Proxmox VE 9.x L&
F3 ONTAP 7#fi#f9 FCP #0 iSCSI #J ONTAP 9 X14"

3. IREEFRA Proxmox VE EHHI WWPN HiGHIREAFHEEIER,

cat /sys/class/fc_host/host*/port name

FHERRES
INREZONTAPHIF, REARREESELIRFEFBIFLE,

1. HRSVMAE] BB B RFCIY. EBKE "ONTAP 9 214",
2. RIS RIER N E AT FC BI LIF,

= P NetApp OMTAP System Manager | HSOL-Netapp- 45071001 1at ( Qsechatons obecmanipies ) @1 @ <> O
Dashboard
Network overview o

Insights

Storage

Mes  Metwork interfaces Subsnets >
Netwark -

o

Eihemet ports Name | st | stesgowm | ipspace | Address | cument node | “curment port | Portset | Protocols | Type | Throughy

FC parts o | | & me | a | = | & | & | & | a | a | =
Ewents & jsba v if_prve 6751 ) pve 0Pl ertidacT  NSOL-NetApp-AS0-TISUT IR 1 54 Data
Protection b i prve 6152 & e WOxoOIGenddAacT  NSOL-NetApp-ASC-TISU T L] ke Cata
Cluster P f_pve 6153 = pye Wrobd0citeadbdat?  NSOL-NatApp-AS0-TISUITH M e Dats o

I pree 6154 (D e WDCAIGendBAEET  NSOL-NEADD-ASG-TISUN Ik i Fe Cata ]

3. BE igroup FiEFEEN] FC X2,

4. 12 SVM LRIEFIFRA/NE LUN, HIREZH%S E—H IR igroup. HHRTEASARGN L2 AT+ LR
RROZFURMGRIF, HIEAFF/ FASRZERN ER LA~ EBARBRRHRF.
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— FENetApp ONTAP System Manager | NS00 Netipp-A50-1 18011 a0
Dashboard

o ® = & o

Ethamat ports ™ 144xe 5006
Used Sae

Protection P Data reduction Snapshot used Qo5 pehcy
2101 6.1 MiB
Cluster -
Protection (LI Show unintialized
clustesd3 ) default ~* None
Host mapping
Host ]

5. BAEIMLEIER LUN BEBlE.

AN ERRES

SRR TES, & LUN B2E 9 Proxmox VE PHIHEE LVM 726E.

1. 7EEEBFHIE Proxmox VE EH _ESAE shell, HILIHERE R W,

1lsblk -S
rescan-scsi-bus.sh
l1sblk -S

2. WINRE R B HINEZREZTIRF,

multipath -11

-

b 4 B2403+I2GASP

Performance

Latency

IoPs

Thraughput

n Sevial Ne (ASCT)

{ QL search actions, objects, and pages

o

)

B

LA

Q@ o

0.24 ms

0.03 me/s

multipath -a /dev/sdX # replace sdX with the device name

multipath -r
multipath -11

3. IEEH,

18




vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device 1d> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. (FRABIEAF RE https:<proxmox node>:8006" & 4R,

“LVM”O

Bl

% PRO MO < Virtual Environment 9.1.4

Server View

£ Datacenter (Cluster(3)
% onehost02

o Datacenter

Q, Search
& Summary
[J Notes
= Cluster

@ Ceph

%+ Options

£ Storage
Backup

£33 Replication
o* Permissions

& Users

& API Tokens
Q, Two Factor

PR, BERID, AR

CEpEE@EEEE RN

Directory
LvMm
LVM-Thin
BTRFS
NFS
SMBICIFS
iSCslI
CephFS
RBD

ZFS over iSCSI
ZFS

Edit

Proxmox Backup Server

ESXi

S. RIFFME ID B, EEIMEHAH, AREENNIGERA CLI gIEMNEE, WkHZRI, A Proxmox VE 9

NEEhA, BRUTIEE:

==
MIz7]No

Allow Snapshots as Volume-Chain BR‘GR EIXERS, XA

19



Bl

Add: LVI
Backup Retention
ID pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group a50fc Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if qcow2 images exist!

& Help Advanced “

6. TERTT M FC Y LVM B RGITFEECE S

B

lvm: pvefcOl
vgname aS0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

£ Proxmox VE 9 NEShRAEF, FHEEEXHE S LU THIINER snapshot-as-volume-chain 1 ft4
BYf% Allow Snapshots as Volume-Chain BEM.

79 Proxmox VE EZ& iSCSI BY LVM

£/ iSCSI #iXFINetApp ONTAPEZE Proxmox FEEiAIFIE (VE) A Z BN HEEZMERIZE
HEEER (LVM), WHERE B IR E U AKMIFITIREZMEILR, HXEZREZ,

fEFHIONTAP BYiSCSI LVM H=th
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IR EIN EIESESS

FERXLEANIA1ESS, J9 Proxmox VE ENES iISCSI &, HINEFHEERFIRENSERER,

1. #8IAFE Linux VLAN ZO9H,
2. H{®FrE Proxmox VE F#| L& T multipath-tools, HEAHEE0.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

@ ONTAP K& ZRIZFIFENEEEREEER. AXFHER, 5

Fi ONTAP 7789 FCP 1 iSCSI #Y ONTAP 9 X 14"

3. WLEEFRE Proxmox VE EAAY iSCSI EH IQN, HEHRHAFEMEEER,

cat /etc/iscsi/initiator.name

FEEERES
INREZONTAPHIF, REAARREERELIRFEFHIFLE,

1. HRSVME] B BB AISCSITil. ERAE "ONTAP 9 SZi4"
2. SIS EIEM N E AT iISCSI B9 LIF,

£ 0 "Proxmox VE 9.x kf&

Name Status Storage VM IPspace Address Current node = Current p... Portset
Q Q prox Q Q Q Q Q
lif_proxmox_iscsi0l @ proxmox Default 17221.118.109 ntaphci-a300-01 a0a-337
lif_proxmox_iscsi02 @ proxmox Defauit 172.21.119.108 ntaphci-a300-01 ala-
lif_proxmox_iscsiOd [© proxmox Defauit 17221.119.110 ntaphci-a300-02 a0a-
lif_proxmox_iscsi03 w‘ proxmox Default 17221118110 ntaphci-a300-02 ala

3. I3 igroup FH1EFEEM iISCSI X2,

Protocols
Q iscsi
ISCSI
iSCSI
ISCSI

iSCsl

4. 72 SVM ERIEFFEA/NE LUN, HISHZIA E—F 02 igroup, HRRTIASARGZNR SR RHEA
RMZRAERIF. FTAFF/ FASRL, IBHRATEENRZ IR+ LERRPERERHRF.
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Edit LUN

pvelun(l

IR ALE

proxmaox

Storage and optimization
250 GiB i
Thin provisioning

Enable space allocation

Haost information

Initiator group LUN 1D

¥ pue 4]

Cancel

5. B@HIEHIMLEIER LUN BB,

RAEPMUEESES

SER LA TRESS, 45 iSCSI LUN B2E N Proxmox VE FHHIHE LVM 17fi#.

1. FREEAF RE https:<proxmox node>:8006" & f;“#iiE

E4scsI,

22

Qs

£31C]

X

h @ Showhide = Filter
Type
Lirtux

PR TFhE”

, BERIT, ARk



N PROXMO X virtual Envionment 822 5

Server View

-#2 Datacenter (ClusterD1)
B pmoxd1
B pxmox02
103 (kube-ctr-01) ®

222 RTP (pxmox02)
£2% |ocalnetwork (prmowd2)
& HA10C-01 (pxmoxd2)
= [Jlocal (pxmox02)
=[] local-ivm (pxmox02)
=[] pvedir0 1 (pxmox02)
=[] pvelund1 (prmox02)
= pvelun02 (pxmox02)
= pvelundd (prmoxl2)
2 (] pvalun04-thin (pxmox02)
=[] pvenfs01 (pxmox02)
=[] pvenfsd2 (pxmox02)
=[] pvens01 (pxmox02)
=[] pvesmb01 (pxmox02)

Eb pomox)

W Accounting

% Engineering

¥ Sales

b Datacenter

Add Remove Edit
Q Search B Directory
& Summary B LM
[J Notes B LVM-Thin
® Cooh B NFS
B SMBICIFS
& Ontions B GlusteFs
£ Storage H iscsl
Backup B CephFs
£ Replication B RED
A B ZzFs overisCsl
o' Permissions
Wl 7FS
& Unors E  Proxmonx Backup Server
& AP Tokens o ESYi
4, Two Factor
& Groups
W Fools
$ Roles

@ Realms

2. BRMFMEIDEM, HEBBEAMEY, ONTAPH iSCSI LIF Mt IZEEREE BT, MRFEEREMR
RREMWIER A LUN THRIAR, IREUEEFRIZED,

Add: iISCS]

m Backup Retention

0 pafunl 1

Partal 17221118109

Targat | \dcO0al98b46a21vs 48
@ Heip

3. T ANIN, ARFEERE LVM,

MNodes A (Na fesiictions]
Enaldi

Use LUNs
directly
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X PROXMO X viruai Environment 822 5o

Server View © | patacenter
5 Datacenter (Cluster01) = . =
% Ramove cds
i paodt Q Search = ==
B pxmox02 B Directory
103 (kube-cti-01) @ & Sumnacy = VM
£33 RTP (puxmox(2) O Noies B LVM-Thin
3= localnetwork (pxmox02) = Cluster B BTRFS
&3 HA10C-01 (pemox(2) NFS
- @ Ceph .
= [ tocal (pxmoxi2) B SMBICIFS
£ local-vm (pxmox02) © Options B GlusterFS
=[] pvedid1 (pxmexdiz) = Stwrage B iscsi
. .
= [ pvelunl1 (pemox02) Backup B Cephfs
£ pvemD2 (pxmox(2) _ H RED
% Brenape A =8 - B ZFS overiSCSI
=[] pvelunda-thin (pmoxli2) o Pemissions g
gﬂ pvenfsl (pomox02) & Users
] pvenfs02 (pxmex02) £ Proxmox Backup Server
=[] pvens01 (pemox2) & APt Tokens & ESXi
=[] pvesmbl1 (pemox02) 8, Two Factor
B pxmox03 & Groups
W Accounting
: : Pools
W Engineering S
W Sales ¥ Roles

4. IRIBETERE ID BFR, FIEERES E—P )M iSCSI FELENERE . EFEMEMN LUN, FiREEER
o BHRREIEFEHZIR, FH Proxmox VE 9 NEEIrAE, BELUUTINEE: Allow Snapshots as
Volume-Chain BR‘GH EiEER, LENA=ET.

Add. LM =)
Backup Retention
in pveundl Modes All (No restriciions)
Base storage pvelundl (ISCS1) Enable v
Base volume | | Shared | |
Volume group I Mode 1o scan prmiox1
Conte
Content | Nama Far Ske
| CHODIDOLUND raw 268 44 GB
€ Help
. CHEDIDOLUN 1 raw 37581 GB
CHODIDOLUN 2 raw 107 37 GB
CHOOIDOLUN 3 raw 13422 GB

S. THERET T1ER iSCSI By LVM YR GITE (&R B S5 :
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Bl

iscai: pwelun(l
portal 172.21.118.
target ign.199%2-0 om.netapp: an.cf92266a707811ef9%dc00a098b4 6821 : va . 48
content none

nodes pamox02, paomox01, pionox03

lvm: pvelun(l
vgname pvelunll
content images,rootdir
nodes pamox03, pamox01, prancxl2

£ Proxmox VE 9 NEShRAEF, FHEEEXHEE LI THIINER snapshot-as-volume-chain 1 ft4
BYf% Allow Snapshots as Volume-Chain BEM.

79 Proxmox VE EZE NVMe/FC B9 LVM

fEEFANetApp ONTAPEID Yt 4T @& XL E Proxmox AR (VE) ENZ EIHNHEZ1FME

HZEEEIESS (LVM), ZEEEXRAIA NVMe thil, BHERIERNE 4 EEREFME TR
ao

MIREPMLEIE R ES

SEROXEEHNIAESS, 79 Proxmox VE EHESR NVMe/FC iE#E, HIREGFREERFIEMNNERER,

1. WIAR S B THBAREO R,
2. FEETHIE Proxmox EA L, BT TS EUE WWPN 5 EHIEIE nvme-cli B ETELE,

apt update
apt install nvme-cli
cat /sys/class/fc _host/host*/port name

nvme show-hostngn
3. BULERIRIENL NQN 1 WWPN SRIRMAEFMHEIRR, HiFRAMFBEANE NVMe d5& =8l
FHERRES
INRIEZONTAPHF, BERAARFEERLURFEFRIIETL,

1. BRSVME BB BB ANVMethi¥. 1BEEH "ONTAP 9 EAY NVMe E553014",
2. 13 NVMe S5 =4,
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kbl

Add storage units

Mame

pvens01

Storage VM

pve

MNumber of units

1

Host operating system

Linux

Host mapping

Capacity per unit

‘500 ‘ GB v

cluster03-nvmeof

«" More options

3 BIRFRAHDEEN NON (WIRFEMA CL) . BRELSHEEEEFE.

4. BHREZT2ET~HEARBRRERF.
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Bl

= PINetApp ONTAP System Manager | NSOL-MetApp- AST-T1501 10t (7 Q1 sewch actions, cbjects, an pages. ) @1 ® < 0O
Dashboard
Ensights
~
P pvens01_1
Hests Overview Snapshats Replication Secudity &
Hatsirork - Anti-ransomware
Events & jobs -~ ‘D Enabled
Protection a

Cluster -

o

BHEPMEEIER NVMe 8 TEE B,

BRAENWYEERES
SERUATESS, 3 NVMe sp R FaEZE A Proxmox VE FRYHE LVM 7Zfif,

1. FEEBHPRIE D Proxmox VE EH ESME shell, HIIEHHETEZEE AW,
2. *ﬁanpg |E—hf¥ém'fn/u\o

nvme list

3 WEHKEIREFMAES.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. gIEEA,

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

S. EFAEEAF FE "https:<proxmox node>:8006" R E HUEF LY, EFFME", BRI RN, AFIEEF
“‘LVM”,
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6. IBfft1ZME ID B, EEFEMEEA, AEEEFENNIGER CLI fIENEH, Dikd
&%EH&ZIK, BHELITINEE: Allow Snapshots as Volume-Chain BR‘BR Ei%L

28
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x PRO MO < Virtual Environment 9 1 4

Server View

& Datacenter (Cluster03)

% onehost02

=
MIZ7]No

o Datacenter

Q, Search
& Summary
O Notes

Cluster

Ceph

Options
Storage
Backup

"w = 3

£3 Replication
o' Permissions
& Users
& API Tokens
&, Two Factor

Remaove Edit

CENEGEDEEEETFEFEN

-
=
N
—
=]

T,

Directory

LvMm

LVM-Thin
BTRFS

NFS
SMBICIFS
iSCsl

CephFS

RBD

ZFS over iSCSI
ZFS

Proxmox Backup Server
ESXi

e

A Proxmox VE 9
EfS, EDAS

Gl



Bl

M - 1 A
Lt [
raLl :"".-..n

Backup Retention

D pvens01 MNodes

Base slorage Existing volume groups Enable

Volume group pvens(1 shared

Content Disk image, Container Wipe Removed
Volumes

bl napshols g olu i

Snapshots as Volume-Chain are a technology preview

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!

& Help Advanced m

7. TEEBTRT—MMEA NVMe/FC B LVM 1ZAEER B X413l :

Bl

lvm: pwvens(Ol
vgname pvens0l
content images, rootdir
saferemove 0
shared 1

snapshot—-as—-volume-chain 1

74 Proxmox VE E2& LVM 5 NVMe/TCP

fEAANetApp ONTAP:&EE TCP 1H1iYEY NVMe, 79 Proxmox REIAIFIR (VE) EHZBHIHE
EREREZESEESS (LVM), ZEEFBIA NVMe thil, @i inE I KWiREStaE
R TFERE LA

{EFONTAP BIEH NVMe/TCP B LVM H =it

IR EIN EIESIESS

FERIXLERNIAIESS, 79 Proxmox VE ENES NVMe/TCP &%, HIREGFEREERFIRINERER.

29


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2

1. #IAF Linux VLAN ##ZO8A,
2. EEEPHEA Proxmox EH L, BITUTHSRBKEENERER.

nvme show-hostngn

3. BULEEINENL NON ERIRMBALEFMHEIRR, HIFKRMEANN NVMe frE T8,
GFHEEERES
NRIGEONTAPHF, BEAARREER LR T EFRIIETL,

1. BIRSVME HE BB AENVMethi¥. 1EZIH "ONTAP 9 EAY NVMe E553CH#4"
2. BIE NVMe #5& =ial,
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Bl

Add NVMe namespace X

pvens02
STORAGE VM
Proxmox b

MIBARED (E NAMESDAr S ~ADAFTTY DED MALIEC DA FE
|-\_|'\| B U 'l‘-l:h}h:l'l__s -l FEM '-I-l..u.,_S"'.nl.'L_

1 100 G W

proxmox_subsystem_606 b

Maore options Cancel “

3 BIRFRAHDEEN NON (MIRFEMA CL) . BRELSHEEEEFE.
4. BHREZT 2R~ EARBRRERF.
S. BHEPMEEIES NVMe 8p & a2 IR,

REAENCEERES
SR AT ESS, 3§ NVMe s B TE)ELE /9 Proxmox VE HFEYHEE LVM 1,
1. EEEHPHSE Proxmox VE EH_ESAE shell, HEIEE /etc/nvmeldiscovery.conf X1, 1ERIBEVIFIE
BIHAR.
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root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host
—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. ZRZI NVMe FRH,

nvme connect-all

3. BEHWEREFAES.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

4. glEA,

vgcreate pvens02 /dev/mapper/<device id>

S. FAEIEAF A https:<proxmox node>:8006" S FEHF.LY, EIFREFME, PHARIN, REER
“LVM”,
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Bl

x PRO MO < Virtual Environment 9.1 4 Sea

Server View o Datacenter

- & Datacenter (Cluster03)
% onehost02

Remove Edit

Q Searh B8 Directory
& Summary = LM
0J Notes B LVM-Thin
£ Cluster B BTRFS
@ Ceph B NFS
B SMBICIFS
£ Options B iscs!
B Socage B CephFS
Backup B RBD
£3 Replication B ZFS overiSCSI
o' Permissions - | 250
= Proxmox Backup Server
& Users & | esx
& APl Tokens
&, Two Factor

6. 1RH7FfE ID BFF, ERMEEAE, AREENINIGER CLI 8IiERMNEH, DEXZIEIN, FH Proxmox VE 9
&%EH&ZIK, BHELITINEE: Allow Snapshots as Volume-Chain BR‘BREXIERS, XA S

E/—_r\o
Rl
Add: LvVM
Backup Retention
m prensi2 Modes Al (Mo restricBons)
Base storage Existing volumea groups Enabla
Voluime growp prensl2 Shared %)
Contant Disk image, Conlainer Wipe Removed

Wolpmes

o o e

7. TERBTT—MEA NVMe/TCP # LVM 1ZAEER B STl :
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Bl

lvm: pvens02
vgname pvens(02
content rootdir, images

nodes pxmox03, pxmox02, pxmox01
saferemove 0
shared 1

7£ Proxmox VE 9 NEShrER, FEREEXHFEE LI THINER snapshot-as-volume-chain 1 ft4
BY{% Allow Snapshots as Volume-Chain BB

@ nvme-cli {4168 nvmef-autoconnect.service, BRIZIRSEIERB N BoniEiEEIBif. B%
FIEIEZH nvme-cli X4,
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