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为 Proxmox VE 配置ONTAP存储

了解适用于 Proxmox 虚拟环境的ONTAP存储架构

NetApp ONTAP与 Proxmox 虚拟环境 (VE) 集成，通过 NAS 和 SAN 协议提供企业级存储
功能。ONTAP为在 Proxmox VE 集群上运行的虚拟化工作负载提供高级数据管理功能，包
括快照、克隆、复制和勒索软件防护。

解决方案架构

该解决方案架构包含以下关键组件：

• Proxmox VE 集群： Proxmox VE 节点集群，提供虚拟化功能并管理虚拟机 (VM) 和容器。

• * NetApp ONTAP存储：* 一种高性能、可扩展的存储系统，可为 Proxmox VE 集群提供共享存储。

• 网络基础设施： 强大的网络设置，确保 Proxmox VE 节点和ONTAP存储之间低延迟、高吞吐量的连接。

• * NetApp Console：* 用于管理多个NetApp存储系统和数据服务的集中式管理界面。

• Proxmox备份服务器： 专为Proxmox VE设计的备份解决方案，可与ONTAP存储集成，实现高效的数据保
护。

下图展示了实验室设置的高级架构：

适用于 Proxmox VE 的ONTAP功能

ONTAP提供了一套全面的企业存储功能，可增强 Proxmox VE 部署。这些特性涵盖了 NAS 和 SAN 存储架构的
数据管理、保护、效率和协议支持。
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核心数据管理功能

• 横向扩展集群架构

• 安全身份验证和基于角色的访问控制 (RBAC) 支持

• 零信任多管理员支持

• 安全的多租户

• 使用SnapMirror进行数据复制

• 具有快照的时间点副本

• 节省空间的克隆

• 存储效率特性包括重复数据删除和压缩

• Trident CSI 对 Kubernetes 的支持

• SnapLock合规性

• 防篡改快照副本锁定

• 具备自主威胁检测功能的勒索软件防护

• 静态数据和传输中数据加密

• FabricPool将冷数据分层存储到对象存储中

• NetApp Console和Data Infrastructure Insights集成

• Microsoft 卸载数据传输 (Offloaded Data Transfer, ODX)

NAS协议特性

• FlexGroup卷为横向扩展的 NAS 容器提供高性能、负载均衡和可扩展性。

• FlexCache将数据在全球范围内分发，同时提供本地读写访问。

• 多协议支持使得同一数据可以通过 SMB 和 NFS 访问。

• NFS nConnect 允许每个连接建立多个 TCP 会话，从而提高网络吞吐量并利用高速网卡。

• NFS会话中继可提供更高的数据传输速度、高可用性和容错能力。

• SMB多通道可提供更高的数据传输速度、更高的可用性和容错能力。

• 与 Active Directory 和 LDAP 集成以实现文件权限

• 通过 TLS 使用 NFS 建立安全连接。

• NFS Kerberos 身份验证支持

• 通过 RDMA 使用 NFS 实现低延迟访问

• Windows 和 Unix 身份之间的名称映射

• 具备内置威胁检测功能的自主勒索软件防护

• 文件系统分析，获取容量和使用情况洞察

• Metrocluster 支持高可用性。
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SAN协议特性

• 使用SnapMirror主动同步功能将集群扩展到故障域（始终检查 "互操作性表工具" （适用于支持的配置）

• Metrocluster 支持高可用性。

• ASA型号提供主动-主动多路径和快速路径故障转移。

• 支持 FC、iSCSI 和 NVMe-oF 协议

• iSCSI CHAP 相互认证

• 选择性 LUN 映射和端口集以增强安全性

Proxmox 虚拟环境支持的存储类型

Proxmox 虚拟环境 (VE) 支持多种与NetApp ONTAP兼容的存储协议，包括用于 NAS 的
NFS 和 SMB 以及用于 SAN 的 FC、iSCSI 和 NVMe-oF。每种协议都支持不同的
Proxmox VE 内容类型，包括 VM 磁盘、备份、容器卷、ISO 镜像和模板。

NAS协议支持

NAS 协议（NFS 和 SMB）支持所有 Proxmox VE 内容类型，通常在数据中心级别配置一次。客户虚拟机可以
在 NAS 存储上使用 raw、qcow2 或 VMDK 磁盘格式。ONTAP快照可以对客户端可见，以便访问特定时间点的
数据副本。

SAN协议支持

SAN 协议（FC、iSCSI 和 NVMe-oF）通常按主机进行配置，并支持 Proxmox VE 中的 VM 磁盘和容器映像内
容类型。客户虚拟机可以在块存储上使用原始磁盘格式、VMDK 磁盘格式或 qcow2 磁盘格式。

存储类型兼容性矩阵

内容类型 NFS SMB/CIFS FC iSCSI NVMe-oF

备份 是 是 否1 否1 否1

VM 磁盘 是 是 是的2 是的2 是的2

CT体积 是 是 是的2 是的2 是的2

ISO 映像 是 是 否1 否1 否1

CT模板 是 是 否1 否1 否1

片段 是 是 否1 否1 否1

笔记：
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1. 需要集群文件系统创建共享文件夹并使用目录存储类型。

2. 使用LVM存储类型。

使用NetApp ONTAP存储的 Proxmox 虚拟环境部署指南

Proxmox 虚拟环境 (VE) 与NetApp ONTAP存储集成，为虚拟机和容器提供共享存储，从
而实现更快的实时迁移、一致的模板和集中式备份。了解网络和存储配置指南以及部署和
优化带有ONTAP存储系统的 Proxmox VE 集群的最佳实践。

有关支持的存储类型和内容兼容性的信息，请参阅 "了解 Proxmox VE 支持的存储类型"。

网络配置指南

遵循以下准则可优化网络性能和可靠性：

• 确保 Proxmox VE 节点和ONTAP存储之间有两条冗余的网络路径。

• 使用链路聚合（LACP）可以提高带宽和容错能力。

• 设计网络拓扑结构以避免生成树问题。必要时可使用 RSTP 或 MSTP 等功能。

• 实施 VLAN 以隔离不同类型的流量并增强安全性。

• 在所有网络设备上配置巨型帧（MTU 9000），以提高存储流量的性能。

• 配置 VLAN 区域时，可考虑使用基于 Linux 桥接的 Open vSwitch (OVS)。

存储配置最佳实践

遵循以下最佳实践，优化存储性能和可扩展性：

• 使用 ONTAP 的高级数据管理功能（例如快照和克隆）来增强数据保护和恢复能力。

• 使用FlexGroup卷来满足大容量需求，以充分发挥ONTAP可扩展性的潜力。

• 在地理分布的环境中，使用FlexCache将镜像和模板分发到更靠近 Proxmox VE 节点的位置，以加快部署速
度并实现集中管理。

• 将FlexGroup与 NFS 结合使用时，请结合使用 nConnect 或会话中继以及 pNFS 来优化性能和可用性。

• 对于块协议，确保进行适当的分区和 LUN 掩码，以限制只有授权的 Proxmox VE 节点才能访问。

• 分配足够的存储容量以满足虚拟机增长和数据需求。

• 实施存储分层以优化性能和成本效益。

• 使用NetApp管理工具定期监控存储性能和运行状况。

• 使用NetApp Console集中管理多个ONTAP系统。

• 启用ONTAP上的勒索软件防护功能，以防范勒索软件攻击。

Proxmox VE 配置指南

请遵循以下准则，以优化 Proxmox VE 与NetApp ONTAP存储的集成：
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• 将 Proxmox VE 更新到最新稳定版本，即可享受最新功能和错误修复。

• 配置 Proxmox VE 使用NetApp ONTAP的共享存储作为虚拟机存储。

• 设置 Proxmox VE 集群以实现高可用性和虚拟机的实时迁移。

• 使用冗余网络进行集群通信，并专门用一个网络进行实时迁移。

• 避免在集群中重复使用相同的虚拟机或容器 ID，以防止冲突。

• 在虚拟机中使用 VirtIO SCSI 单控制器可获得更好的性能和功能。

• 对于 IO 需求高的虚拟机，启用 IO 线程选项。

• 启用虚拟机磁盘上的 discard/TRIM 支持，以优化存储使用情况。

使用ONTAP为 Proxmox VE 配置存储协议

了解 Proxmox VE 与NetApp ONTAP的存储协议

使用 NAS 协议（NFS、SMB）和 SAN 协议（FC、iSCSI、NVMe）为 Proxmox 虚拟环境
(VE) 提供ONTAP存储。选择合适的协议特定步骤来配置 Proxmox VE 集群的共享存储。

确保 Proxmox VE 主机具有 FC、以太网或其他受支持的接口，并通过电缆连接到交换机，从而与ONTAP逻辑接
口通信。务必检查 "互操作性表工具" 适用于支持的配置。示例场景的创建基于以下假设：每个 Proxmox VE 主
机上都有两张高速网络接口卡，这两张卡连接在一起以创建绑定接口，从而实现容错和性能。所有网络流量（包
括主机管理、虚拟机/容器流量和存储访问）均使用相同的上行链路连接。当有更多网络接口可用时，考虑将存
储流量与其他类型的流量分开。

有关ONTAP存储架构和支持的存储类型的信息，请参阅 "了解 Proxmox VE 的ONTAP存储架构" 和 "了解
Proxmox VE 支持的存储类型"。

当使用 LVM 和 SAN 协议（FC、iSCSI、NVMe-oF）时，卷组可以包含多个 LUN 或 NVMe 命名
空间。在这种情况下，所有 LUN 或命名空间都必须属于同一个一致性组，以确保数据完整性。我
们不支持跨越多个ONTAP SVM 的卷组。每个卷组必须由同一 SVM 中的 LUN 或命名空间创建。

选择存储协议

选择符合您环境和要求的协议：

• "配置 SMB/CIFS 存储" - 为 Proxmox VE 配置 SMB/CIFS 文件共享，支持多通道，以实现容错和增强多网络
连接的性能。

• "配置 NFS 存储" - 使用 nConnect 或会话中继为 Proxmox VE 配置 NFS 存储，以实现容错和使用多个网络
连接提升性能。

• "使用 FC 配置 LVM" - 配置逻辑卷管理器 (LVM) 与光纤通道，以实现跨 Proxmox VE 主机的高性能、低延迟
块存储访问。

• "配置 LVM 与 iSCSI" - 配置逻辑卷管理器 (LVM) 与 iSCSI，以便通过支持多路径的标准以太网访问块存储。

• "配置 LVM 与 NVMe/FC" - 使用现代 NVMe 协议，通过光纤通道配置逻辑卷管理器 (LVM) 和 NVMe，以实现
高性能块存储。

• "配置 LVM 与 NVMe/TCP" - 使用现代 NVMe 协议，通过 TCP 配置逻辑卷管理器 (LVM) 和 NVMe，以便在
标准以太网网络上实现高性能块存储。
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为 Proxmox VE 配置 SMB/CIFS 存储

使用NetApp ONTAP为 Proxmox 虚拟环境 (VE) 配置 SMB/CIFS 存储。SMB 多通道通过
与存储系统的多个网络连接提供容错能力并提高性能。

SMB/CIFS 文件共享需要存储管理员和虚拟化管理员进行配置。更多详情请参阅 "TR4740 - SMB 3.0 多通道"。

密码以明文文件形式保存，只有root用户才能访问。请参阅 "Proxmox VE 文档"。

采用ONTAP 的SMB 共享存储池

存储管理员任务

如果您是ONTAP新手，请使用系统管理器界面完成这些任务。

1. 为 SMB 启用 SVM。跟随 "ONTAP 9 文档" 了解更多信息。

2. 每个控制器至少创建两个 LIF。请按照文档中的步骤操作。作为参考，这里是此解决方案中使用的 LIF 的屏
幕截图。

显示示例

3. 配置基于 Active Directory 或工作组的身份验证。请按照文档中的步骤操作。
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显示示例

4. 创建卷。选中“将数据分布到集群中”选项以使用FlexGroup。请确保该卷已启用反勒索软件保护。

显示示例

5. 创建 SMB 共享并调整权限。跟随"ONTAP 9 文档"了解更多信息。
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显示示例

6. 向虚拟化管理员提供 SMB 服务器、共享名称和凭据。

虚拟化管理员任务

完成以下任务，将 SMB 共享添加为 Proxmox VE 中的存储，并启用多通道以提高性能和容错能力。

1. 收集用于共享身份验证的 SMB 服务器、共享名称和凭据。

2. 为了实现容错，请确保至少有两个接口配置在不同的 VLAN 中。确认网卡支持 RSS。

3. 使用管理用户界面 `https:<proxmox-node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选
择“SMB/CIFS”。
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显示示例

4. 请输入详细信息。共享名称应自动填充。选择所有内容类型，然后单击“添加”。

显示示例

5. 要启用多通道选项，请在任意集群节点上打开 shell 并运行以下命令，其中 <storage id> 这是上一步创建
的存储 ID：
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pvesm set <storage id> --options multichannel,max_channels=16

显示示例

6. 下面显示的是已配置存储的 /etc/pve/storage.cfg 文件的内容：

显示示例

为 Proxmox VE 配置 NFS 存储

使用NetApp ONTAP为 Proxmox 虚拟环境 (VE) 配置 NFS 存储。使用 NFS v4.1 或更高版
本进行会话中继，可以提高存储系统的容错能力和性能，并支持多个网络连接。

ONTAP支持 Proxmox VE 支持的所有 NFS 版本。使用 "会话中继" 为了提高容错能力和性能。会话中继需要
NFS v4.1 或更高版本。

如果您是ONTAP新手，请使用系统管理器界面完成这些任务。

ONTAP的 NFS nconnect 选项

存储管理员任务

完成以下任务，即可在ONTAP上配置 NFS 存储，以便与 Proxmox VE 一起使用。

1. 为 NFS 启用 SVM。请参阅 "ONTAP 9 文档"。
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2. 每个控制器至少创建两个 LIF。请按照文档中的步骤操作。作为参考，这里是实验室中使用的 LIF 的屏幕截
图。

显示示例

3. 创建或更新 NFS 导出策略，以提供对 Proxmox VE 主机 IP 地址或子网的访问权限。请参阅 "出口政策制定"

和 "向导出策略添加规则"。

4. "创建卷"。对于大容量需求（>100TB），请勾选将数据分布到集群中的选项以使用FlexGroup。如果使
用FlexGroup，请考虑在 SVM 上启用 pNFS 以获得更好的性能，具体操作如下： "在 SVM 上启用 pNFS"。
使用 pNFS 时，请确保 Proxmox VE 主机能够访问所有控制器（数据 LIF）。请确保该卷已启用反勒索软件
保护。

显示示例
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5. "将导出策略分配给卷"。

12

https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html


显示示例
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6. 通知虚拟化管理员 NFS 卷已准备就绪。

虚拟化管理员任务

完成以下任务，将 NFS 卷添加为 Proxmox VE 中的存储，并配置 nConnect 或会话中继以提高性能。

1. 为了实现容错，请确保至少有两个接口配置在不同的 VLAN 中。使用网卡绑定。

2. 使用管理用户界面 `https:<proxmox-node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选择
“NFS”。

显示示例

3. 请输入详细信息。提供服务器信息后，NFS 导出内容应该会填充出来。从列表中选择并选择内容选项。
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显示示例

4. 要启用 nConnect 选项，请在任意集群节点上打开 shell 并运行以下命令，其中 <storage id> 这是上一步
创建的存储 ID：

pvesm set <storage id> --options nconnect=4

要使用会话中继，请确保使用 NFS v4.1 并设置 trunkdiscovery 和 max_connect 选项：

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max_connect=16

5. 下面显示的是已配置存储的 /etc/pve/storage.cfg 文件的内容：

显示示例

6. 要验证 nConnect 选项是否已设置，请运行 ss -an | grep :2049 在任何 Proxmox VE 主机上，检查是

否存在多个到 NFS 服务器 IP 的连接。要验证 pNFS 是否已启用，请运行 nfsstat -c 并检查与布局相关
的指标。根据数据流量，应该可以看到与数据 LIF 的多个连接。

在会话中继中，nconnect 选项仅在一个中继接口上设置。对于 pNFS，nconnect 选项设置在元数
据和数据接口上。对于生产环境，请使用 nConnect 或会话中继，不要同时使用两者。

为 Proxmox VE 配置 LVM 和 FC

使用光纤通道协议和NetApp ONTAP配置 Proxmox 虚拟环境 (VE) 主机之间的共享存储的
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逻辑卷管理器 (LVM)。这种配置能够实现高性能、低延迟的块级存储访问。

初始虚拟化管理员任务

完成这些初始任务，为 Proxmox VE 主机准备 FC 连接，并收集存储管理员所需的必要信息。

1. 确认是否有两个HBA接口可用。

2. 确保所有 Proxmox VE 主机上都安装了 multipath-tools，并且开机启动。

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable --now multipathd

ONTAP 设备多路径所需的配置已包含在包中。有关详细信息，请参见 "Proxmox VE 9.x 上使
用 ONTAP 存储的 FCP 和 iSCSI 的 ONTAP 9 文档"

3. 收集所有 Proxmox VE 主机的 WWPN 并将其提供给存储管理员。

cat /sys/class/fc_host/host*/port_name

存储管理员任务

如果您是ONTAP新手，请使用系统管理器以获得更好的体验。

1. 确保SVM可用且已启用FC协议。跟随 "ONTAP 9 文档"。

2. 每个控制器创建两个专用于 FC 的 LIF。

3. 创建 igroup 并填充主机 FC 发起程序。

4. 在 SVM 上创建所需大小的 LUN，并将其呈现给上一步创建的 igroup。确保在ASA系统的“安全”选项卡上启
用反勒索软件保护，并在AFF/ FAS系统的“卷安全”选项卡上启用反勒索软件保护。
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5. 通知虚拟化管理员 LUN 已创建。

最终虚拟化管理员任务

完成以下任务，将 LUN 配置为 Proxmox VE 中的共享 LVM 存储。

1. 在集群中的每个 Proxmox VE 主机上导航到 shell，并验证磁盘是否可见。

lsblk -S

rescan-scsi-bus.sh

lsblk -S

2. 确认设备是否出现在多路径列表中。

multipath -ll

multipath -a /dev/sdX  # replace sdX with the device name

multipath -r

multipath -ll

3. 创建卷组。
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vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. 使用管理用户界面 `https:<proxmox node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选择
“LVM”。

显示示例

5. 提供存储 ID 名称，选择现有卷组，然后选择刚刚使用 CLI 创建的卷组。勾选共享选项。使用 Proxmox VE 9

及更高版本，启用以下功能： Allow Snapshots as Volume-Chain 启用“高级”复选框后，此选项才会
显示。
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显示示例

6. 下面展示了使用 FC 的 LVM 的示例存储配置文件：

显示示例

在 Proxmox VE 9 及更高版本中，存储配置文件包含以下附加选项 snapshot-as-volume-chain 1 什么
时候 Allow Snapshots as Volume-Chain 已启用。

为 Proxmox VE 配置 iSCSI 的 LVM

使用 iSCSI 协议和NetApp ONTAP配置 Proxmox 虚拟环境 (VE) 主机之间的共享存储的逻
辑卷管理器 (LVM)。此配置支持通过标准以太网进行块级存储访问，并支持多路径。

使用ONTAP 的iSCSI LVM 共享池
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初始虚拟化管理员任务

完成这些初始任务，为 Proxmox VE 主机准备 iSCSI 连接，并收集存储管理员所需的必要信息。

1. 确认两个 Linux VLAN 接口可用。

2. 确保所有 Proxmox VE 主机上都安装了 multipath-tools，并且开机启动。

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable --now multipathd

ONTAP 设备多路径所需的配置已包含在包中。有关详细信息，请参见 "Proxmox VE 9.x 上使
用 ONTAP 存储的 FCP 和 iSCSI 的 ONTAP 9 文档"

3. 收集所有 Proxmox VE 主机的 iSCSI 主机 IQN，并将其提供给存储管理员。

cat /etc/iscsi/initiator.name

存储管理员任务

如果您是ONTAP新手，请使用系统管理器以获得更好的体验。

1. 确保SVM可用且已启用iSCSI协议。跟随 "ONTAP 9 文档"。

2. 每个控制器创建两个专用于 iSCSI 的 LIF。

3. 创建 igroup 并填充主机 iSCSI 发起程序。

4. 在 SVM 上创建所需大小的 LUN，并将其呈现给上一步创建的 igroup。确保在ASA系统的安全选项卡中启用
反勒索软件保护。对于AFF/ FAS系统，请确保在卷的安全选项卡上启用反勒索软件保护。

21

https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html


5. 通知虚拟化管理员 LUN 已创建。

最终虚拟化管理员任务

完成以下任务，将 iSCSI LUN 配置为 Proxmox VE 中的共享 LVM 存储。

1. 使用管理用户界面 `https:<proxmox node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选
择“iSCSI”。
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2. 请提供存储ID名称。当没有通信问题时， ONTAP的 iSCSI LIF 地址应该能够选择目标。如果不想直接向来
宾虚拟机提供 LUN 访问权限，请取消选中该选项。

3. 点击“添加”，然后选择 LVM。
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4. 提供存储 ID 名称，并选择与上一步创建的 iSCSI 存储匹配的基本存储。选择基础卷的 LUN，并提供卷组名

称。请确保已选择共享选项。使用 Proxmox VE 9 及更高版本，启用以下功能： Allow Snapshots as

Volume-Chain 启用“高级”复选框后，此选项才会显示。

5. 下面展示了使用 iSCSI 的 LVM 的示例存储配置文件：
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显示示例

在 Proxmox VE 9 及更高版本中，存储配置文件包含以下附加选项 snapshot-as-volume-chain 1 什么
时候 Allow Snapshots as Volume-Chain 已启用。

为 Proxmox VE 配置 NVMe/FC 的 LVM

使用NetApp ONTAP通过光纤通道协议配置 Proxmox 虚拟环境 (VE) 主机之间的共享存储
的逻辑卷管理器 (LVM)。该配置采用现代 NVMe 协议，提供低延迟的高性能块级存储访
问。

初始虚拟化管理员任务

完成这些初始任务，为 Proxmox VE 主机准备 NVMe/FC 连接，并收集存储管理员所需的必要信息。

1. 确认是否有两个HBA接口可用。

2. 在集群中的每个 Proxmox 主机上，运行以下命令来收集 WWPN 信息并验证 nvme-cli 软件包是否已安装。

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port_name

nvme show-hostnqn

3. 将收集到的主机 NQN 和 WWPN 信息提供给存储管理员，并请求所需大小的 NVMe 命名空间。

存储管理员任务

如果您是ONTAP新手，请使用系统管理器以获得更好的体验。

1. 确保SVM可用且已启用NVMe协议。请参阅 "ONTAP 9 上的 NVMe 任务文档"。

2. 创建 NVMe 命名空间。
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显示示例

3. 创建子系统并分配主机 NQN（如果使用 CLI）。请点击上方链接查看详情。

4. 请确保在安全选项卡中启用反勒索软件保护。
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显示示例

5. 通知虚拟化管理员 NVMe 命名空间已创建。

最终虚拟化管理员任务

完成以下任务，将 NVMe 命名空间配置为 Proxmox VE 中的共享 LVM 存储。

1. 在集群中的每个 Proxmox VE 主机上导航到 shell，并验证新命名空间是否可见。

2. 检查命名空间详细信息。

nvme list

3. 检查并收集设备详细信息。

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -N

4. 创建卷组。

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

5. 使用管理用户界面 `https:<proxmox node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选择
“LVM”。
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显示示例

6. 提供存储 ID 名称，选择现有卷组，然后选择刚刚使用 CLI 创建的卷组。勾选共享选项。使用 Proxmox VE 9

及更高版本，启用以下功能： Allow Snapshots as Volume-Chain 启用“高级”复选框后，此选项才会
显示。
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显示示例

7. 下面展示了一个使用 NVMe/FC 的 LVM 存储配置文件示例：

显示示例

为 Proxmox VE 配置 LVM 与 NVMe/TCP

使用NetApp ONTAP通过 TCP 协议的 NVMe，为 Proxmox 虚拟环境 (VE) 主机之间的共享
存储配置逻辑卷管理器 (LVM)。该配置使用现代 NVMe 协议，通过标准以太网提供高性能
块级存储访问。

使用ONTAP 的具有 NVMe/TCP 的 LVM 共享池

初始虚拟化管理员任务

完成这些初始任务，为 Proxmox VE 主机准备 NVMe/TCP 连接，并收集存储管理员所需的必要信息。
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1. 确认两个 Linux VLAN 接口可用。

2. 在集群中的每个 Proxmox 主机上，运行以下命令来收集主机启动器信息。

nvme show-hostnqn

3. 将收集到的主机 NQN 信息提供给存储管理员，并请求所需大小的 NVMe 命名空间。

存储管理员任务

如果您是ONTAP新手，请使用系统管理器以获得更好的体验。

1. 确保SVM可用且已启用NVMe协议。请参阅 "ONTAP 9 上的 NVMe 任务文档"。

2. 创建 NVMe 命名空间。
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显示示例

3. 创建子系统并分配主机 NQN（如果使用 CLI）。请点击上方链接查看详情。

4. 请确保在安全选项卡中启用反勒索软件保护。

5. 通知虚拟化管理员 NVMe 命名空间已创建。

最终虚拟化管理员任务

完成以下任务，将 NVMe 命名空间配置为 Proxmox VE 中的共享 LVM 存储。

1. 在集群中的每个 Proxmox VE 主机上导航到 shell，并创建 /etc/nvme/discovery.conf 文件。请根据您的环境
更新内容。
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root@pxmox01:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# --transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host

-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -l 1800 -a 172.21.118.153

-t tcp -l 1800 -a 172.21.118.154

-t tcp -l 1800 -a 172.21.119.153

-t tcp -l 1800 -a 172.21.119.154

2. 登录到 NVMe 子系统。

nvme connect-all

3. 检查并收集设备详细信息。

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -l

4. 创建卷组。

vgcreate pvens02 /dev/mapper/<device id>

5. 使用管理用户界面 `https:<proxmox node>:8006`单击“数据中心”，选择“存储”，单击“添加”，然后选择
“LVM”。
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显示示例

6. 提供存储 ID 名称，选择现有卷组，然后选择刚刚使用 CLI 创建的卷组。勾选共享选项。使用 Proxmox VE 9

及更高版本，启用以下功能： Allow Snapshots as Volume-Chain 启用“高级”复选框后，此选项才会
显示。

显示示例

7. 下面展示了一个使用 NVMe/TCP 的 LVM 存储配置文件示例：
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显示示例

在 Proxmox VE 9 及更高版本中，存储配置文件包含以下附加选项 snapshot-as-volume-chain 1 什么
时候 Allow Snapshots as Volume-Chain 已启用。

nvme-cli 软件包包含 nvmef-autoconnect.service，启用该服务可在启动时自动连接到目标。更多
详情请参阅 nvme-cli 文档。
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