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7- EREL ONTAP ©%

acpadmin configure T RKET A run -node { _nodename _llocal }
acpadmin configure*

acpadmin list all C* AT A run -node { _nodename __llocal }
acpadmin list_all*

acpadmin stats C* RYETE run -node {_nodename _ llocal }
acpadmin stals™

aggr add  *aggr add*
aggr add-disks
sTEER S MR

aggr create T * BB create™
sTEEREEIE

REE% T BEbR
sTERER SR

aggr media scrub “* AT = run -node {_nodename __llocal }  aggr

media_scrub*
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aggr offline

aggr online

Ey=prinyl

modify } °
REEHE T
sTFERAENR

T BRAMEH
sTFER SR
rREEERT
sTEHERSIEIE

' * aggr show-space*’
sHFHEREETRTIE
aggr show

sEEREGET

“* RGTA run -node  { _nodename __llocal }  aggr
verify™*

* * AutoSupport Destinations™

sRERFAT R AutoSupport B

** AutoSupport history*’

SRAETR AutoSupport AR

ONTAP &<
T BRERN T

sTFER G BN

T ERABR T
sTRIER GEA

* * aggr modify*

STEEERS  { show

aggr rename

REMRH!

REB*®

aggr show-space

RENE

aggr verify

AutoSupport BFR

AutoSupport [AsEiER

AutoSupport gzt
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* * AutoSupport Manifest*

SRAETR AutoSupport !

o?:ﬁ'*

7- RS

BHIRES

HINARIE

bmc

bmc reboot

bmc status

bmc test

¢ C*

7-BRHS

CDPD show-neighbors

CDPD show-stats

-

CcDPD BHITEE

cf disable

cf enable

cf forcegiveback

cf forcetakeover

ONTAP &%

AutoSupport trigger

ONTAP #5<

C* REETIE run -node  { nodename -command
backup status*

A3 FF
25
525
A3 FF

S35

ONTAP %%
C* R run -node  {_nodename __llocal }

-command network device-discovery show*"

“* R run -node  { _nodename__llocal }
-command cdpd-show-stals*’

T AT A run -node {_nodename __llocal }
-command cdpd-zero-stals*’

cf disable

cf enable

A2F5

cf forcetakeover
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cf giveback

cf hw assist

cf monitor all

cr afFkH

cf rsrctbl

f status

cf takeover

charmap

CIFS iAlal

CIFS BranchCache

CIFS changefilerpwd

CIFS HER

ONTAP &%

* * cf giveback™®

s IRRRIE R

" * cf hwassist status™”

storage failover hwassist show

** cf monitor all*’

storage failover show -instance

** cf partner*”

storage failover show -fields partner-
name

** cf rsrctbl*”

STEIEMIERZHE -table show

** cf status™

s ESIERE ER

** cf takeover™

sTFIERIERBIRE

Vserver CIFS FHRIIRET

" * CIFS iR *

Vserver cifs access

" * CIFS BranchCache*'

Vserver CIFS BranchCache

" * cifs changefilerpwd™*

vserver cifs changefilerpwd

SVM CIFS { show instance
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domain discovered-servers show -instance } cifs gpresultt

vserver cifs group-policy show-applied cifs gpupdate

Vserver cifs group-policy update CIFS homedir
Vserver CIFS EBR CIFS nbalias
Vserver cifs { add-netbios-aliases remove-netbios-aliases
show -display-netbios-aliases } CIFS Fific &
vserver cifs domain preferred-dc CIFS E#i/ash
SVM CIFS /3ah CIFS &1&
vserver cifs sessions show CIFS i&&
Vserver cifs create CIFS &=

* CIFS = * Vserver CIFS = CIFS #:it
statistics show -object cifs CIFS &1t
Vserver CIFS {1k CIFS it #4EHh
Vserver cifs domain discovered-servers CIFS &8

cifs resetdc vserver cifs domain discovered-servers &5 [&
reset-servers

S5 eFEFA
BIEEXFeiE wfE(ELE
S5 PERTS
volume file clone show B g

25 EES
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BEA

cluster} date {show

DCB 54k

dcb priority show

DCB B

df
df [BERTF]
df [ BR1IZBFF ]

df -a

ONTAP &<
FoE 4% fiE

EcEXIR

AN

ONTAP &<
* HHEA* {system
&eL }
system node run -node nodename -command DCB

priority

system node run -node nodename -command dcb
priority show

system node run -node nodename -command dcb
show

. df
df -aggregate aggregate-name
df -filesys-name path- name

« df -A*

« df -g* df -gigabyte

« df -h* df -autosize

o df -I*

o df -k* df -kb

« df -L* df -df FlexCache

+ df -m* df -megabyte

.« df-r*
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df -s

i3
<

df -S

df -v

df -x

HhE S

HhE N

B A IR P

HEER AP

abort

list} *system node run-node {_nodename_llocal
} -command disk maint { start

AERIES

B B

FAERIE

ML ERIR R
disk show

HERE simpull

& simpush

HEZ&EMH

ONTAP <
e df-s*

+ df-S*

o df -t* df -terabyte

e df -v* df -volumes

« df -x* df -skip-snapshot-lines

* R - FhEEE I

system node run -node run_nodename _ -command
disk encrypt

* AR * FIEHEE

* WP { start

status

Bk

F }
* HAERMER - FHEEERMIER

* HEEIR  FIEHRE TR

system node run -node nodename -command disk
sanitize

FHERGIER

storage disk show

system node run -node nodename -command disk
simpull

system node run -node nodename -command disk
simpush

FEHEEES
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disk_fw_update

DNS 58

T

du [ B&IZRHR ]

du -h

du -k

du -m

du -r

du -u

HefiE

EMS EHIRE

EMS HEifE

ONTAP &%
%—Jb-r-‘ HH&{%%E&

dns show

RO R BRREER

du -vserver vservername -path pathname ____ volume
file show-disk-usage -vserver _vserver_name -path
pathname

du -vserver vservername -path pathname -hvolume
file show-disk-usage -vserver vserver_name -path
pathname -h

du -vserver vservername -path pathname -kvolume
file show-disk-usage -vserver vserver_name -path
pathname -k

du -vserver vservername -path pathname -mvolume
file show-disk-usage -vserver vserver_name -path
pathname -m

du -vserver vservername -path pathname -rvolume
file show-disk-usage -vserver vserver_name -path
pathname -r

du -vserver vservername -path pathname -uvolume
file show-disk-usage -vserver vserver_name -path
pathname -u

AL IFE NIRRT & XA PR ER NDMP /3
& . EfEH dump-to-null THAE, HFIEE NDMP
FEZE dump_to NULL ,

" ML S IR IP IR

ONTAP &%
° EE *

« EMS event status* event status show

event log show -time >_time-interval__
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MEAAE

WIS

MRS

IF15 shelf log

If1% shelf_stats

IF15% shelf_power_status

HIRAAE

IMENFET IR R

S

exportfs -f
exportfs -0
exportfs -p

exportfs -q

F-J
* B

ONTAP &<

event log show

system node run -node {_nodename_llocal }
-command environment chassis

system node run -node_nodename _ -command
environment status

A3 Fs

RATfER storage shelf iR g,

* IF1% shelf log* 24T = run -node  {
_nodename __llocal} -command environment
shelf_log

system node run -node {_nodename_llocal }
-command environment shelf_stats

AZIFEAIER storage shelf S E,

system node run -node {_nodename_llocal }
-command environment chassis

system node run -node { _nodename_llocal }
environment sensors show

SVM FHISREE [ KN |
SVM SRR EFRIF
SVM FHi SREEAN
SVM S HREEFLM

SVM SR8 [ #10 ]
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fcadmin &

fcadmin link_stats

fcadmin fcal_stats

fcadmin device_map

fenic

FCP Ec&

FCP an&afks5 28

FCP T &#K

FCP ping

FCP iz & #R

fcp show

FCP Bz

FCP &z 8

FCP X%

FCP =1t

FCP $R#b

FCP WWPN 3%

10

ONTAP &%

system node run -node {_nodename__llocal }
-command fcadmin config

system node run -node {_nodename_llocal }
-command fcadmin link_stats

system node run -node {_nodename_llocal }
-command fcadmin fCAL_stats

system node run -node {_nodename __llocal }
-command fcadmin device_map

525
XML FCP i&fces

» fcp nameserver show* vserver fcp nameserver
show

Vserver FCP T 5 & #F

* fcp ping-igroup show 3§ fcp ping-initiator show*

vserver fcp ping-igroup show 3§ vserver fcp ping-
initiator show

» fcp portname show* vserver fcp portname show
vserver fcp show

» FCP start* vserver fcp start

* FCP #iH{E 2 * FCP &fces4titiE 8
SVM FCP K7

« fcp stop* vserver fcp stop

network fcp topology show 3% vserver fcp topology
show

* FCP WWPN 31|& * Vserver FCP WWPN 3114
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FCP X1

4

FCP #%f#
FCPEE

fcstat link_stats

fcstat FCAL_STATS

fcstat device_map

MR
XS

FlexCache

fpolicy

fsecurity show
fsecurity apply
fsecurity K&

fsecurity BGH

fsecurity remove-guard

FTP

il

D

7- 1238

(g

o
<

ONTAP &%

» fcp zone show*

network fcp zone show
* FCP i&FCa3%%fE * 4K FCP i&Fcest% i
* FCP iEFC2REE * WK FCP EEiREE

system node run -node {_nodename_llocal }
-command fcstat link_stats

system node run -node {_nodename_llocal }
-command fcstat FCAL_stats

system node run -node { _nodename __llocal }
-command fcstat device_map

EXHRE
RZHF
% FlexCache
« fpolicy* vserver fpolicy
vserver security file-directory show

[z Vserver security file-directory

vserver security file-directory job-show
vserver security file-directory job-stop

SVM security file-directory remove-slag

35

ONTAP &<

system node halt -node nodename

11
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7- 1Rz
halt -f

4

#(2 -

Y

ENH

httpstat

7-BRHS

if _addr_filter_info

ifconfig

port }

network interface show network { interface
ifconfig 5134

ifconfig B X 7]

ifconfig 7 E1=H

ifconfig MediaType

-speed-admin }

network port modify -mtu

network interface modify -netmask

network interface modify -status-admin up

12

ONTAP &%

system node halt inhibit -takeover true

system node halt -dump true

@ T EARS (? ) FTFTE ONTAP
PRITIH A LRI S,

© ENE  RREENA

AZIFEN(EA statistics A5,

ONTAP &<

system node run -note nodename -command
if _addr_filter_info

MEEZEOMLE  {interface

ifconfig -a

port} show

BIEMLREO

network interface modify -status-admin down
network port modify -flowcontrol-admin

W& imEAf&E  { -duplex-admin

ifconfig mtusize

ifconfig PI£E18E3

ifconfig up

ifgrp create
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M£&im O ifgrp create ifgrp add
M£&i% O ifgrp add -port ifgrp MR
M£&im 0 ifgrp remove-port ifgrp $HER
W£&im 0 ifgrp Mk ifgrp L8
X F ONTAP 9 hR7x, JE{EF network interface ifgrp node.

failover-groups create 1< /91X C Bl 22— MKE
#1548, ARG, £ network interface modify s3> 1E
F -home-port ETUE B EIEFIHO, HRF -autreevt &
IZE A true -

TSI IEIBE A B, 85

M ifgrp FIRRXERO, BEHERE
() FRETFRNC W0, XHEAE

MBIL IV X TRTRE EMS &

Ho

;%? ONTAP 9 hixZs, IR AERBERERIRIED ifgrp K&

system node run -node {_nodename_llocal } ifgrp stat
-command ifgrp status

system node run -node { nodename_llocal } ifgrp show
-command ifstat _ifgrp-port

network port ifgrp show ifinfo

system node run -node {_nodename_llocal } ifstat
-command ifinfo

system node run -node { _nodename_llocal } igroup add
-command ifstat

* igroup add* lun igroup add igroup ALUA
lun igroup modify ~ALUA igroup 457
* igroup bind* lun igroup bind igroup FHE%

* igroup delete* lun igroup delete igroup create
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* igroup cree* lun igroup create

* igroup remove* lun igroup remove

* igroup rename* lun igroup rename
igrouplun igroup £

* igroup show™ lun igroup show
igroup modify -ostype

* igroup unbind* lun igroup unbind
RZHF

iSCSI flI72ARS588 iSCSI fllFEDy
iSCSI &%

vserver iscsi modify
* iSCSI ¥E3#Z * Vserver iSCS| &%
* iSCSI BEHFERE * Vserver iSCS| BEhiEF

* iSCSI ##[0 * Vserver iSCSI 0

+ iSCSI iSNS * SVM iSCSI iSNS

« iSCSI portal * SVM iSCSI portal

* iSCSI &£ * Vserver iSCSI &2
* iISCSI &1& * SVM iSCSI &1&

* iscsi show™* vserver iscsi show

» iSCSI start* vserver iscsi start

14

ONTAP <
igroup IB&

igroup
igroup BIRE

igroup show

igroup I EIRIER AL

igroup BUE4RRE
IPsec
iSCSI 5%

iISCSI %E#

iSCS| BnhizF
iSCSI 0
iISCSI iISNS
iSCSI 7
iSCSI Z21%
iSCSI &=1&
iscsi show
iSCSI B5f

iSCSI ZiitE R
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#it{=8 {start_stop_show} -object objection iSCSI =1t

()  arEmREIER,

K-O
. :F *

-\ ONTAP %%

key_manager AT RETT -node {_nodename_llocal }
-command key _manager

FIAEIER system node run -node {_nodename_llocal }
-command keymgr 3 FEIRIEOZR, BRNEH
security certificates B5%s

. ﬂ *

7- BT ONTAP #%

S FENE T FENEER T
T RRFENERR Y

* FEIIEARAD ¢ * FELIEARAD
RS RIIERN -license-code v2_license _code*

** FETERIBR " FETERIBR
* RAFAIEMIBR -package package name*

* PIE BT " * Vserver locks break*’

()  arEmREIER,

** BAE BT -h host™ " * vserver locks break -client-address client-address*

" * BATE AT -net network*® " * vserver locks break -client-address-type /P
address type*

** BiE BT -0 owner* " * yserver locks break -owner-id owner-id*’

15
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" SE R -p B

%

ot

T BIER
T BT -h host™

* BIEAIRE -0 owner®

" BIEIRTS -p protocol*

“rAERER T

local } -command logi2/F **
B
T EX A efE cret

TFLUNGERE *

S5

lun create - vserver vserver name*
" * LUN delete*

' * LUN BRES— vserver vserver_name*'
"*LUN AR

" *LUN #zh

¥ lun modify -state offline*

** lun modify -state online*

" * LUN R/NREEE -

" * LUN Set*

16

ONTAP &%

* * vserver locks break -protocol protocol*

" * Vserver locks show*"

* * vserver locks show -client-address client-address*

* * vserver locks show -owner-id owner id*

* * vserver locks show -protocol protocol*

*BEER T

C* R A run -node  { nodeame

TrEE Y

" *LUN 52~

T*LUNER ™

" * LUN config_check*

" *LUN cre*

"*LUN fHS

" * LUN BRET *

"*LUN AR/

“* LUN #%zp *

" * LUN Rien »

" * LUN B4 *

" * LUN R/NEEE -

" * LUN Set*

"*LUNIRE ™
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" *LUN cre*

-z

“*LUN R *

R FF

** GiHE B B R -object LUN®

() TEssmREsIER.

*B*H

7- B
Ff

BRAX R

Ml2g

.Z{*

7- B
nbtstat

ndmpd.

server } HRSS NDMP

AT HIa1T -node {_nodename_llocal }
ndmpcopy

* ndmpd on* system services ndmpd on

* ndmpd off* system services ndmpd off

{ system

*LUN 2R S
" *LUN Snap*
“*LUN ZiHsE ©

** LUN unmap*

ONTAP &%
. A *

vol modify -max-number-fs-files B vol -fields X4

35

& AZ{E storage tape <&,

ONTAP %%
Vserver CIFS nbtstat

{ system

ndmpcopy

ndmpd ¥TF

ndmpd X4
ndmpd K7

vserver} BRSS NDMP JR7S

17
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ndmpd R

vserver } 7 NDMP $F$HREHRS
{ system

ndmpd Killall

vserver } fRS3 ndmp kill-all
{ system

ndmpd hrZs

vserver } RSS NDMP higZs

system node run -node {_nodename_llocal }

keymgr

AL B ER network interface B netstat 5%,

system node run node nodename command netstat

network interface show -failover
525

* NFS X * SVM NFS X%

* NFS on * Vserver NFS on
vserver nfs create 3§ vserver setup
SitER  {start
show } -object nfs*

Vserver NFS R%&S

vserver nfs modify -vStorage

* HRfE*

18

ONTAP &%

{ system

ndmpd Kill
vserver} BRZS ndmp kill
{ system
ndmpd 255
vserver } services ndmp ZH3

{ system
NDP

Netdiag

e

Mgz RS
network port vian modify
NFS X

BF NFS

NFS 12&

NFS #iit

stop

NFS R

NFS vStorage

nfsstat
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orouted

P-T

o P*

7- B
CRENSGS

50

perf IR -t

stop

IE7E Ping\ {host}

IETE Ping\ {count}

ping -l &0

ping -v

ping -s

ping -R

pkit B

pktt 3% fi&

pktt 57

pkit E{Z

e
>

A

ONTAP 7
FFr

4,
4

iR {start

show } -object perf

M4 ping {-node nodename _ _

-destination

W& ping {-node nodename _ _

-count
network ping -lif /if-name

network ping -node { nodename
-verbose

network ping -node { nodename
} -show-detail

network ping -node { nodename
} -record-route

_ - lif li-name }

_ - lif li-name }

__ -lif lif-name }

_ _-lif _lif-name

___-lif _lif-name

system node run -node { _nodename_llocal } pkit

delete

system node run -node {_nodename_llocal } pkit

dump

system node run -node {_nodename_llocal } pkit

list

system node run -node {_nodename__llocal} pkit

pause

19
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pktt start
pkit IR

pktt {1k

I &N

iR e

i S MIBR

A mES)[ES

portset show

AR RGEREFIANE

BIREMALEGET

Priority hybrid-cache show

PRIV &

ol‘n—-l*

7- RS

gtree create
gtree #REBIE
gtree T2
gtree K&

gtree HITER

20

ONTAP 3%
system node run -node {_nodename__llocal } pkit
start

AT HBTT -node {_nodename_llocal } pktt K7

system node run -node {_nodename_llocal } pkit
stop

* OISR * LUN 35 O8N

* IHOEGIE * LUN IO eIE

* IHOSEMIFR * LUN iR O SEmIpR

* IHOEEMIRR * LUN imOS&MIpR

* IKO&E SR * lun portset show
FZHF

volume modify -volume volume_name -vserver
vserver_name -caching-policy policy name

volume show -volume volume name -vserver
vserver_name -fields caching-policy

set -privilege

ONTAP &<

* gtree cre* % qtree create
* gtree oplocks* % gtree oplocks
* gtree security* % qtree ¥4

gtree show volume qtree show

gtree FKIHEE% qtree KITER
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ECER AT

FCERA S0 1F

[REGESE]

= FRECER

FoEiR S

TREEECEI A/

FCEUIATS

EEAEHE

¢« R*

7- B8 L

F&2

rdate

rdfile

B

BN EEEER

EE5iba)is

Eipay e

EMNEEMBM

EXiiba) i pd

Eipa) Ay

END RS

ONTAP &%

quota modify -state volume quota modify -state on

quota modify -statevolume quota modify -state off

* ECEKH * BECEX A

* BCET * SECEFF

* BECEURS * BECTURS

* BECEURR A/ * BECHIHER/)

quota show volume quota show

volume quota show -fields logging , logging -interval

ONTAP &<
A3H

A3 F5

5

* EFECKA

* ENOEEEE"

* EfOECE ¢

* ENOECEE

* EfDECENER

© EfoECITR

* EFOEC start*

reallocate show

21
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ENPDEEL

E )=t

E i =h !

=t

restore_backup

revert_to

RLM

E&ERANAN

E& ER AR
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ONTAP %%
* EHHAC stop*

* ENEED

system node reboot -node nodename

* ENEE) -d

system node reboot -dump true -node nodename

* E¥fEE) f*

reboot -inhibit-takeover true -node nodename

A3 FF

S R IR 6 ) SRR AR G NDMP FS7hiE
e

" AR I RIPERIE"

Ao RRRE D

() TEssREsIER,
AT RIRREITI R nodename -version
FEHF

* BRERARAN ¢
BIEMLEERH

© BRERER
POU£E B R A P

* BRAHZR Y
network route show
network routing-groups &< R %I7E

C) ONTAP 9 HEZA, M 9.4 FHARES
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* * sasadmin adapter_state*’

* * sasadmin Channel*

local} -command sasadmin channel*

C* R run -node  { nodeame_local }
-command sasadmin dev_stats *

C* R A run -node  { nodeame

' * sasadmin expander_map*’

* * sasadmin expander_phy_state®

* * sasadmin shelf*
* * sasadmin shelf_shorter*

' * sasstat dev_stats *

' * sasstat adapter_state*”

**sasstat I [BEE ¢

' * sasstat expander_map*

' * sasstat expander_phy_state*

' * sasstat BAEILE
* * savecore®

" * savecore -I*’

ONTAP &%

C* RYETE run -node  { nodeame_local }
-command sasadmin adapter_state™

C* RYET S run -node  { nodeame

* * sasadmin dev_stats *

" * sasadmin ¥ /@88 ©

local } -command sasadmin expander*’

C* R run -node  { nodeame_local }
-command sasadmin expander_map*’

C* R run -node  { nodeame_local }
-command sasadmin expander_phy_state*

TR
TR

T * R run -node  { nodeame_local }
-command sasstat dev_stats *

T BT A run -node  { nodeame_local }
-command sasstat adapter_state™

** RYEEE show -port™
** 12422 show -module*

C* RYETsE run -node  { nodeame_local }  sasstat
expander_phy_state™

T IEfERE T
T * R M= coredump save-all®

T AR RO GEECE show -1t

23
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* * savecore -I*

" * savecore -s **

* * savecore -* w’

" * savecore -k**

* * sectrace add*”

* * sectrace delete*”

* * sectrace show*’

' * sectrace print-status®

" * SecureAdmin addcert*’

A

B

S

il

IEREEA ssh*

s

4

ES

i
pali

ERZEH SSL

s

ES

IS
pli

HEARA ssLY

s

ES

i

HogE ™

pal
K

it

>

A

2EERIKE ssh”

s

%

modify }
“* 224 SSL {add

A

2EEARBA ssh”

Wt

A 3

ES

I

ESURTS ssh*

s

A

2EEGRTES ssI*

Wt

igE

24

ONTAP &%

* REET5 A coredump show*
T RAT RRZODEERES ¢

F<F5

T * RYET M coredump delete-all -type unsaved-

kernel*

' * vserver security trace cre®

" SVM L2 IRERMIER *

* * vserver security trace filter show*”
* * vserver security trace trace-result show*’
S RPERRES
T REERERT

' * 24 SSL modify**
** 24 SSL modify*
N3 g‘ﬂt%,lﬂz *

“* 224 ssh {add

A

2EERIGE SSLT

s

modify } *

% *

E2ERE

Wt
g
&

% *

2ERES

s

P

** 24 SSL show™
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* * shelfchk*

modify }

* 24 SSL {add

" * sis config*

CERHE T

' * sis on*

" *sisrevert to *

 * gis start*”

' * sis stop™

A
e

%

N

* * smtape*

" IRER B TOMER *

' * snap creer®

* * snap delete™

ONTAP 5%
‘&4 ssh {add

" * showfh*”
modify } *
T ReEREBR T

R ERERC
** 24 SSL show*

RZHF
" * showfh™
" * FE X show-filehander*
R
BRI
" *sis on*
C* BHEFF
* * sis policy™
" *sisrevert_to *
T B revert-to-*

() TEEsREsIER,
* * snap delete*™
T BRERMIER
RZHF

* * snap show™

EREBER
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7- B2 ONTAP #%
Cr AJ[EIURER ¢ T BREITE - AE

()  arEmREIER,

CREREGR Y Cr REBEAE
CrEREBEGZ T

T REBITRE #% { modify_show} -fields percent-snapshot-space
-volume * volume-name_"

ZEE4E  { modify_show} —=E& percent-
snapshot-space —R& " BB

%

RBRIER T RERIE

e

r BRERE

7

*
J/ N

() TEEswREsIER,

" " snap sched™ r BIRIARES
©* E][El YRR T HRIETERE

' * SnapMirror HLE *°

* * SnapMirror HIlif **

()  arsmREIER,

' * SnapMirror HLE *°

* * SnapMirror Hlif **

' * SnapMirror B#5 * * * SnapMirror list-destinations**
* * SnapMirror initialize* * * SnapMirror initialize*

* * SnapMirror migrate*’ %

* * SnapMirror Off*’ L iF

* * SnapMirror FF ** A2

* * SnapMirror E{Z ** * * SnapMirror E{Z **

26
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* * SnapMirror fZs *

* * SnapMirror resum*
* * SnapMirror resynync*
' * SnapMirror IR *
* * SnapMirror PR *
* * SnapMirror Bt
* * SNMP authtrap™
** SNMP community*
" *SNMP BXRA *

** SNMP init*

" * SNMP fiL& *

" * SNMP &R EM *

" * SNMP &R =
RIS

T EREEREY ¢
THERE
CHERERIR

T RREER

Cx

* * sp reboot™

T * sp setup™

ONTAP %%
* * SnapMirror fgs *

* * SnapMirror resum*
* * SnapMirror resynync*
* * SnapMirror show*
RZHF
* * SnapMirror Bt
* * SNMP authtrap™
** SNMP community*
" *SNMP BXREA *
** SNMP init*
" * SNMP i & *
" * SNMP &R EM] =
" * EHERE show -snmp-support true**
T RET SRR E delete”
U RS R gett
T RART MRS
* ROT R BRI B show™
T RART MRS T
RZHF
" * system service-processor reboot-sp*’

* RRARS B IBREWE B
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¥ sp status™

" *sp status -d” *

¥ sp status -v*’

¥ sp update®

' * sp update-status™

¥ statit*”

stop
T RITEGE -

stop

T EFERSEIA

** ZEER S media_scrub®

"+ 7454 Snapshot™
 BREESRS
A RN
 HERIE

"+ TR
AR

"+ IEAERETUIS
ARSI O

T EERESIER

28

ONTAP &%

* * system service-processor show™’

** R 2 AutoSupport invoke-splog*
' * BT = AutoSupport invoke-splog*
Cr RFAIRS IR SSIRGERT ¢

T RAARSIESEIREEIHE
rRIHER  {start

show } -preset statit*’
*FItHEE  {start

show} —Xf&*

NOTE: RAJTEE L PRRAIFER,
A5

T * RYTI MR run -node nodename -command aggr
media_scrub*’

25

FFr

S35
i ER R R
T TEERES ¢

r ERERER IR

" EAERETUMIER

" TRERES s R ER

T EERESIER
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** ZF#EFES) show-config*

T IFAERESI 2R LUNY
** F#FES) show-ports™

r FHERE &S

local } -command storage disable adapter*

"+ FHESR ACP B EHT ©
T EREREG TR
()  arEmRaIER,
“* RETIA run -node  { nodeame
T EER BT
T EEREER T
C* FEER acpt
local } -command storage show acp*

C* R A run -node  { nodeame

* * storage show bridge™ *

* * storage show disk*

BRI RES T

r FE R RAR LR ¢

local } -command storage show fabric*’

ONTAP &%
Cr EFERESIERE RS
P

U EFERES IR O B

C* RGETIE run -node  { nodeame
T IFETE acpt

CrEFRETERE Y

* FEE SRR

local} -command storage enable adapter*’

AR T

CEEREETR T

** BT E run -node  { nodeame

' * storage show adapter*

local } -command storage show adapter*’
Cr EFERETR

* * storage show disk*

Cr IFEHERETR ¢
x TEEZR ¢
** R A run -node  { nodeame

IR R
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* BT = run -node nodename -command storage
show faults®’

* BT A run -node  { nodeame

* storage show initiators™

local } -command storage show initiators*’
** 1ZfiEk4H show-media-changer®

T BRI

CrIFfER T

S EFEIRALE R

* storage tape show-tape-drive*

* statistics show -object tape*”
EIHER  {start
show } -object tape*’
T FFERETE RN clear”
s
T RBETRIBTT -node  { nodeame

* sysconfig -a *
local } -command sysconfig -A*’

* R HIZSECE show-errors -verbes*
ARIEHISREEERET

=17 -node { nodeame

*RAET RIS

30

ONTAP &%

* storage show hub*’

local } -command storage show hub*'
* RATIE run -node  { nodeame

C* FEER mer

S EFEEREO Y

*

r FERRHAELR
* storage show switch*’
* storage show tape*
T FfES T RN
U FESITSIREEES
stop
" * 17f% unalias®
* sysconfig*’
* sysconfig -a *
local } -command sysconfig -A*’
* RSTRIETT -node  { nodeame
* sysconfig -ac*’
* sysconfig -c**
* sysconfig -d*’

local} -command sysconfig -d**



7-BRHS

* * sysconfig -D*

* * sysconfig -h*’

local} -command sysconfig -h**
** 7ZfiEk4H show-media-changer®
T R RIBETT -node  { nodeame

' * sysconfig -p*

' * sysconfig -P*

* * sysconfig -r*’

' * sysconfig -t*

' * sysconfig -v*

* * sysconfig -V*’

local } -command sysconfig -V*'

ONTAP <
* RGHEFIBSECE pei show-add-on devices*'

T RET RIBTT -node  { nodeame
* * sysconfig -m*’

T RBEE -M*

local } -command sysconfig -M*'

25
BRIER AT e L FRENTTA:

* EWEIERZFER: system node virtual-
machine hypervisor show

* RSB R&ETEE.  system node virtual-machine
instance show-system-disks

* EIMMAEEEE: storage disk show -virtual
-machine-disk-info

R HIZSECE pci show-hierarchy™
s

BEEMEER, BIERUTH<S:

* XERSHEE: storage aggregate showstatus

« Z AT storage aggregate show-sparedisks

* AIFAYREEE . storage disk show -broken

 dEprhOARAgRERE . storage disk show
-maintenance

R RS

** REET EIE1T -node nodename -command
sysconfig -v* *

C* RBET EIE{T -node  { nodeame

T RG4S

31
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ZitsE  {start

show } -preset sysstat*’

NOTE: RITE &R AN PRAIFERA,
* REEITIRORER ~

* REIBITIRR AutoSupport *

* RABITNRECE ¢

* RABITIROR T kR~

ST EREE *

*RETITRR T

o T*
7- B
BX

traceroute -m

traceroute -n

traceroute -p

traceroute -q

traceroute -s

32

ONTAP &<

stop

*REBITRRER

* RIBTTIRIR AutoSupport **

* RREITRRECE ¢

* RAEBITRRT RIER

* REETTIRRES *

ST *

*RBBITNRFRERT Y

ONTAP &%
* [fX *

* traceroute -m*

W4& traceroute { -node nodename

name} -maxtl intege

- traceroute -n*

- lif _lif-

network traceroute -node { nodename _} -lif _lif-

name} -numeric true

* traceroute -p*

W4& traceroute {-node nodename

name} -portintege

* traceroute -q*

M4 traceroute { -node nodename

name} -nqueries intege

S

Jif_lif-

- lif_lif-



7- R

traceroute -v

traceroute -w

u-Z
° ﬁﬁﬁ *

7- B

ucadmin

UPS

[ERIBTTAYE]

useradmin domainuser add

useradmin domainuser delete

useradmin IFFAEF 5%
useradmin 1A A E
useradmin £H7840
useradmin £k
useradmin %1%
useradmin 28 modify
useradmin F &R
useradmin F &R

useradmin A&

ONTAP &%

e traceroute -v*

M4 traceroute { -node nodename _ - lif _lif-
name} -verbose [ 1IEHf ]

e traceroute -w*

M4& traceroute { -node nodename _ - lif _lif-
name} -waittime intege

ONTAP &%
AL RS —iE R

525

system node show -fields uptime
BELLER

LB RMEE

security login show

A FFHER "vserver cifs users-and-groups” ¥ 5.
IRREERAGB
LZ2ERABMER

security login role show
Z2ERABIEN
ELLERAE
Z2ERABMER

security login role show
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useradmin & modify

useradmin BB 7N

useradmin BB F B

useradmin P 5IR

useradmin FBFP{&2K

A

7-1EE
AR -b

ap
<

hR7s -v

vFiler

vFiler iz1T

vFiler BTh

vFiler {21k

vFiler ;A7

vFiler RA21F

VLAN 750

Bll# VLAN

VLAN flp&

VLAN &2

34

ONTAP &%
REFRABEN

EL2ER
L2 EFRMER

security login show

ONTAP &%
* hRZ -b*

3} system image show

* ARA -v*

g} system image show

T f5

SVM

SVM /Z5f

SVM {21k

vserver show

vserver modify -disallowed-protocols
W£&im A vlan create

W£&im O vian create

MILEIHO VLAN B

525



7- B
VLAN %it

vmservices

SN

EA= MRS NN

ErlfE

ErfERD

TR

LR

geqelfes

BHEK

BX RN

% media_scrub

N 2

BIRE

5T

Sl

ONTAP 3%
system node run -node nodename -command vlan
stat

system node run -node {_nodename_llocal }
vmservices

25
* EEEEBRN
* BrelE
* BErERD

volume show -fields aggregate

FAFFE ML RZEEE AP ATRB AT GEZ

* AIREERIZE— FlexClone %, AGEMA

volume move fF S FIZER R Z— MBS,

* £/ SnapMirror EFIRIAE, AR
SnapMirror X ZUEIZIEE H&I 4

" (ZIEEEEEER)
* BEIE -

BHEK

A3 Fs

F<FF

A3 F5

F<F5
* Bi5Eh *

* S *

35
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7- B2 ONTAP #%

HHAN * HEAL
BRI % {show
modify } SRV
2 ¥ SRR
2 ¥ BEGR

* HEBE IR

* R * S
FxztF )\

BRI BIRRILE
RZHF HIRIBINE
2 FF i)
Hthsp < B4E:

* }F&, BEFEA "volume show -fields percent-
snapshot-space" 1 "volume modify -volume

VolumeName -percent-snapshot-space percent"
AAN
AR <o

* WFEBE, 15{ERA "storage aggregate show
-fields percent-snapshot-space" # "storage
aggregate modify -aggregate aggregate name
-percent-snapshot-space percent" 55

25 HRE

volume show LIS

5 % wafliron

N Vscan

Vserver vscan Vserver CIFS adupdate
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A=
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35

25

35

F<FF

A3 FF

325

A3 FF

S35

S

35

7- ERBS
=]

ypgroup

ety

N

ONTAP @55
Vserver CIFS [ #%

Vserver CIFS I8
Vserver CIFS Tiig

vserver iscsi ip_tpgroup add
vserver iscsi ip_tpgroup create

SVM iSCSI IP_tpgroup destroy
vserver iscsi ip_tpgroup remove
vserver iscsi ip_tpgroup show
BEI&E Vserver iSCSI tpgroup ALUA
vserver iscsi tpgroup ALUA show

V/server services name-service dns flush

A

P
<

ONTAP 7
25

A

)
A

ONTAP 7
TXZH5

S35

25

AF5
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7- IRT0IETS ONTAP dp S HYBRET R &

L 7- RN Iz1THY Data ONTAP 1, fEBJ AT options SR RIKE AL ENEH RS
ML, £ ONTAP /1, EAILUEARSSEHILEXLRD, En] IFERREINRKE
E 7- B i< 5 ONTAP en S RVBRET X R o

7EMEEIL, 7 "7-Mode command’ " IR EREZ options #3%. HA, BEEE acp.domain , &Y
ARt I 9 options acp . domain o

"7 R 7- IR BEBHRT Data ONTAP s RS " — IR T AXAEFEZIRIARLRANER.

TR 7- 1R FIEEHET Data ONTAP a5 < HYBREY

A-E

. % *
7- BRI £ 15T Data ONTAP #%
acp.domain C* R E run -node  { nodeame
local } options acp.domain*' acp.enabled

* BT run -node  { nodeame local } options acp.enabled*
acp.netmask T REET & run -node  { nodeame
local } options acp.netmask*' acp.port

* AT R run -node  { nodeame local } options acp.port*’
auditlog.enable sTREMHEZ
auditlog.max file size R+
auditlog.readonly api.enable sREMHIZ
autologout o console », enable * RGEEHMERN -timeout™
autologout.console o timeout * RHBEYEDR timeout*
autologout o telnet.enable A
autologout.telnet.timeout A&
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autosupport.

autosupport.

autosupport

autosupport.

autosupport.

autosupport.

autosupport

autosupport

autosupport

autosupport

autosupport

autosupport

autosupport

autosupport

autosupport

cifs.verbose

content

.doit

enable

from

local Collection

.mailhost

.max http size

.max_smtp size

.minimize.Subject.id

.nHT data.enable (R1£ SMF &
.noteto
.partner.to

.performation data.doit

.performation data.enable

L2125 Data ONTAP &%
R+

' * RY5T5 52 AutoSupport modify -node nodename
-remove -private -data {true_false} *

T * R4 = AutoSupport I -node nodename -type
{all_test} *

T * R = AutoSupport modify -node nodename
-state {enable_disable} *

** BT = AutoSupport modify -node nodename
-from*’

' * RY5T 2 AutoSupport modify -node nodename
-local-Collection {true false} *'

T * RGT5 = AutoSupport modify -node nodename
-mail-hosts*

** BT = AutoSupport modify -node nodename
-max-http-size*

' * RE5T5 5 AutoSupport modify -node nodename
-max-smtp-size*

T * R = AutoSupport modify -node nodename
-hostname-subj*’

* * AutoSupport modify -NHT*

** RGTI 2 AutoSupport modify -NHT*

** BT = AutoSupport modify -node nodename
-nodeTo™

' * BT = AutoSupport modify -node nodename
-partner-address™

T R R AutoSupport JEF -node nodename -type
performance*’

** R = AutoSupport modify -node nodename
-perf {true false} *
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autosupport

autosupport.

autosupport.

autosupport.

autosupport.

autosupport.

autosupport.

autosupport.

autosupport

.$:||::|-*

7- 1R iEIN

.periodic.tx window

retry.count

retry.interval

support.enable

Support.proxy

support.reminder

support.transport

to

.validate data certificate

backup.log.enable

o C*

7- R IEIN

CDPD.enable

local } options cdpd.enable*

C* R A run -node  { nodeame

40

£ B¥1R( Data ONTAP &<
** AT 5 AutoSupport modify -node nodename
-periodical-TX-window™*’

** AT AutoSupport modify -node nodename
-retry-count*’

** RGT5 = AutoSupport modify -node nodename
-retry-interval*

T * R4 = AutoSupport modify -node nodename
-support { enable_disable} *

T * AT 5 AutoSupport modify -node nodename
-proxy-URL*"

' * RE5T5 = AutoSupport show -node nodename
-fields reminder *

T * R = AutoSupport modify -node nodename
-transport { http_https_smtp} *

T * R4 = AutoSupport modify -node nodename -to

*

** BT 5 AutoSupport modify -node nodename
-validate-modeal-certificate { true

EEB1E T Data ONTAP &85
REHF

EEB41% T Data ONTAP &3

C* R A run -node  { nodeame
CDPD.HoldTime

local } options cdpd.HoldTime*'
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cdpd.interval
local } options cdpd.interval*’

** BRI B R -auto-giveback-after-panic *°

Rt

 + TAEIERETS SR -delay-seconds™

+ RIS RETS R -auto-giveback™

* EBIS B E -hwassist”

* TSRS SR -hwassist-partner-IP*

* TSRS SIS -hwassist-partner-port*

v EBIE B EY -mode”

Rt

* ISR 5182 -aggregate-migration-timeout™
()  arEmREIER,

Rfs

"+ FEBIEEIBE detect-time™

Rt

 + TSRS -onfailure”

() TEEsREsIER,

35
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C* R A run -node  { nodeame

cf.

cf.
ure

cft

cf.

cf.

cf

cf

cf.

cf.

cf.

cf.

cf

cf.

cf.

giveback.auto.

giveback.auto.

.giveback.auto.

giveback.auto.

after.panic.takeover

cancel.on network fail

delay.seconds

enable

hw _assist.enable

mode

.hw _assist.partner.address

.hw _assist.partner.port

remote SyncMirror.enable

sfoaggr maxtime

.takeover.change fsid

takeover.detection.seconds

.takeover.on disk shelf miscompare

takeover.on failure

takeover.on network interface failur

cf.takeover.on network interface failur

e.policy all nics

41
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T2

T EEHPERE 21824 -onpanic *
| EEMEFETSIEEL -onreboot ™
** EEMPE L2184 -onshort-uptime*

()  arEmREIER,

* * vserver cifs security modify -Im_compatify-level*

35

* * vserver audit modify -rotate-limit*’

25

A3 Fs

25

F<Fr

" * Vserver audit *

* * vserver audit modify -events®

5

* * vserver audit modify -events cifs-logon-
logloglogon™

A <Fr

* * vserver audit modify -events file-ops*’

A3 FF

* * vserver audit modify -destination*’

42
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cf.takeover.on panic

cf.takeover.on reboot

cf.takeover.on short uptime

CIFS

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs.

cifs

.IMCompatibilityLevel

audit.autosave.file.extension

audit.autosave.file.limit

audit.autosave.onsize.enable

audit.autosave.onsize.threshold

audit.autosave.ontime.enable

audit.autosave.ontime.interval

audit.enable

audit.file access_events.enable

audit.nfs.filter.filename

audit.logon events.enable

audit.logsize

audit.nfs.enable

audit.nfs.filter.filename

audit.saveas

.bypass_ traverse checking



7- 1R IEIN

* * Vserver cifs users-and-groups privilege *

' * vserver cifs create -com#F *’

Vserver cifs share

* * Vserver cifs group-policy*’

Z5

* * vserver cifs options modify -read-grant-exec*’
RH%

* * Vserver cifs share cre*

" * vserver cifs home-directory modify -is-home-dirs
-access-for-public-enabled { true

cifs.home dirs public for admin

O

false }

NOTE: AITE SRR R A E

" * vserver cifs options modify -client-session
-timeout™

25

* * vserver cifs options modify -max-mpx*’

A3 Fs

* vserver cifs options modify -win-name-for-null
-uster_’

R HF
* * vserver nfs modify -ignore-nt-acl-for-root*’

®

BIEE RN R IER.

EE#1E T, Data ONTAP %

cifs.comment

cifs.enable share vanding

cifs.GPO.enable

cifs.GPO.trace.enable

cifs.grant implicit exe perms

cifs.guest account

cifs.home dir namestm

cifs.home dirs public

false} *

NOTE: RIfE SRR AIEERA,

" * vserver cifs home-directory modify -is-home-dirs
-access-for-public-enabled { true

cifs.idle timeout

cifs.ipv6.enable

CIFS.max MPX

cifs.ms snapshot mode
cifs

.mapped null user ext group

cifs.netbios over tcp.enable

cifs.nfs root ignore acl

cifs.ntfs ignore unix security ops

43
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* * vserver nfs modify -ntfs-unix-security-ops™*

() TEssREsIER.

vserver cifs share properties add
-share-properties

A <FF

* * vserver cifs options modify -is-read-one-delete
-enabled™

A <F

* * vserver cifs options modify -restrict-anonymous **

A FF

35

* * Vserver cifs domain name-mmaping-search*’

is-hide-dotfile-enabled

* * vserver cifs share properties add -share
-properties™

25

* * Vserver cifs security modify -is-signing-required™

S35

25

S

* * vserver cifs options modify -smb2-enabled*

* * Vserver cifs security modify -is-signing-required™

44
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cifs.oplocks.enable

cifs.oplocks.opendeltax*

cifs.perm check ro del ok

cifs.perm check use gid

cifs.restrict anonymous

cifs.save case

cifs.vemeid

cifs.search domains

cifs.show-dotfiles

cifs.show-snapshot

cifs.shutdown msg level

cifs.signation.enable

cifs.smb2.client.enable

cifs.smb2.Dural handle.enable

CIFS.SMB2.DURAY handle.timeout

cifs.smb2.enable

cifs.smb2.signation.required

cifs.smb2 1.branch cache.enable
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**SVM CIFS £ZE4 =

FFr

2 FF

S5

* * vserver cifs share modify -symlink-properties™
T $5

* * Vserver cifs domain password change*

" * Vserver CIFS & EXHE *

" * Vserver CIFS &R EXITH *

Pz ¥

FFr

T * R M coredump config modify -coredump
-attempts-*

" B
7- 1RTIET

disk.asup on mp loss

disk.auto assign

disk.auto assign shelf

ddisk.maint center.allowed entries

ddisk.maint center.enable

EE#1E T, Data ONTAP %

cifs.smb2 1.branch cache.hash time out
cifs.snapshot file folder.enable
cifs.symlinks.cyclEB} R
cifs.symlinks.enable

cifs.universal nested groups.enable
cifs.w2K password change

cifs.w2K password change interval
cifs.w2K password change within
cifs.widelink.TTL

console o encoding
coredump.dump.attempts

coredump.metadata only

% E#1E5 Data ONTAP %

* RYET = AutoSupport trigger modify
dsk.Redun.fault.*

** TEAEREEREIN modify -autosassign®
** TEAEREERDEI modify -autosign-shelf*

A3 Fs

C* RYETIE run -node  { nodeame _local }  options
disk.maint_center.enable*

45
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ddisk.maint center.max disks

ddisk.maint center.rec allowed entries

ddisk.maint center.spares check

disk.powercycle o enable

disk.recovery needed.count

disk.target port.cmd queue depth

dns.cache.enable

dns.domainname

dns.enable

dns.update.enable

dns.update.TTL

*

°e

7- R IEIN

ems.autosuppress.enable

F-K
"R

7- 1RTVED

fcp.enable

46
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“* R M run -node  { nodeame_local }  options
disk.maint_center.max_disks*"

C* R m run -node  { nodeame_local }  options
disk.maint_center.rec_allowed_entries*

C* AT run -node  { nodeame _local }  options
disk.maint_center.spares_check*

C* BT run -node  { nodename ; local }
options disk.powercycle » enable*

525

** IZ6EFEFIMEER -name array_name -max-queue
-depth*

35

' * vserver services name-service dns modify
-domain®

' * vserver services name-service dns modify -state*
Pz FF

S

&£ 8151 Data ONTAP &<
** BHECE modify -suppression {on_off} *

()  TEssREsIER.

EEE#1% T Data ONTAP &35
' * FCP start®
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FlexCache

flexcache

flexcache

FlexCache

FlexCache

flexscale

.access

.deleg.high water

.deleg.low water

.enable

.per client stats

.enable

local } options flexscale.enable*

T * ZREETI A run -node node_name

flexscale.normal data blocks

flexscale.

local } options flexscale.pcs_high_res*’

C* R run -node _node_name__llocal }

pcs_high res

options flexscale.pcs_size*

T * RZT5 M run -node _node_name___llocal }

options flexscale.rewarm*’

* * vserver fpolicy enable*

A3 FF

A <F

25

A3 Fs

F<F

L2125 Data ONTAP &%
R+

Z5

s

Azt

5

** RS A run -node node_name
flexscale.lopri blocks

local } options flexscale.lopri_blocks *'

** AYETI S run -node _node_name_llocal }  options

flexscale.normal_data_blocks*’

* REETI A run -node node_name

flexscale.pcs size

flexscale.rewarm

fpolicy.enable

fpolicy.i2p EMS interval

fpolicy.Multiple Bi&

ftpp.3way.enable

ftpd o anonymous o enable

ftpp.anonymous , home dir

ftpd.anonymous.name

47
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S5 ftpd.auth style
R ftpp.bypass traverse K&
R4 ftpd .dir.override
REHF ftpd , dir.restriction
RZHF ftpd o enable
R4 ftpp.explicit.allow secure data conn
REHF ftpp.explicit.enable
s ftpd o idle timeout
R4 ftpd o implica.enable
R+ ftpp.ipvé6.enable
A ftpd BE
AL+ ftpd o 1log.enable
A2 ftpp.log.filesize
R4 ftpd o log.nfiles
R4 ftpp.max connections
REHF ftpp.max connections threshold
R FF ftpp.tcp window size
=
7- {RT LI £ 8155 Data ONTAP i<
httpd.access R4

48
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httpd.admin.access REHF

httpd.admin.enable ' * yserver services web modify -enabled { true
false} * httpd.admin.hostsequiv.enable

RSZHF httpd.admin.max connections

R+ httpd.admin.ssl.enable

T &g SSLT httpd.admin.top-page.authentication
A& httpd.bypass traverse &

REHF httpd.enable

R FF httpd.ipv6.enable

R FF httpd.log.format

REHF httpd.method ! trace.enable

A2 FF httpd.rootdir

R Fr httpd.timeout

REHF httpd.timewalT.enable

7- R $E2H5% Data ONTAP 5%
ifgrp.failover.link degraded A+

interface.blocked.cifs " * 4840 create -data-protocol*
interface.blocked.iscsi " * [£E$E O create -data-protocol*

interface.blocked.mgmt data traffic " * L8O create -role*”



7- BRI
interface.blocked.ndmp
interface.blocked.nfs
interface.blocked.snapmirror
ip.fastpath.enable

local } options ip.fastpath.enable*’

NOTE: M ONTAP 9.2 FF#&, FEZFIRERR,

FxztF
Sz
T * REET RIBETT -node_node_name

ip.ping throttle.alarm interval

ip.ping throttle.drop level

ip.tcp.abc.enable

Zs#} %R ip.tep.abc.enable*

** BT RIE1T -node_node_name
ip.tcp.batching.enable

ZsH#} %M ip.tep.batching.enable*
s

C* AT RIBTT -node_node_name
ip.tcp.sack.enable

Zs#h} IR ip.top.sack.enable*’

50

£ B¥1R( Data ONTAP &<
* RFARSE B AIEEEBE modify -policy policy name
-service NDMP*
' * £&3% [ create -data-protocol*’
* £&1E O create -role™

* RYET A run -node node_name

ip.ipsec.enable

ip.match any ifaddr
ip.path mtu discovery.enable
ZsH#h } 31N ip.path_mtu _discovery.enable*'

* RTIRIETT -node_node_name_ "local” %10
ip.ping_throttle.alarm_node_name__interval*

T * BT run -node_local } options
ip.ping_throttle.level*

T * R RIBTT -node_node_name
ip.tcp.abc.l limit

s} 3EIN ip.top.abe.l_limit*

* REET RIBTT -node_node_name
ip.tcp.newreno.enable
ip.tcp.rfc3390.enable

ZsHh} %D ip.tep.rfc3390.enable*
T RATIRIETT -node_node_name

ip.v6.enable
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" * WIEKIEIN ipv6 modify*

A2
REZHF
' * iSCSI start*”

* *iscsi modify -max -conn-per-session*

o:F*

7- 1RTVED

kerberos.file keytab.principal

kerberos.file keytab.realmal

oQ
o Ff

7- R IEIN

ldap.ADdomain

ldap.base

ldap.base.group

ldap.base.netgroup

EE#1E T, Data ONTAP %

ip.v6.ra enable
iscsi.auth.radius.enable
iscsi.enable

iscsi.max connections per session

iscsi.max error recovery level

£ B4R Data ONTAP :$
T

25

EEB#1% T Data ONTAP &5

' * vserver services name-service Idap client modify
-ad-domain*

' * vserver services name-service Idap client modify
-base-dn*

' * LDAP & Fif modify -group-dn Idap dn-group-
scope™

()  TEssREsIER.

" * LDAP & i modify -netgroup-dn Idap dn-
netgroup-scope*

() TEssREsIER,

51
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ldap.base.passwd * * vserver services Idap client modify -user-dn*
() TEssREsIER.
ldap.enable ' * vserver services name-service ldap modify*

ldap.minimum bind level ' * vserver services name-service Idap client modify
-min-bind-level*’

ldap.name ' * vserver services name-service ldap client modify
-bind-dn**
ldap.nssmap.attribute.gecos  * LDAP EFimiEI{ modify -gecos-attribute*’

() TEEsREsIER,
ldap.nssmap.attribute.gidNumber ' * LDAP ¥ P imiET, modify -gid-number-attribute*

() TEssREsIER.

ldap.nssmap.attribute.groupname ** LDAP E P istEI{ modify -cn-group-attribute*

()  TEssREsIER,

ldap.nssmap.attribute.homeDirectory * * LDAP E P imtEI{ modify -home-directory
-attribute™

() TEssREsIER,

ldap.nssmap.attribute.loginShell ' * LDAP B IHIRT{ modify -login-shell-attribute*’

()  arEmREIIER,

ldap.nssmap.attribute.memberNisNetgroup  * LDAP EFIHIEI{ modify -member-nis-netgroup
-attribute™

() TEssmREsIER.

ldap.nssmap.attribute.memberUid * * LDAP EFimiEI{ modify -member-uid-attribute*’

() TEEsREsIER,

52
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ldap.

ldap.

ldap

ldap.

ldap.

ldap.

ldap.

ldap.

ldap.

ldap.

nssmap.

nssmap.

.nssmap

nssmap.

nssmap.

nssmap.

nssmap

nssmap.

passwd

port

attribute.netgroupname

attribute.nisNetgroupTriple

.attribute.uid

attribute.uidNumber

attribute.userPassword

objectClass.nisNetgroup

.objectClass.posixAccount

objectClass.posixGroup

£E1% 1 Data ONTAP &%
' * LDAP Z P iiET{ modify -cn-netgroup-attribute**

() TEssmREsIER.

LDAP & FiIHiE =, modify -nis-netgroup-triple-attribute

() TEEsREsIER,

" * LDAP Z &3 modify -uid-attribute*”

()  TEssREsIER.

' * LDAP EFIHiE D modify -uid-number-attribute™’

()  arEmRaIER,

" * LDAP ZEFiHtET modify -user-password
-attribute™

()  arEmREIER,

' * LDAP P i#ER, modify -nis-netgroup-object
-class™

()  arsmREIER,

' * LDAP P i#ER, modify -POSIX-account-object
-class™

() TEssREsIER,

' * LDAP EFi#ER, modify -POSIX-group-object
-class™

() TEssmREsIER.

' * vserver services name-service ldap client modify-
bind-password*’

* * vserver services name-service Idap client modify
-port*

53
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ldap.servers

ldap.servers.preferred

ldap.ssl.enable

ldap.timeout

ldap.usermap.attribute.windowsaccount

ldap.usermap.base

ldap.usermap.enable

licensed feature.fcp.enable

licensed feature.flex clone.enable

licensed feature.FlexCache nfs.enable

licensed feature.iscsi.enable

licensed feature.MultiStore.enable

licensed feature.nearstore option.enabl

e

licensed feature.vLD.enable

locking.grace lease seconds

lun.clone restore

lun.partner reachable.linux.asc

54
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* * vserver services name-service Idap client modify
-servers®

' * vserver services name-service Idap client modify
-preferred-ad-servers™

A3 F5

* * vserver services name-service Idap client modify
-query-timeout™

' * LDAP Z P i#tR T, modify -windows-account
-attribute™

()  arsmREIER.

" * |dap client modify -user-dnldap DN-user-scope*
()  TEssREsIER,

RZHF

FFr

RZHF

RZHF

RZHF

525

25

RZHF
* * vserver nfs modify -v4-grace-seconds*’
Z5

35
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lun.partner reachable.linux.asqg

lun.partner unreachable.linux.behavior

lun.partner reachable.linux.hold BY[g]

lun.partner reachable.linux.scsi status

lun.partner reachable.linux.skey

lun.partner unreachable.vmware.behavior

lun.partner reachable.vmware.hold time

o;[(*
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ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

ndmpd.

abort on disk error

access

authtype

connectlog.enabled

data port range

enable

ignore ctime.enabled

maxversion

offset map.enable

password length

L2125 Data ONTAP &%
R+

A3 Fs
25
25
A3 Fs
S35

25

SRR, Data ONTAP i<

* * options ndmpd.abort_on_disk_error*’

() TEEsREsIER,

T RGEARS B AIESREE modify -policy * -service ndmp
-allow-list*’

" RYEARSS ndmpd modify -clear-text*”
FFr
RZHF
RZHF
RZHF
25
RZHF

25

55
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ndmpd.preferred interface

ndmpd. tcpnodelay.enable

ndmpd.tcpwinsize

nfs.assist.queue.limit

nfs.authsys.extended groups ns.enable

nfs.export.allow provisal access

nfs.export.auto-update

nfs.export.exportfs comtion on delete

nfs.export.harvest.timeout
nfs.export.neg.timeout
nfs.kerberos.enable
nfs.kerberos.file keytab.enable
nfs.kerberos.file keytab.principal
nfs.kerberos.file keytab.realm
nfs.max num aux groups

modify \'} -extended-groups-limit*’

* * vserver nfs modify -mount-rootonly*’

A3 Fs

* * vserver nfs modify -nfs-rootonly*’

56

L2125 Data ONTAP &%
R+

25

RZHF

T $5

' vserver nfs modify -auth-sys-extended-groups’
()  TEssREsIER,

RZHF

RZHF

RZHF

RZHF

RZHF

" * vserver nfs kerberos realm cree*

T $5

* * vserver nfs kerberos realm cree*

" * vserver nfs kerberos realm cree*

" * Vserver nffs \  { show

nfs.mount rootonly

nfs.netgroup.strict

nfs.nfs rootonly

nfs.per client stats.enable
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* FiHE RIZE modify -client stats ** nfs.require valid mapped uid

() aasmREsIEs.

' * vserver name-mapping cre*’ nfs.response.trace

* * vserver nfs modify -trace-enabled* nfs.response.trigger
() TEssREsIER,

* * vserver nfs modify -trigger* nfs.rpcsec.ctx.high
() aasmRssIEs.

* * nfs modify -rpcsec-ctx-high*’ nfs.rpcsec.ctx.idle
() orsmUREsIER,

" * nfs modify -rpcsec-ctx-idl* nfs.tcp.enable
() aTasgREsIEs.

* * vserver nfs modify -tcp* nfs.thin prov.ejuke

* * vserver nfs modify -enable-ejukebox ** nfs.udp.enable
() arsmRasIEs.

* * vserver nfs modify -udp*’ nfs.udp.xfersize

* * vserver nfs modify -udp-max-xfer-size*’ nfs.v2.df 2g lim
() aasmRssIEs.

REHF nfs.v2.enable

REHF nfs.v3.enable

* * vserver nfs modify -v3 ** nfs.v4.acl.enable
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* * vserver nfs modify -v4.0-ac* I

* * vserver nfs modify -v4.0*

* * vserver nfs modify -v4-numeric-ids*

* * vserver nfs modify -v4-id-domain™

* * vserver nfs modify -v4.0-read-delegation **

" * vserver nfs modify -v4.0-write-delegation **

* * vserver nfs modify -vStorage*’

F<Fr

35

25

* * vserver services name-service nis-domain modify
-domain®

' * vserver services name-service nis-domain modify
-active™

A FF

35

5

* * vserver services name-service nis-domain modify
-servers™

A <F

. P*

7- 1R IEIN

PCNFSD.enable

58
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nfs.v4.enable

nfs.v4.id.allow numerics

nfs.v4.id.domain

nfs.v4.read delegation

nfs.v4.write delegation

nfs.vStorage.enable

nfs.webnfs.enable

nfs.webnfs.rootdir

nfs.webnfs.rootdir.set

nis.domainname

nis.enable

nis.group update.enable

nis.group update schedule

nis.netgroup.domain search.enable

nis.servers

nis.slave.enable

NLM.cleanup.timeout

L2155, Data ONTAP $%
REHF
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PCNFSD.umask

.l‘n_—l*

7- 1R IR

gos.leasy.count all matches

¢ R*

L2125 Data ONTAP &%
R+

L2155 Data ONTAP $%
REHF

@ FrE RAID EINEEE S 7- IR F#EAM nodeshell 1A, HFZXA options

option name o

7- FRTIEIN
RAID
show\} *

** TEAERELEREIN modify -bkg-firmware-update*

* * storage raid-options modify
-raid.disk.copy.auto.enable*

T RATI A run -node  { node_name
raid.disktype.enable

raid.disktype.enable

raid.lost write.enable

show\} -name raid.media_scrub.enable*’
' * I7fi# raid-options \  { modify

raid.min spare count

show\} -name raid.min_spare_count*'

£ 8155 Data ONTAP &<
" * 17f# raid-options \  { modify

raid.background disk fw update.enable
raid.disk.copy.auto.enable

raid.disk.timeout.enable

local } options raid.disk.timeout.enable*

RZHF

* * raid-options modify raid.lost_write.enable*
()  TEssREsIER,

' * 7% raid-options \  { modify

raid.media scrub.rate

show\} -name raid.media_scrub.rate*’

' * 7% raid-options \  { modify

raid.mix.hdd.disktype.capacity
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' * 71 raid-options \  { modify

raid.mix.hdd.disktype.performance

show \ } -name raid.mix.hdd.disktype.performation*

' * 71 raid-options \  { modify

raid.mix.hdd.rpm.performance

show \} -name raid.mix.hdd.rpm.performage*’

' * 7fi% raid-options \  { modify

raid.reconstruct.perf impact

show \} -name raid.reconstruct.perf_impact *'

' * 171# raid-options \  { modify
raid.rpm.ata.enable
raid.rpm. fca.enable
raid.scrub.duration

show \} -name raid.scrub.duration *'
* * 77fi# raid-options \  { modify
raid.scrub.schedule

show \} -name raid.scrub.schedule*
' * 7% raid-options \  { modify
raid.verify.perf impact

show \} -name raid.verify.perf_impact *'

60

EE#1E T, Data ONTAP %

show \} -name raid.mix.hdd.disktype.capacity*’

' * I7fi# raid-options \  { modify
raid.mix.hdd.rpm.capacity

show \} -name raid.mix.hdd.rpm.capacity*’
' * 7% raid-options \  { modify
raid.mirror read plex pref
show\} -name raid.mirror_read_plex_pref*’
' * 7Zfi# raid-options \  { modify
raid.resync.perf impact

show\} -name raid.resync.perf_impact *'
RZHF

RSZHF

* * 77fi& raid-options \  { modify
raid.scrub.perf impact

show\} -name raid.scrub.perf_impact *'

* * 77fi& raid-options \  { modify
raid.timeout

show \} -name raid.timeout*

* * 7% raid-options\ { modify

replation.logic.reserved transfers
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* * snapmirror set-options -xdp-source-xfer-reserve

-pct*

* * snapmirror modify -throttle™

* * snapmirror set-options -dp-source-xfer-reserve

-pct*

35

' * vserver nfs modify -mountd im0 *

®

' * vserver nfs modify -mountd i *

®

AIES R RE SR

BIE R BB RS

* * vserver nfs modify -nl-port*’

®

AITES RN R IER.

* * vserver nfs modify -nl-port*’

®

AITERRN R IER.

* * vserver nfs modify -nsm-port*

®

AIESHRE SR

* * vserver nfs modify -nsm-port*

®

25

A FF

* * vserver nfs modify -rquotad-port*

®

AITEE RN R IER.

BEITE R RN R ER.

EE#1E T, Data ONTAP %

replication throttle.enable

replication o volume.reserved transfers

replication.volume.use auto_ resync

rpc.

rpc

rpc

rpc.

rpc

rpc.

rpc.

rpc

rpc.

mount.tcp.port

.mount.udp.port

.nlm.tcp.port

nlm.udp.port

.Nsm.tcp.port

Nsm.udp.port

PCNFSD. tcp.port

.PCNFSD.udp.port

rquotad.udp.port

rquotad.enable
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* * vserver nfs modify -rquot*’

EE#1E T, Data ONTAP %

rsh.access

* REARS P NIEERBE create -policy mgmt -service  rsh.enable
rsh -allow-list*’

S-Z
. S*

7- T IEIN

security.admin.authentication

ssecurity.admin.nsswitchgroup

ssecurity.passwd.firstlogin.enable 22 ERABEE modify*
ssecurity.passwd.lockout.numbess T REERABEE modify*
ssecurity.passwd.rootaccess.enable NS
security.passwd.rules.enable 22 ERABEE modify*
security.passwd.rules.everyone T REERABEE modify*
security.passwd.rules.history T Z2ERABEE modify*
security.passwd.rules.maximum T Z2ERABEE modify*
security.passwd.rules.minimum T Z2ERABEE modify*
security.passwd.rules.minimum.alphabeti A

c

security.passwd.rules.minimum.digit T REERABEE modify*
security.passwd.rules.minimum.symbol A&

sftp.auth style

sftp.dir override
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* * vserver modify™

A Fs

35
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sftp.

sftp.

sftp.

sftp.

sftp.

sftp.

sftp.

sftp.

sftp.

sftp.

dir restriction

enable

idle timeout

locking

log enable

log filesize

log nfiles

max_ connections

max_connections threshold

override client permissions

sis max vfiler active ops

snaplock.autocommit period

snaplock.compliance.write verify

snaplock.log.default retention

snaplock.log.max size

snapmirror.access

snapmirror.checkip.enable

snapmirror.cmode.suspend

snapmirror.delayed acks.enable

snapmirror.vsm.volread.smtape enable

L2125 Data ONTAP &%
R+

25

RLHF

RLHF

25

25

25

AL

25

25

RLHs

25

25

RLHF

25

* * SnapMirror cre*”
RLHs

* * SnapMirror E1E *
25

35
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snapvalidator.version

snapvault.access

snapvault.enable

snapvault.Lockvault log volume

snapvault.preservesnap

snapvault.snapshot for dr backup

snmp.access

snmp.enable

ssh.access

ssh.enable

ssh.idl.timeout

ssh.passwd _auth.enable

create

ssh.pubkey auth.enable

sSH1.enable

sSH2 .enable

ssl.enable

sSL.v2.enable

sSL.v3.enable
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R+

* * Vserver peer®
RZHF

RSZHF

snapmirror policy
RZHF

T+ REGARSSBH AIESREE modify -policy policy name
-service snmp -allow-list*

FFF

** REARSS B A S HRE& modify -policy policy name
-service ssh -allow-list*’

T REGARSSBE AR SREE modify -policy policy _name
-service ssh -allow-list*’

L5
22T F\ {show

delete \'} -user-or-group-name user_name
-application ssh -authmethod publickey -role
role_name -vserver vserver_name*

* * security login modify -authmethod publickey **
FZHF

P2 HF

* * security ssl modify -server -enabled*’

" RARSS Web 182K -sslv2-enabled*

T * RHRSS Web {824 -sslv3-enabled™
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stats.archive.frequency config

. T*

7- 1RTVED

tape.reservations

telnet.access

telnet.istinct.enable

telnet.enable

ttpd o

ttpd [

ttpd o

ttpd o

timed.

timed.

timed.

timed.

timed.

timed.

timed.

timed.

enable

logging

max connections

rootdir

enable

log

max skew

min skew

proto

sched

Servers

window

trusted.hosts

L2125 Data ONTAP &%
R+

EEE#1% T Data ONTAP &5

' * JEIR tape.reservations*

* REEARSSBHAIESRER create -policy mgmt -service
telnet -allow-list*

25

* REARS PN IEERBR create -policy mgmt -service
telnet -allow-list*

2 H¥

S5

FEHF

2 ¥

** RYEARSS ntp config modify -enabled*
2 ¥

P2 ¥

5

25

2 FF

T EEBFETIRIARSS NTP ARSS28
R&HF

35
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7- {R L 84155, Data ONTAP @<
vol.move.cutover.cpu.busy.limit A& iH
vol.move.cutover.disk.busy.limit A&
vsm.smtape.concurrent.cascade.support A

.«
7- {2 IEIN B4R Data ONTAP @i%
wafl.default nt user " * vserver nfs modify -default-win-user*’
wafl.default unix user " * vserver cifs options modify -default-unix-user*’
wafl.inconsistent.asup frequency.blks C* RYETI = run -node {_node_name__llocal }

options wafl.inconsistent.asup_frequency.blks*

wafl.inconsistent.asup frequency.time R A run -node { _node_name__llocal }
options wafl.inconsistent.asup_frequency.time*

wafl.inconsistent.ems suppress T RET A run -node { _node_name_llocal }
options wafl.inconsistent.ems_suppress*

wafl.maxdirsize " * vol create -maxdir-size*’
()  armmREIER,
WAFL.NT admin priv map to root " * vserver name-mapping cre™’
WAFL.root only chown " * vserver nfs modify -chown-mode™
()  arEmRaIER,
WAFL.WCC minutes valid A2

webvds.enable R
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7- IRIVECE XA AN BRGY E 281X T Data ONTAP a5 <

LA 7- #230iE1THY Data ONTAP AR, B EFERA TR REEEFERSA, TEEHER
Data ONTAP /1, ,dk__[l«,(ﬁﬁﬁﬁﬂﬁnn Lo BEBEETH 7- ENEE XA IR B EEF IR
Data ONTAP BEE @<,

7- B EX M S 8#%5( Data ONTAP FLEH <

" letc/cifs_homedir.cfg’ vserver cifs home-directory search-path
" letc/exports’ vserver export-policy

* letc/hosts’ Vserver services dns hosts

* Jetc/hosts.equiv’ RER.

ssecurity login @p ¥ AIBIEAFIFRECE XK.

* Jetc/messages’ EHAEETR

" Jetc/motd’ ssecurity login motd modify

* letc/nsswitch.conf’ vserver modify

 letcire’ EEEET Data ONTAP H, ERmIEMENTIRAC

BEERRERERIRERERSSNEMRIX .

£ 7- #Biz1TH Data ONTAP F1, 7ER7FHEEM
INEEWSIREBTE * letc/rc” XEH, LUETEREHRTER

HEMERE,
* Jetc/quotas’ EECEN
* Jetc/resolv.conf’ Vserver services dns modify
* Jetc/snapmirror.allow’ RNEREZBEFEEER X R,

E—&8 LRI TR ZBFEERAX R TiEE
B EERNEXARMEHITR ML,

£EE¥N snapmirror create &p S REEREREIER
1T, LISREISEHES D Storage Virtual Machine  (
SVM) Mz,

" letc/snapmirror.conf’ snapmirror create
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* letc/symlink.translations’ Vserver cifs symlink

" letc/usermap.cfg’ vserver name-mapping create

MAA 7- IR EIE R AERERIRT Data ONTAP a5, 1EIAN
Ao & SR G

WNREM 7- 1R Fiz1780 Data ONTAP TZEIEEET Data ONTAP , EAJgES A S
ZmTHEIEREAE, HRERTES 7- BRX&<, SR E X HFSHMIEEET Data
ONTAP .

2B EES
7- RAEERMLRPBIELUT 7- Rn<, ETMEEX SRR Data ONTAP FRUIMHYIRST :

s 7- BRI S 5EEET Data ONTAP e S HIBREST X &R
s 7- R ETN S E B IET, Data ONTAP #5 S HIBRET X &
s 7- 1S EC B XA U EI AR ST R B#IE T Data ONTAP 855

anfafgRs 7- IWURAVIRER L
& Data ONTAP @ ${TRE (CLI) BHMEBRMEHITT RENEHRAR, BFSHOMARS 7- BRHR

1’§E’J IRIFF TR, EFBEEEHHAITEMBEIUES . XERESRESZEATIL, HETFRPL BF
*EBR. TEHIHTS 7- BEXARBHRESTRE, FESTEHKEAGS:

7- B8 L &£ B4R, Data ONTAP &<
aggr add  *aggr add*

aggr add-disks

sTEERSHMIMEE

SNRARFIHAER * $BiE * BREAN, WRES 7- EARBHRE, RPHRETFABALRANGS. L1757 E
mRERE, AFERZMESHI.

T % CLI ss T HAR[E&EE#1ET( Data ONTAP shell
ERAE=MREANHSTREDS Shell :
* clustershell 2F% shell , BERIEBNSBATIRR.
CRH T REMNERENMENMER S,
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* nodeshell_ 2—MI%A Shell , AIAFIEIT—A 7- BHXH S,
XEEGSNETRERNER ErTLIM cIustersheII PI#%] nodeshell KI1E AR B IE1T nodeshell 85%,

WRI LM clustershell IB{TE nodeshell 5%, WRHBLHFXNA (K) ssystem node run -node
{ nodename 1local } commandname , MATLUREHEIRFH nodeshell 85,

* systemshell @— MK Shell , BT ZEAMHKEHIRE M.
ERRATF—REEEN. BNERAZRNIES T 4R systemshell o

IE7EU)#2%] nodeshell

MREEIS 7- EXFREM nodeshell i HRIERZA, NREEIETEM nodeshell BT dS, EHJHRE]
nodeshell , BN THS:

* RS run -node  {_nodename__llocal }

WM clustershell I TEMAZIEY nodeshell &5,

MERIRENEZEE

MREE .. BEXFMAEE ..

{#H clustershell i8> "ONTAP 9 755"

£ nodeshell &% "Data ONTAP 8.2 &5%: ( 7- BRXFMiE=E) , &

1||

HITCLI %, SACLI < BR, ECLIHIRERE "ZHREE"
, HEREE, EXNBERR
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