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BIEEM "ASA r2 24 LHISnapMirrorE 5G4 4B E S BB o

EFAFF/ FASRA S HITHIEERE

IRA/N

ONTAPTERERERARI LR A/ XEKE B LIAOracle# B EREFERERIIR A B
B XHRFRANJERamERE. EEEERT. RANEMRANA LIRS 4R,
ARSI RA N

FUSERRINABRN G RFIRAN . T ZHOracle#3EX XGRS, EARAKIEES N, RA/NN A8
KBo WMIRAEEHIEELE. NATLIERS KBE4 KBAYIR A\,

MRRBHEXHRETEES12F RO GRS L. NGRS HIXHE(L, LUNFIXHRSAEER
HENetApp B IIEMXTF. EXHHI/ORREE L, XMENU S FEAEREHI™ERY LR,

SFEHAENXHRRFHERIRANDNBEBRA/NRIER, XEREREMWASXHERFAMNERES
BEERS12F AR K.

BHERAN

TEMRIFESHIBRN T, 4 KBRANRIIEREATRES L. RAEMERIIRE. AIUAEED. ESARIEHR
171/0, FIREMIEFATF50 Mbps. EEZEMiH4 KBEIIRA/,

FERA/N4 KBIXHRG EERRA/NAS12F DHERBAEMNFZIFENNESN. BRI T —LHERE
B, W—14 KBXHFRFIRN A S N5 12F NERFMI M HESE 7 EERE. XERFIBEBIEX G RIE
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EXAERS12F TIBYIRAKMF LURER

* NetApp B2 B AREBAEMRA/N BFRIFEXEFF AT WARSZHARWEBDBRA HE
BRETE A mX o

db_file_multiblock_read_count

o db_file multiblock read count Z¥FATITHIOraclet/ii/=I/OHA E] R IRIEIEIR
EXBYOracle BRIV AN E

BR. SHFREFMMOracleE ERFPAA REUR(EIREIREAVREL. BARSRIMEEN/ORBIRFI/ORIIRA /N

SR EIFM,

OracleZINAFAABIKEIL S, XFAIUEREERFBMKEREE. XBEEKRE. BILSHREN—
BIF=41 MB /OKR/NEIE, B30, IREX1 MBAI8 KBIRFEEIRAN128 MR, Hitb. LEBEAIEIAES128,

NetAppfE R F ih R A AR Z EEE R 1S REIR AR S L S HBVIREREMB X, 7EOraclehk <8 9 E It {E
BERDHIEH, Ft. SHRAESEARNAMABER THIEF init.ora X, RAKEFEERUAR
F|Oracle 10X EEhds. SEIAE12818EL. RBIRESH 16 EMEINFI/OMAE,

* NetAppfEIN*IZE do file multiblock read count BAMEIMER init.ora X
HNetApp NARIBEIE Bt S AR SIERERNIER. BETFZERT. ESBRERTIRFIORF

it&,

filesystemio_options
OraclefJiatt 54X filesystemio options ITHIF S EZI/ONFER

5@ENEEER. FPIOMEZIIOHFRERH R, NetAppkIl. AEFIFRHR. WEHZBEEFRY. XM
FETYEESBEITS IR,

R IIOBKRE R LIFHITAEOracle I/01#(F, ERMRFRS LIRMRIPII0ZEI. BAFPEE T KEdbwriter#ig
HENTIRSHHIZEE, FARDION. BERAEAEIARBEERGUBESRNHATHIMITIOL It
diEFESERIRXK. OracleEM BT IRREXBRENIEIHIT

EEIOGIRFRAREFIXERF. UNIXRR LHNI/IOBERZRFAREIXEF. XN T AEFRNEEFHY
NAEFIFEB M. BOracleitSGAFEBEHCHEFAXERF. E/LFMEBERIT. REFBHAERIIOHBIRS
ZBRAMSDECLASCGA. MABKBURIERAR PXLKF. Oracle SGAR]LUEEMMERNE, Lthh. HI/OFEE
ERAZAXE. EXREFIMMERNRE. NTEMT EF. SRERE—TXREERY. XWFEANI/OHE
FENBR. EREMLHRAR,

HYEIN filesystemio options &&:

* async. OracleFI/OIFRIBRARIERFHITHIR, IR FOraclethITHMITE. MAREFRFIOTTM.
MRS I/OHITRIBEES .
* directio. Oracle EiEXYIEX 4 1T1/0. MARIEIT ENIRIERFEFRAIO,

* FTo OraclefEARIFZMEHI/OEXMECET. ETHENTAIRSSFHIZZENHITIER LUK dbwriterfVE £ E
BE,

* setall. OracleEMER ST MEZIOE/ L FFREIER T, FH setall &fF,
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@ o filesystemio options BEIEDNFSHIASMIMEHT M. FEADNFSEHASM=BEEITHE
BERRTERIO

RLeEAEEBIERLIOR. LHZELUAINRed Hat Enterprise Linux 4 (RHEL4)ARASH, B EXR EA9—
LEIRHEINARNGEEEHI0. AAEEER. BIIOEMASTHRMEASK LIRIFRE, NMRRIERAEZ
BENHER. WLAEREATE,

IR ARG — EEEAERI0, MEREI SO T EEEMRSCAK/N, RAEMAIIOTERENIRER
BT AR R AR . ERAMBHTRINEISCATI B ILIRE, RA%ERNZEIOMAEBRTIZS.

REOracle SGAEARAM/IF B FIRERAE TXETF. Bt TEHEREE. Flil. TEBITZEN
MEERNOracleSEFIRVEIERERRSS 288 L. RIFFEASCGAKX/NERE/NNERI/O, XML HAVFFIE IEEIEITRIEIE
PeSefi) REMERBIRIFR S LRIRHAIARAM, XE2—MIEEDIER. EEREEFER EERIE.

* NetAppf2I*IZE filesystemio options to ‘setal BIFFE, EELERT, BEXRFEVE
MXEFRaER EIGMOracle SGA.

RACHHY
Oracle RACE—HE 4™ m. TEBEZMAELENAINES HIZ. BT RITERHD
BITIRT

PSR MissCount’ S HAET X ERMETFENOracle RACHIENEEREE, EFSHER
(D T. BEEXHiAOracle RACIRE. LURRRACE BT E BRI RIS IR IF

BRAREZEIRMm,

A BT

S5EFEREXINERACSHRZE disktimeouto BB TFIEHIFRIAAHI/OALMTTRRBIEIE, NR
disktimeout BIILZH/E. RACTIRIEMERFZ L, LWEHAIRIAEN200, HENTFIREFEREMNE
RS2 B 5o

NetAppsB 2R INTEIERACEER NE~ 2RI E#HITE2EMIR. RATFZERESEMEERME, BT HlE
B PEILTBFRE VBT ) Z 9. (BHERERR B ST HIMY (Link Aggregate Control Protocol. LACP)E Xt EE &M
BYBYIEl, LtbIh. SANZERFZIMEAITCINEN/ORER ., ARTEERARE LT, MRHIBEEFIEEER. WELIE
FRARFEERIOZ AT, DAFTKEI/OFHITHEAFIE K,

WMRTTEHITEFRNEERERME .. el UEEIRERSS 28 _ EIT4 RN SRAR X Fh R0,
* NetApp#Zi¥*:

* JBH disktimeout BH. BIAEH200,
AL ENHRACEE.

MissCount

o misscount SEBEHENTMRACT R ZBEINMBSNES. FRIMEFB0FD. GIRME SIS AL TF#4E
B3l LR ERF B oIIREhBR AR, MIHSHEAIRSTERER, XOERNIKRNERUTFC SANLERE
M. NFSERIBNRIERG LU B ehIREN 2R TVMDK X - R AL BB TF i LRI E M.
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INRTFAEREIRE R T M EEhIREIZRATIEIR. NP Z# G BB MEER AR RS E AR, ONTAP
TR TFAERELURIRE R ST E AR AN E I/OFR FERIBY B AT BERHBE misscount El{E. Eit. EMESE
EILUNS IR — I XA RER . TRALEE L. EASHERT. KEFHNELEFHBHRFAZIER
EAESEERIETEMRNER. HIFFMAREHRZREIRE. Fit. BERACIHIEFIIIRNEFRISANS
&, NFSEHEETHRIEFMEENEN. UERESBoIIRI2E9R(E RETETRACRIFIRE.

FHFIEARMBENIREHBIHIEERVIER MM HF RS grid Z#HGIXMHF. misscount EEERABEILED
disktimeout., YIREX T IS, BHRITH—FT M. LHENRACITT HEMEME M. FIU0T RRiEEZE
i8]0

* NetApp#Eil*:

* BFF misscount ¥, FIAEN30. BFRIEFFHEUATHRHZ—:

° grid Z#HISENI T ML EZIXENEE E. BFENFS, iSCSI. FCHETFHIREFMHEZEAIIK
kTN
° IRMERSFIBIESANE B,
* EXMERT. BTG MIRERATIHRIRIMLHRTEYRIM GRID HOME MRS, TE
eiE R T, bR AERE S Oracle RACSFIFHIZ R EHEZE. MMEIRESEEI

misscount  EFABISAZRH, @EEAIAR27F. BIAE “misscount HT
reboottime, TEXMMIENT, A0 misscount E200LAILAR disktimeoute

EFASA r2 REHATEGEEEE

AN

ONTAPHEMER A TIRA/N, XELKE Oracle #UBER U E NFARREMRAN. R
m, XERFRAXNZEEMERE, ERERRT, BEANEBRA/NAI LIRS 6.

SAFF/ FASRZiAEEL, ASAT2 Xt Oracle SRA/NEWCEBEAIERE., ONTAPTEFRE F & LRITAHRE—E,

HHESUHFR AN

FUHSERFINABRN G RFIRAN . W FZHOracleHB3EX XGRS, EARAKIEES N, AN A
KBo SNRAFEBIIEELSE. NIETLUFERES KBZ4 KBAIIR A\,

NRBFEREXHREETRBS12F TR RS L. NAIBES LI AFE(L. LUNMXHRSEAIEER
HENetApp R IIEMXTF. EXXHHI/ORREHE L, XFENUSFEREREHI™ERI LR,

EHERAN

SFEHAENXHRFFIERIRANDNZEBRA/NNER, XEREXREMASXHRANERET
SEFEAS12FTHHIRK N,

TEMRIFESHIRER T, 4 KBRANRIIEREATRES Y. RAEMERIRE. AIUEED. EEMARIEHR
171/0, YIREMIEZFRATF50 Mbps. EEZEMiH4 KBAIIRA/,

ERAR/N4 KBIX B ARG EERRA/NAS12F DHERAETMNIFZIFENNESN, FRRMT —LHIERE

B, XW—14 KBXHRFIRN A S M5 12F HERFMI M HESE 7 EERE. XERIBEBTEXGRIE
PR ERS12F TIBUIRA /MG LUEIR
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* NetApp BRI AREEBAEHIRA/N FRIFEXEF AT W ARSZHARWEELBRA HE
ERETERL T mX .

db_file_multiblock_read_count

o db file multiblock read count ZEFATITHIOraclet/ii/=I/OHAE] R IRIEIEIR
EXBYOracle B IRBIGR A&

_I—‘?_AFF/ FASZZiAHLL, BiIEBET K, ONTAP B91T 0 Oracle RIESLIRTEASAr2. AFFFIFASTES HFIFR

o

BR. SHAZFMOracleE EMMPAA IREUR(ERAEIREBVIREL. BAZRIMEENI/ORBIRFI/OBIIRA /N

SREFM,

OracleZWAFRAEKEISH, XEAUEMIEERGBMIREREE, XBERKRE. BISHIREN—
B4 1 MB I/OR/NEY{E. 90, 32EX1 MBEY8 KBIRF/EIREN128 MR, Atk LbSEEIEINMEN128,

NetAppfE & F bR A MK S HEIEE AR AR S W SRS EREMB X, 7EOraclehR48M 9P ERILE
BROER, Fibt. SHEARSEFANAFMANBER THIER init.ora X, ARNBIEERRAAR
Z|Oracle 10X EEhitds, SEIAE12818EL. RBIRESH 162 EMRFINFI/OMEAE.

* NetAppfZI*I&E do_file multiblock read count BARMEIMER init.ora X
#NetApp NSRBI B SR BIBERER. BEFSIERT. CLRSRAMFIOF

la ==

filesystemio_options
Oracle¥Jiaft5# filesystemio options ITHIF T M ERI/IONER

ASA 2 EH filesystemio_options FIIT NIV SAFF/ FASRZHERE, FEAZEEHZ Oracle 561, S57FEF
BT X. ASAr2 fAFF/ FAS—##fEFIONTAP , FELtEFRINERESLEIER,

5@ENEEER. FPIOMERZIIOHFRERH R, NetAppkIl. AEFIFRHR. KWEHZBEEFRY. XM
ETYEERSEITS IR,

SFZ0RKE ] L HITAEOracle I/0121F, ERXMHRERFZ LIREBRFIOZEI. AP EE T AEdbwriteri#iz
HENT RS SZHIZEE, FRRTION. BRIERAATIARBIEENHFUSESRHIFHITHRHNITIO It
WREAFEHIEARIEXIR. OracleEMHEIZREXEIRENMEAET T,

EEIOSGIRFRAREFTXERF. UNIXRR LHNI/IOBERZBRFAREIXEF. XN TFREFRNEEFH
NAEFIFEB M. {BOracleiTSGAFEBHCHEHAXERF. E/LFAERIT. REFBHAERIIOHIBIRS
ZBRAMSDECLASGA. MABKBURIERAR PXKF. Oracle SGAR]LUEEMMERNE, Lthh. HI/OFEE
ERAZAXE. ERREFIMMERNRE. NTEMTEF. SRERE—TXREERY. WFEANI/OHE
EENBR. EREMLHAR,

HYZEIN filesystemio options &&:

* async. OracleI/OIFRIBRAIRIERFHITUIR, IIZRFOracletlITHMITE. MAZREFRFIOTTMK.
M EI/OFHITAIEEE S,

* directio. Oracle EiZXMIESIHERITIO. MABE L ENIRERAEFREIO,
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* To OraclefEABEZMEAOEXMELER. EHEMTRRSB[BHIZZBEFHITERE U RdbwriterfIE 8 E
BE

* setall. OracleRIIER ST HMEZI/OE/LFFIEERT. A setall &fF,

£ ASM 1571, Oracle =E@IX ASM BIEMHEFERER 110 F1HRSF 110, Eitt

@ filesystemio options X ASM MEAZE MM, 3FFIFASM Z=E (140, SAN LUN £
XHFRS) , 1HIRE: filesystemio options = setallo, XIFRERILSLINZD /0, HA]
LUSEIIEE 1/0, MMmiRSaxEMEE,

—ERIAMRERAERD 110 TEFERE, SE—EINNBICANNIZERERRD 110, B2, BF
/0 IREASE, HEEFESMNRERSLEFIEEF. RFRIFASENRERSRR, SN LEEHRE
AE.

NREIERE—EAERZFRI/O. MHRE|IEZI/ORIRBEEFEENSCAK /N BREPHI/ORLEIFENURIER
SEFNEIRERMEAMEMNT . BRAMEIFRINEISCGARMEE LM, RALERNIZEI/OMREBIRS.

R&Oracle SGAEARAM/LF ZEM FRIFRKE AKX ERE. BT EMEREE. Fla. TEBIFZEIER
MEERNOracleSEFIRVEIERERRSS 288 £, RFEASCAKX/NEE/NNERI/O, XML HAVFFIE EEIEITRIEIE
FeSEfRGEMEERIRER S LRIRAATARAM, XE—HIFE DRMER. EERERZF LR EBRIE,

NetAppZiViZE filesystemio options F ‘setal BiEFE, EREERT, FIVERAXE
TRV E K TTAEBEHENN Oracle SGA., ASA 12 RAHHEIERH SAN TIEME#ITT (hL,
b2 setall 5 ASA B 14AE Oracle HEiRiTTER S,

RACHEHY

Oracle RACE—MER N m. EERZMRENARMLNESHZE. BT uEEEN
BT

ASA 2 ZEEEFONTAP, FLRAFF/ FAS—#¥, EILERIBVRNBIERF Oracle RAC iBRYS#, ASABT A
HARBIE IR T RN EEN. A, ASAr2 #3f SAN TR HAMIERWKELLZHIT 7L, XfE
PXERELBRTR/EMEE,

fER2H "MissCount" AT B2 EAMLETFERY Oracle RAC IMRHXREER, EWRZBRAT, H
EHFIAR Oracle RAC IRE, LR RAC REHEMSRIZ B M SIS BIR(FRHREE

BI1E1T.

A

5%F6EEXERACEEZE disktimeout, IBIHATFEHRIRAXHEFI/IONMNFTHIRE, IR
disktimeout BB GE. RACTI R EMEETZH, ESHPEINMEN200, ERFIREFEEZREM[D]
2N B 55

NetAppsa 2R INTEIERACEER NE~ 2RI E#HITE2EMIX. RATZRESEMEERNE, BT eHlE
B PEILTBFAEAET B Z 9. BB RERR B ST HIhMY (Link Aggregate Control Protocol. LACP)E Xt EEEIM
BIBYIEl, LtbIh. SANZERFZIMEAIICNEN/ORER ., ARTEERARELER, MRIHIEEFIEEER. WELIE
RARFEEIOZ AT, DIFTKEI/OFHITHEAFIE K,

NRTFRITRRNFERERME . WA IEBUERERSS 28 LITa S MR RAR PN A R0,
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* NetAppfEil*:
* BH diskeineout B4, BIkEH200,
 HESENHARACEE.

MissCount

o misscount SHBEFIRACTI R ZBINMEZILNES. FRIMESS0T, WIRMIE ZHSBISXHALT7F0E
B3 LR ERF B ohIREhBEATEA M, NIHSHAIRSTERER, XEERNIKRNERUTFC SANLERE
M. NFSEBNRIERG LU B EhIREN 2RI TVMDK X 4 R AL BB 7 i LRI E Mo

NRTFAEEESRE Rl T X B IREhZRATIFIE. MM Z#HE I BB MRERA R RS E IR, ONTAP
TR TR IR LI IR E R A B LR E AR E I/ OPR R I B T RE BT misscount HfE. ALk, HERESRE
EILUNS IR — I XA RER . TRAVEREL. EAZSHERT. KEFHNELEFRBHHAZIER
RS EERIETEMRNER. HIFFMAREHRZREIR . Fit. BERACHIEFIIIRNEFISANS
&, NFSEHEETHRIEFMEENEN. UERESBoIIRI2E9R(E RETTRACRIFIRE.

R A A S EIR A R FLE N AH A R I gria I, misscount REEHHEILA
dicktincout, MRERTICSH. WATH—H L, HIWENRACHTAMERTIA. PN I8
* NetAppfEil*:
* B nisscount B8, BAENG0. BIEHRUTEHEZ—
* gria THBISCAHIT RAHINIEENSE £, B4E ISCSI. FC BT HIBH AR,
B RIEISANS .

* EXMIERT. BETERIMIRERATIARIIME R TRVEIN GRID HOME XHRS, TFE
LIERT. 3L ERESFEOracle RACTIFHZELZ EHIE. MMMAJEESEHIR
misscount  ETFHIEAIFIZR L. BEERIAA27F). BIBIE misscount S
reboottime, EXFMERT, M misscount E200LA LA disktimeouto

* ASAr2 9 SAN LIGISITRRR T BFRHAZIER, EXT MBS G M, B
@ EMERHITIHEE,

* WFY B RAC S E5h-Eh&E (Flg0, SnapMirrorEspES) , BARETFE RPO
MR EXREE,

FHECE SAFF/ FAS&SE

AIX
{EFHONTAPHIIBM AIX_EHIOraclefiB ERVER & £/,

FXI0

E1EIBM AIX ESCIEREMRE. TEEAHXICMRRERFH RO, MERERIEESREIRG. RNAXSHITHF
FIERIRFI/O. MIFEXREFHo

. NetAppZiIERA cio HEET. BTRFIEXHRF LERHXRIO. Bt IREEFERR. FEEE.
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BHAIX 5.2f10racle 10gR1#EH LK. AIX_ERYOracle R LUTH RN X4 USKIH K10, MAZREITEE N

R4 ERITHKIO,

BREHEZIIONRESEZRIZE init.ora B# filesystemio optionsto setallo, X#. OracleFia] LAFT

FREXMH. UERTFHAIO

R cio fEAEHIEDL. =aFERHLI/O. Xalgear~EnmeEim, Hi0. BRIRITHRIOSEXHRESE L
BHETIE. XATRESIRE Oracle B IBEIN G Z INL VOB IERE. BIANE HISXHFMPITHIEE M. tEsh
, Oracle GoldenGate#ISAP BR*ToolsE™mS5FARA cio BT ELOraclehRdsBIEH %L,

* NetAppZi¥*:

* BMER cio X RGRARTERET,

filesystemio options=setallo

meEEd fEARERH %0

* XER cio NREFLE. MRIZEEHIEN filesystemio options=setallo

AIX NFSHEE%EIN

TERFIH T Oracle 2 LB EHEERIAIX NFSHEHIED,

X EE
ADrEm

BRI
RSt
ERAE

ORACLE_ HOME

TRFIEH TRACHIAIX NFSIEH %N,

XHAEE
ADrEm

IS
R
EHEE

CRS/Voting

% ORACLE_HOME

H= ORACLE_HOME

b= prnl
rw, bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600,rsize=262144,wsize=262144

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
intr

AT
rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr, noac

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr, noac

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600,rsize=262144,wsize=262144

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr
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BSLFIERRINSRACERIET Z BRI EEXFITETF AT noac HHIE, XMAFIMEIRERRENURER
SET7. MIMEERACEELFRIPAA KAIERREIR S — BBV IR RSRE.

{B{ER cio HHIATIM init.ora ¥ filesystemio options=setall SERAFNERFEGHEBENN

R, BNEESEM noace noac WFHEHNMIEIN ORACLE HOME & LIRS OracleZ 3 XX HME X 4B —3
M spfile B¥H. RACEHTPNENLFIEE— 1T orRACLE_HOME, NAFELSH,

AIX jfs/JFS2EE%EIN

TRIIE T AIX jfs/jfs28EEHED,

X EE FEF RN
ADrEm HINE
AL D g FRINE
BARS

H5MBEE

ORACLE_HOME BINE

EFAIXZHI hdisk FEEMIFIR(EIEEIERE)P. KEFHNIOESE queue deptho LEEEAREHBARTIR
E. ME5&MBSCSIPATIREM>X hdisk device. Depending on how the LUNs are
configured, the value for “queue depth AJREXIR. TEIRERIFI4RE. MIAKRA. REEN64,
HP-UX

fEFONTAPTEHP-UX L EC & Oracle ¥R E E /.,

HP-UX NFS##;7510

TRINE T BN EFIRIHP-UX NFSHEEHED,

X AR R

ADrEm1 rw,bg, hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
suid

=6l 5 rw,bg,hard, [vers=3,vers=4.1],proto=tcp,

R timeo=600, rsize=262144,wsize=262144, forc

BEE edirectio, nointr,suid

ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
suid

TRF|E TRACHHP-UX NFSHEZIETR,

SR FEEEIN
ADrET1 rw,bg, hard, [vers=3,vers=4.1],proto=tcp,

timeo=600, rsize=262144,wsize=262144,
noac, suid
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XFRE

IS
R
ERAE

CRS/&RR

% ORACLE_HOME

H= ORACLE_HOME

FER T

rw, bg,hard,
[vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr,noac, forcedirectio, suid

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr, noac,

forcedirectio, suid

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
suid

rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr,noac, suid

BRI SRACESEM Z BN EEXFFEFHRMT noac M forcedirectio HHIEM, XM ARMAY
MEBERAFNIRERAEE. MMFERACEEHHIFTE LHIEBRERE —HVHIBIRSIE, BFH
init.ora ¥ filesystemio options=setall SEAFVEFEBMERNMUR. EBNEERFER noac M

forcedirectioo

JR&A noac MFHEZNIEI ORACLE_HOME FER N T &= OracleZ M5 X 4 Mspfile I —EM, RACE
BPMENEFIEE — & A oRACLE_HOME, MARFESH,

HP-UX VxFSHE %N

X FHEEOracle —#HIXHRIX R, BfER T HEHHET:

delaylog,nodatainlog

MNFESHEXM. EMAS. [IRETNEFRIXANXHERT. WRHP-UXIRESFZFHKRIO. BHFERLUT

FEROEDL

nodatainlog,mincache=direct, convosync=direct

MRLIFFHKI/O (VXFS 5.0.1 % FEShRAE ServiceGuard Storage Management Suite). &M E&EHIEXMH. B
HEE. VI BEMTHISXGIX GRS ER T ERIE:

delaylog,cio
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Z# do file multiblock read count TEVXFSIMERALHEHEE, OracleiZiN1EOracle 10g

RINESHRAPREFLSHRIRE. FFIFSHEMIET. Oracle 8 KBIRA/NIFAIAESN128, 40
@ RILBHHERFIGE 165 EIE. 1BEMIFR convosync=direct HEHET. ANERTESHIT

IRFFI/OMERE. T BRIREMRERNEMBSE. NIRENNA NRITILDE

do file multiblock read count #JNECLEAIAES

Linux
HETLinUIZERARVECE 0,

Linux NFSv3 TCPi&Et&ER

TCPIEERIE Y T S 4% EAC 28 (Host Bus Adapter. HBA)BATISREMINFSV3, XX AIIZHI{EAIB R ER AT LL
IBRINFSIREREE, IWAEBE N16. ZEXE. TEERMREMRE. ERMBLInuxAZ E=HIERE
i\, X= B TCPIEFERREHIIE NN EIENFSARSZ 2875 #1EKAVZR S,

N T IFREBREMREHBAIE R INMERERR., BRI TCPIEERMRIZESE,

1B1T sysctl -a | grep tcp.*.slot table @i, HMEBLITEH:

# sysctl -a | grep tcp.*.slot table
sunrpc.tcp max slot table entries = 128
sunrpc.tcp slot table entries = 128

FRBLINUXASAE N E5E sunrpc.tcp _slot table entries, {BEREEHEIE
sunrpc.tcp max_slot table entries., EfJHNIZE/I128,

MBRBEXLSY, AR SERM, FELLERT, MELTIRS. EALinux
(D BERGRLNIOTRELMBER T, PALnRERSERIA RN OREB TR0
. OBTEIAHEN,
Linux NFSHEEEIN

TRIE T BEADEHIBILiInux NFSHEEEHEDT,

X R EEEIN

ADrE1 rw,bg, hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144

EHIS 4 rw,bg,hard, [vers=3,vers=4.1],proto=tcp,

BURESCH timeo=600, rsize=262144,wsize=262144,

BMBEE nointr

ORACLE_HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600,rsize=262144,wsize=262144,
nointr

TRYIH T RACHILinux NFSHEEED,
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XFRE FEHHEIN

ADrET1 rw,bg, hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
actimeo=0

EHIS 4 rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
AR timeo=600, rsize=262144,wsize=262144,
BMAE nointr,actimeo=0

CRS/& /R rw,bg, hard, [vers=3,vers=4.1],proto=tcp,

timeo=600,rsize=262144,wsize=262144,
nointr,noac,actimeo=0

ZH ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144

H= ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
nointr,actimeo=0

BRHEHIETNSRACEEETN Z BN FEXFIETFHRMT actimeo=0 BHHIED, XMARMBUREEREN
BRIERSERT. MMERACERFHFIFRE SHIFEEEIRE —HEVEUIBRSME, BfEA init.ora B8
filesystemio options=setall S5Z2BFNEFEEHEENUR. BINEEMFA actimeo=0,

JRA actimeo=0 X FHZRWIED ORACLE HOME EBERZ A T 1R = Oracle X M spfileFE X A —E
4. RACKEFMNENLFIEE — ML orRACLE_HOME, NATEMSEH,

B IFUEEXHN RS B FISIEX HEERETUHITER. BRENAREFAIRAERENER, #%
FEREHIEIN noac M actimeo=0 JIRARE. AAXEEMZFEBAXHRARIRNE S, XIS AERE
FREN. FAAINHF SRR ERIERER L,

accessfllgetattr

—LEFFEE. MEEKIINEMIOPS (MIIARIMgetATTR)AIREEESH T AR, ERiHER . RS
NFRIFAIRER A2 8EY10%, X2 EEFEANEMBUIEERIERITA actineo=0 M / 8 noac TELinux k.
EX R LinuiGIERFEHIT R ERERIE. LUEREMMFERSRERINH XA TR, 710
FMgetattrFRERINRINMRIE. FLEIEBUEEIMREPAIONTAPEFHITAIE, FROFEMAEIERIOPS, FlUl
BERMEAN. ENENSNEFERATERENERK, B2, HttXLEIOPSHIS~E— LMz, LHZE
ERACIHRH, BRXMER. EBADNFS. EaSI R FRAR X EFHBERIITXERNBENTTHIE
121%,

Linux Direct NFS

— NENIMYIERHET. #A nosharecache "$1R (a) BATDONFS. #HA (b) TFRENIRSZ B/ LEZREHES (¢)
HEABRENFsER. WEEFERLLED, tREFELMESZFsapPNARFIIFER, Fli0. NetrppRH
EHEANENBRAIEEMT */vol/oracle/base #AfG. B¥& /vol/oracle/home, Fff
/vol/oracle/base ¥ETF /oracle M /vol/oracle/home ¥&F “/oracle/home HEREFR B R—IRH
HRENFSHZH,

BRIERFGALMNE] /oracle # °/oracle/home UFE—1EL. BIE—NEXEGRS, RE. BIERSK
SERERENIEEARKIFREIE, XEFEMWATUSHEERAEENELEHMRENER. BExTFHonrs, W
REONFS@ATIAIRIX M (1L ° /oracle/home) spfile, ERIBESHIZMEINFEREIZMEIERR, E&1
TIORIERM, EXLEER. EEESIEIRI nosharecache B 51ZFN LB —INFSXERAHZR
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HIERNFSXH R, X MEEHILinuiIERFNZX 4RSS ECIRIIATISE DR,

Linux Direct NFS#1Oracle RAC

fEFADNFSX FLinuxi#{E &4t _ERYOracle RACEBHFRIMEREM S A ALinucgBEHHITERRI/ORTT A,
MRACEBEHRITEEIOA BEET RIEMRFF—Ho (FAIGRIARE. LinuxFERERA actimeo=0 EHEHEDL Lk
& SEREAREFPIXXABUREIIENT#, MR X 238%ILinux NFSE A IR ETEfmREUEIEEIE. M
MR EERF RN BT 28 LRI E,

[EFADNFS24ud EHNINFSE F i B R X Miiif, ZREFIREIH. TS FADNFSH. RACEEMI4HAEEEIR
=. ONTAPHAFH EZRE(LERSHAIOPSHEXAE),

Linux Direct NFS#loranfstab3 {4+

WMNRELinux EEFADNFSHI ZBRZIEIN. MATERZ N FM, EEHMIRERS L. SJUFEREIIZ I DNFSE
J& rLocAL M DONTROUTE BFE— 1N FW LECE Z N DNFSIBERET, B2, X7ELinux ERBEIEEET(E. B
BESSMEIMIERERI, TELinux®. FIFDNFSHREME MNICERA AT AEFM L,

IOt RIER

Linux RZ A1 3T SIS E IO R B NI TIRRITH, FZFLinux RITHREVERIAMBEEZEFITR K. MiKREAE. #LEH
HERSRERESER. ENOOPERSTHIF—L, MHREES. BNREEMNMIEERREPIRIRATRESH
4EE. BRI NE, CFQRIFZEEFTMEINNEE. CEIERMIEE T EAMHEE™EREEER

o

BXREEIOMHHZFRIIREA. 155 WAERBILinux{HM B3,

S

HEZFAEMLZRETHREERERR. EASRETIFHEERTHRR LIETT. ERMRARLnuxE. &IERS
MZRETINHEN T EIRARSEXERFRAGR SR ELRENEMm. REERKIER. EXREENTEE
=S SR =1

540, RHEL5.5 LRI ZERZTIFHIZRIBIAIRE FIREU TAA7R:

[root@hostl iscsil# chkconfig --1list | grep multipath
multipathd O:0ff l:0ff 2:0ff 3:0ff 4:0ff 5:0ff 6:0ff

AIEA L T an < EIEL R :

[root@hostl iscsil# chkconfig multipathd on
[root@hostl iscsil# chkconfig --1list | grep multipath
multipathd O:0ff l:0ff 2:0n 3:0on 4:0n 5:0on 6:0ff

ASMiE &
ASM SRIRPTRERE B Linux ZERIZIZE, LUFE ASM BEISING B @H IR R & AHFEH, ONTAP ERIAZEL

ASM ECEEERIMNBTTR, XBEREBIRRIPEINGEETIRM, HEH ASM ARHREHIE RELRERES
TURBEY ASM REZHW MRS, BEERELRZEHITHRE.
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th B RRILINUXIZE "NetApp AL AEF 1" BESEI/OLRAFHIAN ZRESHXENRE. RBENREE
FILUNIZ & ERI/IOSIRIBRESFFHI/OTM. XBEREZAIEAY. EALInuxENSREFTEFFHRKIE. L
{ESANERIZERGER. FCRMMEN B EINFER AT AIRE TS,

XHLRFHAITHZSEHASMBRELIMEH,. FRNASMATRE/OHIE. 7 8ETEE ALUNEEIHI/O,

FELinuxFIEE U TS nultipath. conf FAFASMIRERAIASM LUNS {4

polling interval 5
no path retry 24

XEGERNASMIGEBIZE 1207080, #BEITE N polling interval *no path retry MUFAR{L, 1
FLFRT. AJeeRZBARRBUINME. E1207 0B EXM F RS HERRRNIZEAHEEK. BiFEK
W 120 R IFIEHIZHEE R ME L E. MASTESSEMPEARAEI/OHEIR.

af¥Mfk no_path retry (BRI LAZEFZASMYIRE & A FEAFREHIETE. BXBSIEINTEEHISEE SHIPED
HABI R £ RN B EEBHINID, B LUES(FAMSIEASMBERIRSREMRIE XS, MNREETFNHENHRETE
#%. HEEHRSHITRERR®R. Wl IRREFHFE P HG. FFEINEL. BESIEXERNOraclef it
hRASBIASMIRIE 55 R E #[E) 2 B9 Oracle X4,

Linux xfs. ext3Flext4iEE %N

* NetAppZ2 I *fE FRRIAEHIED

ASMLib/AFD (ASM{fi%28IRTHIZF)
15E FERAAFCHIASMIbEILInUXIZ{ER ARVECE &

ASMIib3R A/

ASMIibR— 1 AIEASMEREM XEXSEAIERF . HEBNERAEBMERIFATERLUNSETNFSHXX
1B HASMZE Ro

ERAThRZS BIASMIib =G E—1N 2 79 B 5 IR /4 I R$E#] (Logical Blocks Per Physical Block Exponent

. LBPPBE)BILUNS#, HE|&if. ONTAP SCSIBirAiRSItE. WE. ERFRE—ME. IBTREENRK
INA4 KBo XARZRANENX. EBXFEALBPPBEMNERN AR RN, XE—NMER. Ba U EStht
IBREAXR/NNO, BR. ASMIb=IELBPPBEMRENMRA/N. HIECIEASMIGENRFAIFICASMAT .,

IR RS EWE A EAE MR EREALNTZRA. A XERFEREH T EER—TASMEEATE
FARA/NREBASMIibIZ &

N, REHETEEIRSELBPPBEEN0. HERKNFIREUE ASMIbZ R ULEHERA/ERE 75125775,
BETEVPE SIS RARRR JIIR KN4 KBo REETER—TNASMIEEEAFEAS12F T 14 KBig&E. XEFMAFELER
FERMNFETIRHLUNSGGASMAEEE TAERIEMASMEZ AR AR/ N EEMBRT. RMANATRER AT
ERR/NA512F TTHIASMEEERH SIRA/N 4 KBRIASMELE 4 2 8] 2 XX 1Fo

BEEARR R 21E4MASMIib, OracleftiRID/113999609. I E#MERE{iIForacleasm-support-2.1.8-1 % EShRk
A, HEMER AVFRAFIZESE ORACLEASM USE LOGICAL BLOCK SIZEto true 7EFR
/etc/sysconfig/oracleasm BEEX M. XIFMEPELIEASMIbERLBPPBES . XEKEFEYI_ERILUN
WMIERIRS) 51 2F TIRIE R
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RN AR E N STRIHASMIbIRICHILUN ERYR AN, g0, MNRBTEEE512F T RIIASMIE

RATEEIIRE4 KBRIHIFERS. W ET LOKEE L7

ORACLEASM USE_LOGICAL BLOCK_SIZE MJFEHTLUNARIZANASMIbZ AT#ITIRE, R
@ &BEMRic Horacleasm, MABFEEMIEINN, AEEEFRMIIIRAN. Bk, FHEIUERE

&& oracleasm deletedisk, REFEHBRIZENE —MNGB dd if=/dev/zero

of=/dev/mapper/device bs=1048576 count=1024, mx/o. WRZEFZHESX. BE

F kpartx snSHIBRIRIB 7 KX EFBEHRIER S

MRTEE*ASMIb, AT LAMECERRIPRASMIb, WEASERRZFRT. FREBUEASMEEREIMINNARSS
HH#R asm_diskstring SHIREIER, BE. XMENFFEEIHEHIE,

ASMTFIZEIXEN2S((AFD)R A/

AAutomaticE— P FEIIERNASMEERE. ERELASMIb, NFEAERE. ES5ASMIbIEERM. BEXREE
—LEEthThRE. 40, AJLAPELEIFOracle /0. MTIFERFE P Sii FATZ 7 1H1% AJ REiR T R RY LR,

RERA/N

5ASMIib—#¥. ADADZEEIEEILUNZ % Logical Blocks Per Physical Block Exponent (LBPPBE). ZRiAIE R T
KERYIERA/N. MARBEERK.

MREMEREF I T AAutomatic. MASMIEE BRI AS12FRHHIEE. WA HIRE, AAutomatic
IREIEFESBELUNIRSIN4KIES . WRASMITE SYPIRISEAILE. MEELEAR, FEF. THRHEESSEIE
M. FAFEEER—PMASMIZERATERS12F T4 KBI&&E. X MEPE LA R NESIFAILUNES
BASMBETE TEFIEIMASMEZEZ AN K/ EEMBERT. RMANRIBER A FIERA/NAS12FTIRIASM
MR 4A SR AN 4 KBRIASMEL R 4R 2 18] 8 $IIS4

BRLFIFEERE—AFASEES—1 SR, BTRERHCEBHNREERNNERYIERA /. tERSHREFM
AA LB IRE. Emt|ADERZERA/I. BIKE options oracleafd
oracleafd use logical block size=1fEH /etc/modprobe.d/oracleafd.conf X

ZREERAN

RIRILinuxRTZ B e 258 SEhE R IX B Z IR IZIRERI/OKNRE]. TMAFDARETXERS. AfG. /ORKKIE
4. MIMMSFELUNBZEA. Ft. FTiE%EOracle Grid. ECEASMELEIREIERE.

FRRF RIS HRZ confSXEEFHONTAP LUNFEEERAEHEKE:

devices {
device {
vendor "NETAPP"
product "LUN.*"
max sectors kb 4096

@ BMEHRIAFE MR, NREAAWADKBRARNLinuXFAR A HIMEIN & ERER]
. MR E SR,
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Microsoft Windows

{EFH ONTAP7EMicrosoft Windows_E it & Oracle#UEE E &,

NFS
Oraclez ¥ Microsoft Windows 5 Direct NFSE FinsE SE A, tEITEEIRH T —R LHINFSEIR AR

HpGEBIFREEEXY. SiSIARERNURFBRERIENIPTY. BXERADNFSTEMicrosoft Windows_E
REMEBHIEENEE. 158 0racleEA XK, EEIFNREME.

SAN

NTIRGREEEE. IBHRNTFSXX M R RERKEEAN NIRRT, ER4KDERT(ERERRIAD R
TT) = X E4ERER = A T E 2o

Solaris

4% F FSolaris OSEYEZE T34,

Solaris NFS#E#H%EIR

TRIIE T BB Solaris NFSHEEED,

X AR EHEIN

ADrEm rw,bg, hard, [vers=3,vers=4.1], roto=tcp,
timeo=600,rsize=262144,wsize=262144

EEHIS S rw,bg,hard, [vers=3,vers=4.1],proto=tcp,

R timeo=600, rsize=262144,wsize=262144,

BEHWAZE nointr,llock,suid

ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600,rsize=262144,wsize=262144,
suid

BUfEA 1lock RWIE. BT HFRSREMBREERSNERRAIEE. JUEERSEFIFIRNELE, 7EE
B 7 AEMRSFLEHREX RSt HOracle B B W EHX EHIREFIME D, 1HEIRERIED, REXME
BIFELN. EHEVEEFER. IRENKFFREINEE. WAl R EHIERIT. F9O0racle LA
FISMERRAR S5 88 LRIBIRE XX o NFSEIEASTERMIB R TRIERIF; SNFSIRAS—#. BN MXABRINER.

KN 1lock Ml forcedirectio BHEBERFMN. X—REREE filesystemio options=setall REE
init.ora Xff directio BffA. MREEUSH. WFEREVIRERAEHIXEF. FETESIT4EE
AR,

TRFIH T Solaris NFS RACHEE 1%,

IR FEEHHEIN

ADrET1 rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600, rsize=262144,wsize=262144,
noac
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XFRE FEHIEIN

pral-|pvgs rw,bg, hard, [vers=3,vers=4.1],proto=tcp,
RS timeo=600, rsize=262144,wsize=262144,
BMAE nointr,noac, forcedirectio

CRS/F& /R rw,bg, hard, [vers=3,vers=4.1],proto=tcp,

timeo=600,rsize=262144,wsize=262144,
nointr,noac, forcedirectio

ZH ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,
timeo=600,rsize=262144,wsize=262144,
suid

H= ORACLE HOME rw,bg,hard, [vers=3,vers=4.1],proto=tcp,

timeo=600,rsize=262144,wsize=262144,
nointr, noac, suid

BRI SRACESEM Z BN FEEXFTEFHRMT noac M forcedirectio HEHIED, XMARMEY
WREEEZRAFNIRERAERE. MMFERACEEHHIFTE LHIEBEERET —HHMIBRSIE, BFH
init.ora ¥ filesystemio options=setall SEAFVEFEBHERNMNR. EBINEEFEB noac M

forcedirectioo

JFHA actimeo=0 MFHE WAL ORACLE HOME ZPE RN T &= Oracle B S X HHIspfile F >3 B —3K
%, RACEKEHFHNENELFIEBE—1EH ORACLE _HOME, NARFZELSEH,

Solaris UFS#E#%EIN

NetApp3gZU 2N EA BEICREHIET. LUEESolaris A AR R FCIEZE T RIFHFIFHIETRE M, ASIERE
HIETHE S 1R Snapshot&Z (7 BIE] 14,

Solaris ZFS
NI FHLEEMBCE Solaris ZFS, A REiRHER{EMEE

mvector

Solaris 113 EMEREI/OREM A NHIT T B, XAJER S HSANFEET | HI = ERY4RER, LhiaEE
1D R1ENetAppIR IR IR IR & “Solaris 11 ZFSEREE])T A,

XA ZONTAPHEIR. XESolaristRfa. 1RIESolaristRPa7199305F17082975# 1 TERER.

A LA E I OracleXx #5887 T ##IERISolaris 1MhRANZB AR RN, W] LAE BV ERNIR AR T A

zfs mvector max sizeo
Al ERI LU root AR BETTI i<

[root@hostl ~]# echo "zfs mvector max size/W 0t131072" |mdb -kw

R ELLHIVERBIMAIR. B LUEE LlrootF R 71517 A N es T BRI eY
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[root@hostl ~]# echo "zfs mvector max size/W 0t1048576" |mdb -kw

A%

BB U RIZFSHRE. EENSolarisZH T4 WBSIEETILUNXS IR, &SRR F 2 1ESolaris 1089
BHEF147440-19L K Solaris 1189SRU 10.5505| N8, 151 Solaris 100 BEERAS5ZFSESFE A,

LUNECE
ZECELUN. BT TIR:

1. BIEBHEERIHIHILUN solarise
2. R FE MMM Host Utility Kit (HUK) "NetApp EI2(E4ERTE (IMT) "
3. ELRBTAHITHUKRRNIRER, EAT BRI T, BIF8N "SHiL" ERNRESE,

a. J&{T host_config SEFAFERFLIEH sd.conf/sdd. conf XHXAF R LAESCSIIKEhSS EM%
ILONTAP LUN,

b. ZERIRMAVIREAHITIRIF host _config ATRAZEERN/ ML (MPIO)MLARER,
C. EfiRE. BEBMRFFIRIEMERL. LAHITHIE,

4. HLUNBHITHXHBIEENEEEERNTT. AXINAEZENIRMEIANTTRIRE, BSHE MR WAFL
MTFIIUE"S

zpools

QEeEFR TR ZEEI= zpool "LUNECE" $11T. WNRIBEFBRIEHIIT. WETseZEI/OXMNFMSEIE6E™E
TFE. BETEONTAP LRG&REMRE. FERIOSWEIZE LRIAKIAFRITT. Ezpool LBIRMIXHRAEREN
RAN BAR/NEISBANSEHRITIES) ashift, ANBETIEITHTREE zdb -Co

BI{E ashift BAIAA9. RR2M9I512F T, N TIHREGRIEMRE. ashift EHAN12 (2M2=4k), IETEE!
EzpoolfTigE. HEATEENR. XEKEBGMzpoolFHIEIE ashirt MBI BEIEE HIZIFH S zpool K
B 129N ST

BlEzpoolfa. BRIEAIE ashift ARG, MNRIERE12. WRRKREMRAIILUN, H2kzpool. HIAHE
XHost UtilitiesX 7 2 RHFRE T BB EFNIT. AREHEIEzpool,

zpoolFSolaris LDom

Solaris LDOMEEKRMRI/OFFTFIEM. BRALUNFIRESIER4KIEE EMtR L. {ELDOM EREPvdski& &
AEHEI/OIGHMERE, ETZLUNMIVASkERIA 512 F THRIIR,

FE—NTIMNVECEX . B, BANETLLOMER OracletfiR27824910. LISAEMECE XD, IhE+h
2 EBIERIFE HR1EARSolarishik s, MLDOM#HITIE+NG. BIEJ#ZUN AR ECE IEMXITTRYFTLUN:

1. BE B EHzpool RERM— 1T ZPLUN, FlRAIF. ER2C2D1IEE,
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[root@LDOM1 ~]# echo | format
Searching for disks...done
AVATILABLE DISK SELECTIONS:
0. c2d0 <Unknown-Unknown-0001-100.00GB>
/virtual-devices@100/channel-devices@200/disk@0
1. c2dl <SUN-ZFS Storage 7330-1.0 cyl 1623 alt 2 hd 254 sec 254>
/virtual-devices@100/channel-devices@200/disk@1

2. WERERTZFSHMIEERIVDCEA:

3.

34

[root@LDOM1 ~]# cat /etc/path to inst

#

# Caution! This file contains critical kernel state
#

"/fcoe" Q0 "fcoe"

"/iscsi"™ 0 "iscsi"

"/pseudo" 0 "pseudo"

"/scsi vhei™ 0 "scsi vhei"

"/options™ 0 "options"

"/virtual-devices@100" 0 "vnex"
"/virtual-devices@100/channel-devices@200™ 0 "cnex"
"/virtual-devices@100/channel-devices@200/disk@0"™ 0 "vdc"
"/virtual-devices@100/channel-devices@200/pciv-communication@0" 0 "vpci"
"/virtual-devices@100/channel-devices@200/network@0"™ 0 "vnet"
"/virtual-devices@100/channel-devices@200/network@1"™ 1 "vnet"
"/virtual-devices@100/channel-devices@200/network@2" 2 "vnet"
"/virtual-devices@100/channel-devices@200/network@3"™ 3 "vnet"
"/virtual-devicesQ@100/channel-devices@200/disk@1™ 1 "vdc" << We want
this one

YmiE /platform/sundv/kernel/drv/vdc.conf:
block-size-1ist="1:4096";

XS NI E L1 2 ECHIIR K/ N A4096,

ERFB—ITH. BRIGFEEVdskEFI1ZI6ECEAKIRA/NH /etc/path_to inst ABUT:



"/virtual-devices@100/channel-devices@200/disk@1™ 1 "vdc"
"/virtual-devices@100/channel-devices@200/disk@2" 2 "vdc"
"/virtual-devices@100/channel-devices@200/disk@3™ 3 "vdc"
"/virtual-devices@100/channel-devices@200/disk@4™ 4 "vdc"
"/virtual-devices@100/channel-devices@200/disk@5"™ 5 "vdc"
"/virtual-devices@100/channel-devices@200/disk@o6™ 6 "vdc"

4. BEEIRZS vdc. conf XHENBEUTHER:

block-size-list="1:8192","2:8192","3:8192","4:8192","5:8192","6:8192";

I

FeEvdc.confHEliEvdska. BMEHBEILLOM, X—FBAREERH, RANERNETEHBEE
Mo WL iTzpoolBLE .. HHARIFashift EFIKE 12, W_EFRR,

ZFSEERE(ZIL)

BE, RAEREEMKE LEHRZFSEEBEZIL), BEAUSEMHETE, 2RNZILFERTERENR
RAFAERET IR DB NEFIRERVIE IR =R.
X mE

%8 logbias FAFHEEOracle#IERIZFSX M R4 LRISEL,

zfs set logbias=throughput <filesystem>

ERLSHATRRBET AR, ERIARET. SANBIERTRREZIL. AEBRREEFMER, %
EATEREERMSREENRE. ZiEEETSSDMZILIGEMAF EEHEMNIERENTR. XREAER
WA AR KRR TR ERIBENM/OFSHHITIRR

MREANERE BBEFIENIIAFMERES. NEBEATEERLS X ARIVHIBFRT. JEFEFAS
BPESHENRREIBER. fNBsEEREMNIERSRAIFENE NARBN T ER R, EANBRAZTE—TE
MER. EANRRNBIERLSEATEE L. NMSHE NEEIN—F.

B0

Y% N 2R (B4EOracler™ fm)#l &) LU /B A B I/OR ST N E P X EF IR T A IZ TR FZFSXHF &
%, RESGIENERXETF, BZFSEBNSYREEFLIE. EEAFIONSIOFTARITHRENIXN. It
RFFIREZFBIRSMNER. RARETN/OREAFHEASESEIRFRARTEMET. IRFESMERE
RIRGENIARLIRZFSSRM XA RGN MR SIFERYE, EfrL. ERMEARIERET. XHRSM
BEJLF B E .

% zpool

AT zpool R B X BT ZF SHIEIEH 1TE T SnapshotiI& . EERE. EMFAR. HE@EEEEZ N zpool
o ZpoOolZEUFLVMEZERLE. RERMERMNEHITARE. Fla0. FIEENFEIERTERFEIEXHEEEL
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zpooll UK ERARAZE. ITHIXEGMEMBT zpool2. WWAZEAFERINEREZHRD. HEPEIEERET
AEMERX. REBHIRE zpooll., AR, HIEEEMAZMIEINPRIPR. HoRHIHITHE)ISFAVIRE
zpool2 BEIE, RRIBIFEEHEH s RS H Ezpoole it FASH1TSnapRestoreif[Ri2{E, ARG
B LU zpool EFEXHFH I E IR E.

filesystemio_options
OracleZ¥f filesystemio options SZFSHITEARARE. &M setall 5 directio RN, BNRME

ZRASH. HAREIRERAETXES. BIREURERAZFSHEITER. IHRESSRIMAED IR,
NIOBRZWMZFSEFEIAFRMARSS . NMEFMEEEMZI/OLEEIEHRE

EFASA 2 RGN ENEE

AIX
IBM AIX _E Oracle #8#EZES5ASA r2 ONTAPRYARE &,

AIX ZF5HFEFRNetApp ASA r2 3 £E Oracle #UEE, FiiR=E:

@ s IMBIEMECE Oracle LIZHEH % 110,
* [BEAZZIF SAN 1Y (FC/ISCSI/NVMe) o
* Z1EASA r2 LiE{TONTAP 9.16.x {5 SRS,

FHXI0

7 IBMAIX EFEAASA R S REMEEEBEFEHREF L 110, NREEFHL 110, MEEFRESZEIREI, FR AIX
HITHRRITRF /0, XS RAMAH,

=], NetAppIRi(FH cio HEHEIA LERFIXERFH#HITH X /0, BHIEEFEERS, HEERABEE,
B AIX 5.2 #1 Oracle 10gR1 #H AR, AIX EBY Oracle R LUTHENXEH#HITH A 110, MAZEREIXTENX
HRFEHFITH K /0,

BREHARIIONRESZEZRIRE init.ora & filesystemio options to setallo X1, OracleFia] LT
FFEXH. WEARFHXRIO

fEF cio {EAEHIETM=EBIFEEFH L 110, Xalgear=EnmeEm, Hi0, BHlHE /10 2ERAXGRS LW
FiEIhRE, XAIRERIRE Oracle FUIRERGFINIB L AR 1/0 BIMERE, FINEHINXEMPITHFED. LI
, Oracle GoldenGate #1 SAP BR*Tools &= m5 ELEehrZ<H Oracle fEF cio mount iEN AR,
* NetAppZil*:
* BNER cio XERFRSEHIED, MBI ERARBEH IO
filesystemio options=setallo

* {EA cio NRTEIGEEFIED, MHITIKE filesystemio options=setalls

(D) @FAsAr Fx#E NAS, Bt AIX BT Oracle BB REARL
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AIX jfs/JFS2EE %N

TRYIE T AIX jfs/jfs23E &%,

X R FEEHAIN
ADrxm FRINE
RIS FAUIAME
E ARIME
EMHAL EINE
ORACLE_HOME ZIAE

TEfEMA AIX Z A hdisk EEMFE (BEHIERE) FRE, RESE queue_deptho ILEEFHIEHBARAT!
RE; MESENSCSIRAIIREERX. hdisk device. IRIEASAr2 LUN NEEEAT, ZESBMF
[Eo queue depth AJREXIR, TERGRIFRIIERE, MIXRAREEN 64

HP-UX
HP-UX _ Oracle #3EESASA r2 ONTAPHIEZE &1,

HP-UX Z##5NetApp ASAr2 BR& 1, AFIEE Oracle HiEE, miiRE:

@ * ONTAPRRZA 9.16.x BLE = hRAS,
* {EF SAN Y (FC/iSCSI/INVMe) o ASA 2 R#F NAS,
* AHP-UX$FEBHEHNORMRRIEL K,

HP-UX VxFS#E#{i%EIN

X FHEE Oracle —#HI X AR RS, BfER LT EHHETN:

delaylog,nodatainlog

WFESHEXE. EMAS. IEEENITFXENXXERS. NRHP-UXIRSAZHFFH 41/0. BFERAUT
R

nodatainlog,mincache=direct, convosync=direct

MBLHFFH KO (VXFS 5.0.1 % EShRA<E ServiceGuard Storage Management Suite). XM EB&EHEXH. B
MBE. VI B EITHISCHRI X G RSB T ERED:

delaylog,cio
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Z# do file multiblock read count TEVXFSIMERALHEHEE, OracleiZiN1EOracle 10g

RINESHRAPREFLSHRIRE. FFIFSHEMIET. Oracle 8 KBIRA/NIFAIAESN128, 40
@ RILSHHERFIREN16EIR. BMFR convosync=direct HHET. RANEAESHIF

IRFFI/OMERE. T BRIREMRERNEMBSE. NIRENNA NRITILDE

do file multiblock read count #JNECLEAIAES

Linux

137 Linux I21ERSAFIASA r2 ONTAP BIECE &,

@ ASA r2 %1% Oracle #03ERE, H3#FA Linux (Oracle Linux. RHEL. SUSE) . &R SAN ¥,
MBS 2R, HMNA Oracle RIELE#H1T ASM 1 1/0 &,

log palti-ss

LinuxPRAZ S8V F X RIS RII/OTH RIS TUEITIRRIE R, BFLinuxX R ITAREVBAAMEZEF IR KR, M REA. &1EH
HEERRERELSER. ENOOPENZIHGF—LE, HREESK/. EBNRFEMBEEFEERETRINRAIESH
MeE. BEEIIAXEMNED, CFQRITZEEFHRMINRE. EBIRMIEETFAHGFE™ERIERER

o

BXREEIOTHHZFRIREA. 155 RAEXBILinux(HL B3,

SRz

FEER P EMLRETHAEIE IR . RAZRETIPHEREERAR LIBTT, ARMRANLnux . BFRS
MZRETIFHEN T RO R RESEXERFRAGR SR ELRENEm. REERKER. BXREENEE
=SSR =1

540, RHEL 9.7 ERZBRIZTIFHZRAGAECE A REd] TR

[root@hostl ~]# systemctl list-unit-files --type=service | grep multipathd
multipathd.service disabled

AIEA LA T an < EIELL R :

[root@hostl ~]# systemctl enable multipathd.service
[root@hostl ~]# systemctl list-unit-files --type=service | grep multipathd
multipathd.service enabled

PATIREE

7 SAN SR &R B SEMIAFIRRE, LUBSE 10 M. Linux ERVECAPFIREDEMIEY 128, XAIHASE
Oracle #UREEHIM LA, MFIRERELBLSH IO HINTS, NSHIEREMAEN BIHE, 08
ARSI 10 BRME, MTREEAIEAE, HFASA 2 L8 Oracle BIEELIENE, MIIRE
64 BEE— M FHEMES, BITEBBRBLGNLERSBERNILENRHTEE,
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ASM:E &

ASM REFIREREE Y Linux ZRRIZIKE, LUE ASM BERZIRRIREH IR EIEAHEH, ONTAP ERIRZEK
ASM ECEEERIMNETTR, XBEREBIRRIPBINBETIRM, HEH ASM ARREHIE RELRERES
TURBEY ASM REZHW AT, BEERELRZEHITHRE.

M FZHFED-ERSERITHIASA 12 R4, WABRXESZRIFIRE, ATAARREGTENRSHHATT HH
B, REARFERLREHA. Rk, SRESHNNTEBIEENRELEME, XMITHITTF ASM HZER
%E, E9 ASM U E] 1/0 RIKA BETEE A LUN LR 1/0, 303R /0 FTIREAMHERA, ASM A A HFELS

ELinuxFIEE U TS nultipath. conf FAFASMIRERIIASM LUN {4

polling interval 5

no path retry 24

failback immediate

path grouping policy multibus
path selector "service-time 0"

XEGERNASMIGEBIZE 1207080, BEHTE N polling interval *no path retry MUFAR{L, £
RLEFERT. UREERERHYINE. B120F 8B BYEIN FRZEHER RN ZELHEEK, BAFEK

. 120F0 N R IFITHIsSIEE R IME L. MARTESEBIEHRNAYI/OHEIR,

alff no path retry BRI UGEZASMYIREI & AR LAFT R AIEY 8], (Xt RIGINTEITHI SR EFHEIPED
HiE| X E RN EBEHEZIBIINX, 7 LUBE (FHASITASMBRGIRSREMIE XIS, R LETRNEEEE
#%. FEEMHRSHITREMENRR. MR REFETHER. WFTFEMEE. BEENEXERMOracle 4t
hRZAsBIASMIRIR £ R E #7[F)& BYOracle X4,

Linux xfs. ext3Flext4iEE %N

NetAppE IV EFIBNAKEEIER, 72 LUN LOIRESIH RA0Y, IBTHRERIF

ASMLib/AFD (ASMifi%28IRTHFZF)
{EF8 AFD F0 ASMlib BYASA r2 ONTAPHY Linux I 1ER SIS E R E T,

ASMIibi A/

ASMlib @—NENER ASM BIEEMEXEARER. ENFEENEETEERIE LUN #Ridh ASM FHIR, H+E
AFERIRAIIRE

EHTARZABIASMIb =M EI—N 2 B iR/ IR IR IE# (Logical Blocks Per Physical Block Exponent

. LBPPBE)RILUNS#K, HE|&if. ONTAP SCSIBinAiRSItE. WE. ERFRE—ME. BTEEIRK
INA4 KBo XARBRANDNENX. EBXFEALBPPBENE AN AR RN, X2—Men. B UEStA
BREAR/NDNO, BR. ASMIbEIELBPPBEMRENMRA /N HIEBIEASMIGE N RIAIFIZASMAT .,

SRR Z T EE L ERRARMIZ R, FrEXERRE R T EER—TASMEBEAEFE
RRA/NAREASMIbIZ &

a0, REHFEFTEERSLBPPBEENO. HERENIRSGILE. ASMIibZ=RILHBHRRANEREAN512F T,
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RIS SRR IR A/NAS4 KB, RBEER—MASMEZER AT EAS12F B4 KBig&E. XEFMEMELE
B R ERRNETHAILUNSEASMAETE T ARIEMASMEEZ AR A/, FEEMBERT. RMANFIRER
WTERK/NAS12FTHHIASMEEER LA 53R K/ 94 KBEYASMEE R 4R 2 (8] 8 Hll X5

BAfRIR A ERE4ASMIib, OraclefizIDI13999609. IHiE*MER I Foracleasm-support-2.1.8-1 B = hk
&P, HEHER RIFREFIZEE S ORACLEASM USE_LOGICAL BLOCK_SIZE to true fEFR
/etc/sysconfig/oracleasm ECEX . XHF=FEIEASMIbERALBPPBESE. XEKEHES ERILUN
WMEALRBIAS12F [ HRIZE,

EIMAREHSERTHASMIbIRICHILUN ERYR AN, g0, INRSIEEE512F T RIIASMI

BATHEIIREGS KBIRIFTFEE RS MR LK %D

ORACLEASM USE_LOGICAL BLOCK_SIZE MJATEHLUNARIZHASMIbZAT#ITIRE., MR
@ #HEfricHoracleasm, MMMFTEFMEINNK, AEBEHRINHIIRKD. Bt EHECERE

1%%& oracleasm deletedisk, AEERBERIEENE—MGB dd if=/dev/zero

of=/dev/mapper/device bs=1048576 count=1024, Ejg. NRIEEFZHEDX. BfE

F kpartx snMBRIRIE S KX EFHBoHRIER S

NRFTEE*NASMIb. MR LAMECE FRIBRASMIib, LtEEASIER ARSI, FEIUHASMEERIMIINARSS
HH#R asm_diskstring SHIREEM. BE. XMWENFEEITHEHIE,
ASMImEIXENZE ((AFD)IR A /)N

AAutomaticE— PN EDEMASMEIERE. EIEEASMIb,. MEEAENRE. ©E5ASMIbIEEIEI. BEXEIE
—LeEMIhaE. Bla0. BTLARELEIEOracle I/O0. MR F SN BiEF 81 vl AEUIR SRR LK,

IREIRA/N

5ASMIib—#¥. ADADZEIEEILUNZ % Logical Blocks Per Physical Block Exponent (LBPPBE). ZRiAIERT
KERYIBRA/N. MABEERK,

MREMEREF I T AAutomatic. MASMIZE BRI AS12FRHHIEE. NWATgEHIRRE, AAutomatic
KEhIZF S IELUNIRRINAKISE . MRASMITE SRS RLE. MsELIEAR, B, THEHESE
M. FAFEEER—PMASMIZERARERAS12F T4 KBIgE ., XEFH SR LA ERA N ESIRAILUNSE
BASMBETE TEKIEMASMEZEZ AN A/ EEMBERT. RMANRIBER A FIERA/NAS12FTIRIASM
A SIRAINA4 KBRIASMEZER 4R 2 (8] 8 HI52 14

BRDFEIFEEE—AFASEES—I S, BTIRHCERANREERNNERYIERK /. tERBSHREFM

A% LB IRE. EmGIADERZERA/). 15I&E options oracleafd
oracleafd use_logical block size=17EH /etc/modprobe.d/oracleafd.conf Xff

ZRESRAN

BOERILINUXNIZE N =52 HISE TR IXEI 2 BRIZIRE /ORI RS, MAFDARETXLRS], AT, /OFKIE
4. MIMSELUNBZEA. Et. FiE%EOracle Grid. ECEASMELCIREIERE.,

R R EZRZ . confXX R AONTAP LUNFEHEE R AERIKE:
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devices {
device {
vendor "NETAPP"
product "LUN.*"
max sectors kb 4096

@ BME LRI AFEEMR. WNRERAWADRKRAFRNLinuxFHER A HIME SN & £ RER]
A MR E S,

Microsoft Windows
7E Microsoft Windows _E{FFASA r2 ONTAP BYO0racle #UEERCE T,

SAN

NTREREEENER. BHENTFSXHRAERSKHEAN IR ETT. ERIKDERTERENRIADEE
TO) R M EFERER = E A ER o

Solaris

1IEATF Solaris EERZFASA r2 ONTAP HIERE &,

Solaris UFS}EE %N

NetAppa@ZI IV EA BEICRIER L. LUEESolaris EA AR Rl FCIEZE R RFHFIFHIETREM ., ASIERE
AL 1R E SnapshotZF I BT i,

Solaris ZFS
I FAREENECE Solaris ZFS, A REiR{ER{E4EE,

mvector

Solaris 113 EMERBI/OREMN A NHITT BX. XAJES S HSANFHEES | LI ERERER, LhREE
1B R 1ENetAppIRERHEIRIR S “Solaris 11 ZFSI4EREE])T R,

XA ZONTAPEIR, XESolaristhfE. HR#ESolaristkfE7199305F17082975# 1 TERER,

BRI A& OracleX #5881 ). 7 ##ERISolaris 1MhRANZEZEIFM. WA LIE B RIERNIRERT &

zfs mvector max sizeo

Al &R Aroot AR S35 1T A T ap<

[root@hostl ~]# echo "zfs mvector max size/W 0t131072" |mdb -kw
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R UL E B IERIZIMNAI. BT LUEE BrootFB P B35 1T A T ep SR AZILERL:

[root@hostl ~]# echo "zfs mvector max size/W 0t1048576" |mdb -kw

Mtz

EIRE U ENZFSHEE. EENSolaris iz T4 WS IEEIILUNX R, &SRR F 21ESolaris 1089
BH*MERF147440-19L K Solaris 11BISRU 10.5F5| NBY, iE{0I&Solaris 10 EShRAs5ZFSLE SR,

LUNECE
ERELUN. 5L T E:

1. BIEEZREIHAILUN solariso
2. REIEFHIMERNHost Utility Kit (HUK) "NetApp BI2EERTE (IMT) '
3. SELIRBATAMITHUKRRREE, BT BELRNT. B8N0 "SH " [ERIIRIET R,

a. JB17 host_config KA LUER sd.conf/sdd. conf XHXEF A LAESCSIIKEN2S EFA
ILONTAP LUN,

b. 1ZERIZHAVNEAFITIRIE host config BTRBAZEERNMHE(MPIO)NLBIZER.
c. BB, BEEENRFAPFIRFEMER. SARITIHTE,

4. FLUNBITAXHKRIEEN RS EERMTT. BXNAEZNIXMBIAT TR, E2RMRB: WAFL
FFFFIRIUE"S

zpools

REeEFRT R ZEEI= zpool "LUNECE" 11T, WNRFEFBRIEHRIIT. WEIEZEI/OXMNFMSEIERE™E
T, EEONTAPLIRXGREMRE. FERIOSIEENZE LRIAKIAFRITT. Ezpool LRI XHRAFERE X
RARN BR/NEI B RNSEHRITIES) ashift, ANETIEITHSREE zdb -Co

BY{E ashift FRIAN9. FTR2MFHS512F T, AT IRSFREMEE. ashift BEMIN12 (2M2=4k), ILETES!
EzpoolfiGEB. HEATEENR. XEKEBGMzpoolFHIEIE ashirt MBI BEIEE HIZIFH S zpool K
E212LL9MNI S

BlEzpoolf5. BWIERIE ashift REHE, MNRILEFRE12. MRRKREMBEIMLUN, $#HEzpool. HIAE
FKHost Utilities X142 RFME L BB IEHRIT. AREHEIEzpool.

zpool#1Solaris LDom

Solaris LDOMEERMRI/OFFTFIEM. BRALUNBIRESIER4KIGE EMRME L. {ELDOM LEREPvdski& &
AREEI/OGHFELE, B TF1ZLUNEIvdskERIASI512F TIRYIR,

FE—NFIMNVEEX . Bk, BAANFTLLOMER OracletfiR27824910. LISAEMECE XD, L&+
2F ESEEIFTE HRIEARISolarishR A+, JLDOM#EITEXG. BNeliZil FPAiRECE IEFRXT FFAVFTLUN:

1. HE BT fizpool PERAM—PHZPLUN, ELTRAIHP. EEC2D1i&E,
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[root@LDOM1 ~]# echo | format
Searching for disks...done
AVATILABLE DISK SELECTIONS:
0. c2d0 <Unknown-Unknown-0001-100.00GB>
/virtual-devices@100/channel-devices@200/disk@0
1. c2dl <SUN-ZFS Storage 7330-1.0 cyl 1623 alt 2 hd 254 sec 254>
/virtual-devices@100/channel-devices@200/disk@1

2. WERERTZFSHMIEERIVDCEA:

[root@LDOM1 ~]# cat /etc/path to inst

#

# Caution! This file contains critical kernel state
#

"/fcoe" Q0 "fcoe"

"/iscsi"™ 0 "iscsi"

"/pseudo" 0 "pseudo"

"/scsi vhei™ 0 "scsi vhei"

"/options™ 0 "options"

"/virtual-devices@100" 0 "vnex"
"/virtual-devices@100/channel-devices@200™ 0 "cnex"
"/virtual-devices@100/channel-devices@200/disk@0"™ 0 "vdc"
"/virtual-devices@100/channel-devices@200/pciv-communication@0" 0 "vpci"
"/virtual-devices@100/channel-devices@200/network@0"™ 0 "vnet"
"/virtual-devices@100/channel-devices@200/network@1"™ 1 "vnet"
"/virtual-devices@100/channel-devices@200/network@2" 2 "vnet"
"/virtual-devices@100/channel-devices@200/network@3"™ 3 "vnet"
"/virtual-devicesQ@100/channel-devices@200/disk@1™ 1 "vdc" << We want
this one

3-ﬁﬁﬁa/platform/sun4v/kernel/drv/vdc.confi
block-size-1ist="1:4096";

XS NI E L1 2 ECHIIR K/ N A4096,

ERFB—ITH. BRIGFEEVdskEFI1ZI6ECEAKIRA/NH /etc/path_to inst ABUT:
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"/virtual-devices@100/channel-devices@200/disk@1™ 1 "vdc"
"/virtual-devices@100/channel-devices@200/disk@2" 2 "vdc"
"/virtual-devices@100/channel-devices@200/disk@3™ 3 "vdc"
"/virtual-devices@100/channel-devices@200/disk@4™ 4 "vdc"
"/virtual-devices@100/channel-devices@200/disk@5"™ 5 "vdc"
"/virtual-devices@100/channel-devices@200/disk@o6™ 6 "vdc"

4. BEEIRZS vdc. conf XHENBEUTHER:

block-size-list="1:8192","2:8192","3:8192","4:8192","5:8192","6:8192";

@ FcEvdc.confHaliEvdsk/a. BMEHBEILLOM, X—FERAERHN, RANERXTE
WMBMEEN. #E#1Tzpo0lECE. HifRIGashift EHIREN12. 0 LFMA,

ZFSEERE(ZIL)

BE, RAEREEMKE LEHRZFSEEBEZIL), BEAUSEMHETE, 2RNZILFERTERENR
RAFAEREY PR DB NEFIRERVIEIX R ER.

HEIRE
%8 logbias AAFHEEOracle#iERIZFSX M R4 LRISEL

zfs set logbias=throughput <filesystem>

ERLSHAIRRBET AR, FRIARET. SANBIERTRREZIL. AEBRREEFE, 5%
EATEREERMSREENRE. ZREBIEETSSDMZILIGEMAF EEME MR R. XREATR
ERAERRRHNT B EREN/OFESHHITIR
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AIMBER T, ZEEEESE(FIM0racle ASM)Z#EITHR T BRNURERZLVMNAZ#HITRFH, Hp—L
P ZPLUNGEE—IE. ER— 1 REKIEE. MTSBEMEXXAREFET —TLUNRE L, XSSHHR. H
LVMELERIAER R HIRK, X5FHURIN BEH, SHPFHLUNSEIIDASDIRR, FARK, &
BUMBARMH#ITNE. AREZESSNMEXLERX P, FRZE. XHHIMENI/ONEZMLUNZESHR
¥, 1Bl 1/ OBRIER M ERAUFREEAEIR S,

M B BR S R 7 FRAS /O JL TR (a) BEAS AN B (3R (b) 1Ko

FHUEENTEZENREHERBEFIOAEA—TETHIT. SRI0 (KN A1 MB)RITEFHLEFHIFR
BLUNZIEBISH T, XRMREFHANRENTEIEEFERA/N FHANFRULUNREN 91 MB,

TEERT = NTENEE AN EEAREET, EFRLUNKESEN T HRE DRMEEER., BEREERT. 8
PNEHRMREIEY N1 MB,
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/d?ta

=

Stripe size = 256K
256K x 4 LUNs = 1MB

/d?ta

> il Bt
s s s s s s [ s s

Stripe size = 128K
128K x 8 LUNs = 1TMB

/data
|

N o e e
ceEEEEESS

Stripe size = 64K
64K x 16 LUNs = 1MB

NFS

R

NetAppfE 1BV ENFSFEEBEE30F. ATHFREE. MERETRERMISATHE
. HERASWENHRIE R,

NFSTIMXEE ZMRA. BERETHE, BFXEFAONTAPHTEENFSEE RIER. iEE M "TR-4067: (&
TFONTAPHINFSERIELER) "o UTETNART —LEEXEMNERNE LB #EIR.

NFShizZx
NetApp A FHEE R ANFSE F if
* BIENFSVIIRERIRIER AT IHFNFSV3,

* Oracle DNFSE F iRz #ENFSV3,
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* BIENFSVATTERFTBIRERFAIIZIHFNFSv4,
* NFSv4.1#INFSV4 2 E B4 ERIRMER AT, 1BES I "NetApp IMT" ZIFHNIEER S
* JANFSv4.132{#0racle DNFSZ#FEEOracle 12.2.0.28 EE kR4S,
o "NetAppz#FiR" X FNFSV3FINFSv4. FAEIERIENIRERS. BEZIFFMERNEGRFCHIZ

() &% EBNIMTRIZENFSVIHINFOVAZHET, BEERERERS. BARSBTER
AT, AR AR e R

Linux NFSv3 TCPiEHiEZxR

TCPIEIERA S T EH S LLIEACE8(Host Bus Adapter. HBA)PAFIRERINFSV3, XLERATIFHIEAIBT {ZERR] LA
LEERINFSIRERIEE, BIABEEEN16. ZEXR. TERNRENRE, ERFPLnuxZ L HIERR
B, X= B R TCPIEERIRFIIEMEIENF SRS 28 75 M 1E KA 5o

AT REREMEHIELINMEERE. FEREIEFITCPIEERMNMNIZSE,
IB1T sysctl -a | grep tcp.*.slot table @i, HMEBLITESH:
# sysctl -a | grep tcp.*.slot table

sunrpc.tcp max slot table entries = 128
sunrpc.tcp slot table entries = 128

FRBLInuXRAHBN E23E sunrpc.tcp slot table entries, BEREZHDEIE
sunrpc.tcp max slot table entries., EfJENIZE 128,

MBRGEXLSE, RIS LSBT, FERLERT, MHESFIRS. EALinux
(D) BERGRENORRERMIER T, BALNRERSSRITHRNIORB TR0
#. OB IIRHEN.

ADr#INFS

—LRPIRE T APHHIEEE ZMS AL ADR (LB, BE. REERRTAEMEHRIEZE. 75
IR, /O ZHRERK. ELtEFINF 2HOraclei# 2k £ BT E RUBHENRS RN,

IR noac M/ 8% actimeo=0 EFHIEM A IFFHITENURIERAEFZHEREZMEI/OKFo

* NetAppZE N A ENE ADR HHAMNNXH RS EBIEIE noac 2 actimeo=0 EARIEES I
gelni@l, 7FF ADR IRFE. AIRMIBETHRIHMER =

NFS-rootonly#Imount-rootonly

ONTAPEE— & AWINFSIEI nfs-rootonly FAFIEHIRSZ HRERIEZ REBIHRONNFSREER. N
—ILetE. R BrootAF A R ER 1024 FRVRIR OFTHATCP/IPER. AALLEIRBEERBHIRER
SMER. MASHAFPHZER, REHEBTFHRENFSHERELMSERANFSE iR, MASIEPINFSE
FPiRBERE#TE, Oracle DNFSEF i AP TiEIRshiZRF. Biz#HiEUrootlF S11i517. FLLBEARFTESE
BMHI{E nfs-rootonly. XLEIEIEE MIKIROFHITHY,

o mount-rootonly AMHIERIZENFSV3, EIEHIEREM AT 102405 OETRPCIEE AR, HHDNFS
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B, B IREERrootFE1T. FLLER LFTH1024LA FRYIR L. BT,

EIINFS 4.0 FEShRAITH SDNFSIEZIFHIERS MrootF 71517 FIEFEE1024 LML, o nfs-
rootonly WIS EILE Hdisabled. DNFSH BEFEREE,

%1 nfs-rootonly e FEEARE. MESTEFTFADNFSEZNIEF M EZIEC, sqlplusiaiti AT :
SQL>startup

ORACLE instance started.
Total System Global Area 4294963272 bytes

Fixed Size 8904776 bytes
Variable Size 822083584 bytes
Database Buffers 3456106496 bytes
Redo Buffers 7868416 bytes

AL T A EU B

Cluster0l::> nfs server modify -nfs-rootonly disabled

ERDEIERT. EEIBEEEIENFS-rootonlyFlmount-rootonly B Hdisabled, WRARSS2: EIE
() wrcPEEsEEES. N RaRT 10240 AKE. HERIERARESIEASHN
0o BRMEE. BEBHXHTONTAPEH,

NFSSH R : superf3F #set_id

R Oracle ZHBIXH I FNFSHE L. NS H RN EIEBRHE P Mset_idi PR,

BATRAFPEXERFEAXHRSHEAENFSTHEE R MrootAF . XEWEEH T XHRFHIEN L
BrootA P & HEVIE R I EFMRST AAREHEMAR . XA T ERSS 28 _ERIrootFA A ihRHZE MRS
28 FREIE. MMRIPHIER S, EHRZIFEA. set_idi LA EFELT 2N, set idIAFUSEARHSH
RARAERAR SE1T#EE. FI30. Hroot A #AE B A Bset idfifIshellflZ LUrootFAF 51517, SIRE
bR P AJ LAE eizshellfil s, N{E{AT3Froot B P &R AJ LUEE BEHTRZ Lroot A P B RlEERan <o

Oracle Zi# 4B ESroot AP B4, FHEMAset idfil, INRENFSHE F&3E T Oracle kIS, M
SHERBUAME 2 EHIBRAF Mset_idiR, FEUTRAIF. HFHNEREEXME allow-suid FiFA]
superuser FARFZFNIRIUEFINFSE F iHEY (root)iH R R,

Cluster0l::> export-policy rule show -vserver vserverl -policyname orabin
-fields allow-suid, superuser
vserver policyname ruleindex superuser allow-suid

vserverl orabin 1 SYyS true
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NFSv4/41ECE

W F AL EIEF. NFS3FINFSv4Z BIEFIFERE /N NEAREFIOBEIFEEE. FEMNFSVAFIRHE
LSMEh BEERH. MUBEEFHEAERE. REMEHINFSRRRA"FE". MMRAESEHMINEE
BINFShRZs, Hl40. sNRFEKerberosfafE D (krb5p)WinEliHnE M. MFEENFSV4,

*NRFENFSVATIAE. NetAppZR I ERANFSV4.1, FENFSv4. 191, NFSvAIHNE —LETNRELSR
TheE. AERFRLEASE R THSEREEES.

5 &I EET Mvs=3B X fovs=4.148LL. TIREINFSVAE NE L., B X FEFAONTAPEBENFSVARETE
W, GEEXBIRERANIES. BBM "TR-4067: (EFONTAPHINFSHR(ESLE) " A/AIRSHIIL
TREENEBT FEANFSVAR—LEEARER,

NFSv4ig

BRNFSV4/4 N EEER TR RN ESSUERITISSEEZ A B—1NE RS ERES R ILE, MsysadminBIF
EHRE. NFSXHARSGUFEITER. ENAREFIIREERFELEHHINRM/Eset_idBIHEIR, ERERER
T, EERFERMSHER. NI AER Z#GI X RN RESIF. HESEFRREZE R 51T T chown

i chmoddi <,

7EONTAP SVM_ L& ENFSv41F %

Cluster0l::> nfs server show —-fields v4-id-domain

vserver v4d-id-domain

FH _EBINFSVHRH R EFHITIRE /etc/idmap.cfg

[root@hostl etc]# head /etc/idmapd.conf

[General]

#Verbosity = 0

# The following should be set to the local NFSv4 domain name
# The default is the host's DNS domain name.

Domain = my.lab

B HCHL, BN, PREETREMUTARAEHMREEEIR /var/log/messages:

Apr 12 11:43:08 hostl nfsidmap[16298]: nss getpwnam: name 'root@my.lab'
does not map into domain 'default.com'

Rz FAFE R B3 4 (S0Oracle $B FE Z IS ) BiEroot A P B A Gset_idiIMIXH. XEKENFSVAHZ
FEESHOracleBRIRM. HETREXBNHXENFAENSINRNES oradism, UFH
SORACLE_HOME/bin BR. BRI TFR:
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[root@hostl etcl# 1ls -1 /orabin/product/19.3.0.0/dbhome 1/bin/oradism
-rwsr-x—--—- 1 root oinstall 147848 Apr 17 2019
/orabin/product/19.3.0.0/dbhome 1/bin/oradism

NRUESHBIFFE R AImody. W RTBEFFFENF SvABRETA] R,

[root@hostl bin]# 1ls -1 oradism
-rwsr-x—--—- 1 nobody oinstall 147848 Apr 17 2019 oradism

EERENEM., HEP /etc/idmap.cfg RIEONTAP L Mv4-id-domaini@ B eI 4. HBRENT—H.
RAR. BHITABENEN. AGEIT nfsidmap -c, REFFHZ, ILEERE. Ae. XHFENLIE
1R51Aroot, MMRAFEIRIEIT chown root BIENFSIHEIE ZHI. AIREREEUL XM EIEIT chown root B
REH,

Oracle Direct NFS (DNFS)
Oracle¥EE vl LUE I Fh 5 U EANFS,

B, ERMUERBETRERATHAYINFSE PRI XH RS, XENTARZNFSEKNFS, Oracle¥
EEEHMNEANFS XA RSN S NS EMEMN AREFERANFSX A RARN A 2ER,

B _T75 7% Oracle Direct NFS (DNFS), X E7EOracle#IBEI A RLEHINFSITE, EAREEIEFEE
EFEREHEEOracleEEN AR, REFMARTIABEMHNIRE. DNFSHERMIZX DBARAM &
KLRAPZEHR.

[T DNFSIHeERVEIEE N S HEHE WHINFSX R4t #IREITHG. OracleEERITH—ATCP/IPRIE
FHEERITNFSIEME,

E#NFS

OraclefVEIENFSHWEBMNERLSLT FHINFSEFin. HIZTENFSHRSZ 28 LHMITNFSXXHiE(E, B ALtINRE.
HEFE R Oraclel#i R EIE2Z(ODM)EBIT], OracleXA4g At T It S FEAYIE AR,

fEFDNFSH LU EZRSIOMRE. FHE L ENMEMEARS LHRE. RAIVIORURARESMAIAHITH.

Itt5h, Oracle DNFSEBE— %I, AFRMMEROZREMNEE. Fli0. AJLUSH MO0 GhiEOMETE
—iS. LURM20 GbBYHT. —MEOREREZSEES—MEO LEIRIO. BFR(ESFCEZRIZIFEE
e ZREFE/LERMEREL. i1 GbLUIKANZHEABIRE, 10 Gb NICELU#HRE A Z ¥ Oracle T{Ef
HEHRK. BURFEESNIC. METLAGFE10 Gb NIC,

fEFADNFSHEY., 1555 % &2 OracleX 141495104 1 FFORMIFR B IEAMERF. MR TELREBINER. AR
BTG, MARIZXEFFIRNEIRASEMAERERRR, EREEBERT. TEZEMENEBIERESS
B EFERADNFS,

B/ DNFS SRR BBV I 2 ARARTLE S L. E2FEDNS. DDNS. NIST{EfRIEMSZ. HPEIEONTAP

IR HERIDNS A T #IINAE, HEFDNFSHYOracleBUBEG TR M AIPHILLEY, EEREERFREE
o XFIBER FE Oraclef iz BR5H Al BE SEERIESIR
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S FADNFS

Oracle DNFSRILLSNFSV3ESEA. BT BADNFSEZIN THEHITEMRE(BXFIEMNEFEDS. S
DlOracleX 1), {BUNSRDNFSTEREIERE. MAIUBRIEREINZNFSE i, MNRAEXMIE N, AIAER™
B MMERE,

MRETELZMEOZEERDNFSLRER. (FERANFSVAXTERME. MSAECBoranfstab> . EEL A=
%o XHHI/NEIRT]gER S REhEIE S ST oranfstab S {4,

ERERIRER. DNFSEZERIEREES SRMARAHIOracle BIEEHFHINFSVA.1E SR ENFSVA.1FEE Y
Horanfstab X REEX LG ESFHERA— T BRIEM). REEONTAPAZFEFE FinIDR4, FKiTREKrIGESIRMH
FBFARRILLBREIRY Oracle BB EE B HMER
ZfRDNFSIZTHAIZIT. —RYAE AR EHvEdnfsR,
TEE— M RfloranfstabX . ZXHALF/ZF (UEXE R UM EoranfstabX I Z MIBEZ—
[root@jfsll tracel# cat /etc/oranfstab
server: NFSv3test
path: jfs svmdr-nfsl
path: jfs svmdr-nfs2
export: /dbf mount: /oradata

export: /logs mount: /logs
nfs version: NFSv3

BT ENEREXHRSANIDNFSESIERIBIT:

SQL> select dirname,nfsversion from vSdnfs servers;

DIRNAME

/dbf
NFSv3.0

i HRTRDONFSIEE XM I XERALE A, BEFKRToranfstablEEiE1T, IRHIMIEIR. DNFSHIEE
EEAMENBINFSXHRG. ENeIaeaE It <aEE bt
AILURIN R AR E S8R

SQL> select svrname,path,ch id from v$dnfs_channels;
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SVRNAME

NFSv3test
jfs_svmdr-nfsl
0

NFSv3test
jfs svmdr-nfs2
1

SVRNAME

NFSv3test
jfs svmdr-nfsl
0

NFSv3test
Jfs svmdr-nfs2

[output truncated]

SVRNAME

NFSv3test
jfs svmdr-nfs2
1

NFSv3test
jfs_svmdr-nfsl
0

SVRNAME



NFSv3test
jfs svmdr-nfs2
1

66 rows selected.

XL EDNFSIEEEAREE, W FEPSVRNAMERE. AJIUEEIRNMREFMNEE, XEKRESRREETL
E. XERLKEBIRGFH b EoranfstabX 4,

BERENFSHIENX RS9

MR EN_EEHR A WX RENIN AIEFS AP ES). EFADNFSER A RER IR £ REAE) .
JIDNFSE e M ENURIERFHIMAIRIXH R T, DNFSEFURAILIER T HHRIERFRIER TR, Mikk
B,

SNRER BSLHIMIEEREREI. N UEEFEXAMBERENE. XUBREATUEEFERNAR.

Itt. DNFSEILAGIEN . ERFRAEIMNEMERABNXAMNALAILZE. FE—MEERER, XEF
FERE, BERDEIERT, SAPBR*ToolsEFLAREFAIGES IR, MNRAEXMIFR. BEIERE
BLAfER $t3fOracle RACBYE IR RILIRE, WESSHERRE ENEZ.

[BEFEUTERTA ESERHED (a)ffEFADNFS; (b)RER FXEHRI N HEMSHA. MRKER
DNFS. MI7EsSLfI¥kiEE L FEFH Oracle RACHEEIEN & SEERE T,

@ BXRAREEFESELERMLINUEFEDNFSEIZ., 1ES A Linux NFSHEEZHETT FR
nosharecacheo
NFSTHLYFIBIE

NFSVBL:_F?BUKUO XEPR EEIRE. NFSERS528(ONTAP) AR EREREH, T ML H &
4. EIEEHEMLBiE B IERL,

ONTAPHASE A A —LEid REHZ AN, FItER T ML R P igrl e IETE AR EUE. H A RFEEIN
E. BREBHFERIEI00%TE. IR ETM. ENREENFSEF RS AENFSVIIRERN—E 7.

NFSV4AIRTS

R NFSVARERSH, NFSv4RRSSERFIIRERPLZ iR IETEERMLE X RS, ML HFTE. MLt
MBI ES XERENFSVARRS B Z BIFEERHITERES. UERSHIRRERN.

NFSBERSSZEFMEENREBRINSENFSVATEMNFSVATRLY, EfRILRAE—R. ERBTHREMNLELRS
MIERE. URENZERNXR.
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NFSvV45iE
FHFNFSv3. BIVEABIE. NFSEF ISR "BIE" X 4. NFSVIBIEAREA=THE. HIUGEAM
FRo XRISHLIR, 0. MMREE—NEENBARRFCZTNFSVIBIE. MEF—ITRLERE. KZEA

? BRI LB ITEENT R LN AREFRH#HITRID. DERSE. BEENATNEXELER? AR HE"T
RIEEET. ERSEHFNERIDRE?

XFNFSv4. BIERFFENEIER. RSERFEMUENT P IRELEANFSVARSHZZEN. MAAFEREMER

IRIREUXEBE . MRFFIHRIEFZZANFSvA, MIBIERAZWARSS BHUE. HbE P IRiFaEIE A RN
REo

NFSv4FE£4

NFSVABITE SNFSVATALYXKEL, YUNFSVAR i SNFSVARRSZ 282 TEEN. ©IEHFEHEY, NRERFIEFHKE
BE(BIEREEZM). NPESTHLY XL,

LB ENXER, BIABRT. ONTAPS K EIEIRE /307!

Cluster0l::*> nfs server show -vserver vserverl -fields v4-lease-seconds

vserver v4d-lease-seconds

vserverl 30

XERE. NFSVARFIRREEI0T ENFSVARRSSSBEN—R. FRESLITHIAL,

A= BEpEeiTELY. A, MRFABEERITIE. WEFHITHRMEE IRETNVAREFESR
A BRARITREIE. NFBRITEMERERIEFIAFT). BA EREHR"BEEXE. ERIFHBAITEL

[e]

*Question:* What happens if you lose network connectivity for 31 seconds?
NESvITF RS, EFRRERBEFIHNBERE. NFsvaeB RSN, AERZGE. AT, 8
ERHAECH. BENXHRRMLEthE P infER.

fEBANFSV3, RTINS aIMELitk. EMBEIMERN. ERRE. HBFRASRETATRENS. NMA
BrRE RFMOFRMEERERTIERNA,

FEFANFSV4RY, EH30MBYRYIE(FRIEEETEONTAPHIENT T ZSHBVE) KT T IF. MREI LIRS, &89
HLORER, BE. XESFRNAREFHER.

fFan. WNREHE—Oracle#tEfE. HEMBERERBERTA"MEZIX"). BIFELIEREYE. WEEER

Ll sch
BR7D10

TER—ROL WBEL LM RN Orace BB FRR L EHARBR:
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2022-10-11T15:52:55.206231-04:00

Errors in file /orabin/diag/rdbms/ntap/NTAP/trace/NTAP ckpt 25444.trc:
ORA-00202: control file: '/redoO/NTAP/ctrl/controlOl.ctl'

ORA-27072: File I/O error

Linux-x86 64 Error: 5: Input/output error

Additional information: 4

Additional information: 1

Additional information: 4294967295

2022-10-11T15:52:59.842508-04:00

Errors in file /orabin/diag/rdbms/ntap/NTAP/trace/NTAP ckpt 25444.trc:
ORA-00206: error in writing (block 3, # blocks 1) of control file
ORA-00202: control file: '/redol/NTAP/ctrl/control02.ctl'

ORA-27061: waiting for async I/0Os failed

MREEERFAS. NSBIUT/INHEIR:

Oct 11 15:52:55 hostl kernel: NFS: nfs4 reclaim open state: Lock reclaim
failed!
Oct 11 15:52:55 hostl kernel: NFS: nfs4 reclaim open state: Lock reclaim
failed!
Oct 11 15:52:55 hostl kernel: NFS: nfs4 reclaim open state: Lock reclaim
failed!

AEEEERRAENE— IR, MARNARERE. BE. MERIRETREREANS. BRERS
EINFSX s R RARER A S R RIELE.

MEBHERETE. BETXEHR, £LENTAT, BERRLERE. BERASABFRNNE, B4
7, HATIH. HECHBIR, XRSHEREBEE OacleE. HETRATHRERICEE, WEMIEE
KRATIERE., XS ATRE B

B2, NFSVTTLURZ LA, [ENFSVABSUR. HatlE— RS,

SNERIBOMBISARAIHER . ZEAD? MREERENNEZNSTN. S EHBHHLGLERE LS SENE
BRAPET ZEAD? EALUERERARHRAR. EREELER. FEURBANFSVATER,

NFSv47:[RHA

WMREMEINFSVIARS 2R, BILERUIZEMERIO, EHEEFRIFEAIXTEFLIKRES. XIF. ONTAPEE
REBEEKIZERN, —BRH2SESTHGRIREIIE. EMSENELE—"ARP. LIERAINEZET
e BRIHEESIEFANHCNEIX—m. SUEEMmE R,

{HE. NFSVARIEEEE, XRENFSVATIEREN—Z7,

@ A& TIZONTAP 9 15.1. BISRhRZAS. ERAMMUEITHURBEER ] se= R4 AR
B SNRFEIFENFSVATES/BIEEBRY. IFEENetAppZ AR I T MRS Ro
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NFSVARRSS SRR EIRERELY. BIE UASOETEEAMLLIE, INRNFSIRS B R EHREHENBEN. B2
iR ERRIEN R R, NESBHEA/ME UREMERIRERER. EMEREZR. RSF[FEZHEH
&P IRIETEERML SR, X2 RERARIFATE.

NRERAKXAHEMBEINFSVARS 2R, MER. ZAMEIONE FIFREI—MER. 2N 4B iR "
BEXTHRAMERER. SEEEMIMENS? " XEERIRIFIE. EONTAP L. FRINJ945%):

Cluster0l::> nfs server show -vserver vserverl -fields v4d-grace-seconds

vserver vd-grace-seconds

vserverl 45

Fit. EEFHEE. ZERISKFEFI0. MAFEZE A IREHFOWEBIMME. BRBERGE. RS[RHEM
E10#1F.

L TEFRAA A FEHIM iz O ECEAEIRIAELIEINR, BB 55— EREIA Tt a5 Hha avEl Uk

locking.grace lease seconds. X@— T RZRIETL,

cluster(0l::> node run [node names or *] options
locking.grace lease seconds

Blgn, NREREFERITLIFKIERT, FEFTEHEETRAA, NWAILIER va-grace-seconds, MREE
=H 2SR S HRIRI4E5E 10 E BT iE], MFEEE N locking.grace lease secondse

REERD THENRNERE. TRIERENXEE, FEANFSVAXRITHRIERBNTZIR(EFTY MBIOEET
ETEER. ME. HAMERIENFS RFCH—&7. MWFIFZEFP KA. NFSVSERWIML., FENHEHKS
EREER,

BT 5 B R AR

BIREAANIE R AR E S, N EFTIA. BUATELUEBET A30F. XBIRENFSVAR Findi M E M E307 mARSS 25
BAN—R. BUWEIHFRERLY. #MAEIE, B—1ERM. RENFSERSSBEZBA/DIELIE. A
794580, BWRAAGTIKFHETER. XFaUBERIRITAEDEI0R LT —RIBLIBINFSE A IinIf R aE ST E
BEE5RSEEN. 45 ERIAIBEIEEEEDE30MEIT RN E P HBENSEITHEL.
INRAEZ 30TV AVEBRSAYIE., ER] LUERIERKEEHAMR,

YNRERAELIERIASEIEMNEI60FD. LA 60 ML, NESIRERKTER, XEKRE. ETHIR SRR
ZHAE. I0EFHENFE R,

XEEAZERNE, BF. ARSFREMONTAPEHGZ—XREMR. HARDAEABHHRENLEITHIING

B35, ISM WNREHINE RIS R EC0T RN, HEEFERFARBIINEIRE 60D, NAJgER
SREREENFERFHIEES. NMSHIVNE R, BEHNEHNRNEZZEEHF60M L L,

NFS£E7F
MRFEUTE—EZEZEDL. NEZBEFNEE:
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cio, actimeo=0, noac, forcedirectio

XEGERRESNMARE., EHMNENERRENREFETENNEM. TREBERT. CHENTE
BNARER. BTHEEEEHTIMETRZERSNEFT BT, EbBATREAXERT, TEMBERT.
EFRHIRMEAXLESR. MMSBTUERERERE,

WS IEREEA AEF 3 H S HRE) I IR A HE T, INRAFP I ERESNEMNIREFR
BHMHAREEEREMER. WalL2tRITImER.

NFSfEHIA/)
FROINBERT. ONTAPEEENFS I/OK/NBRHI 964K,

REZHBN AR FNEEEEII/OERIBRANEIGE S, B[R T64KHIRAE, KERIOBEZHITRL
B2, FAtRACAKERSIRERIGRAH .

ARLETEHHTB. RARCAKZTERS, 15512, WRVUBERITHIOKRER MENURIRK. N EBLAZIRIF(
FIaNEHHIRERFRBUEFETERAM)ETRESER. WEHLZES. ONTAPHRIEI/OREXNA
256K,

LATEONTAP SVMBIR AR A/ NAHRIN T A N#H1TEL:

Cluster0l::> set advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by NetApp personnel.

Do you want to continue? {yln}: vy

Cluster0l::*> nfs server modify -vserver vserverl -tcp-max-xfer-size
262144

ClusterQ0l::*>

B ONTAP_E A TFRISR AR RIA/IVE/ N EMR T L BT HBINFS X R i lrsize/wsize (B, TE5

@ LRERSD. XARSSBUEHEEZHERIR. flg. WRNFSEFiRHRIIRE Nrsize/wsize
65536, MIONTAPE AfZ A /NA] LITE65536- 1048576 Z [El#1TIAE (BR =L AR EAK
Finds5 28R, FERAERA/IVE/NEES536,F]ae = a] s R,

NVFAIL
NVFAILZONTAPHE—ININEE. RIFRIERHME MR ZIBH. TR,

SEETEEFEREREEH R RN, BAENSEPRERNIBET. NREREREEFHIIFEEEGH
FTONTAPEE ;T2 3k 58 K1 {TMetroClustert/Jift. MAERFECERIBITINRIIMA. MITRTHIARILE R PIRER K
BUEF. FEETINATIRNREDE. BEEFEEFIRSAERREE EHIEIRS. KA —HEESE
5 Ci3 AR

EFO LUEN BEFEIHRSEEHTT. Hli0. 1R Oracle Real Application Cluster (RAC)EC & FHIARSZESTEE

I AR S EEBR FIERIIRES. NIZERE S1EOracle SGAFREEFHIE. NREHINIRIRESBEIEERLK.
N &EHEFEIIRFRNNEL. EAFETESCARRIR A fE SR L RIRAILAD,

70



EREAAXHRARERAEFAKAE, EHINFSXARARIIRAGESEFTRERGF, H&E. IS
BT Fihm ELUNBER XA AGEHEIDRIE SRS S £ ARBREFHIE, AXERERT. NVRAMEK
fE. SRAIEEDGRGIVIRAIER FEX R AHIT.

ONTAPIEINVFAILREXKELGE. RIFBUBEENIRERAR T XMIE RER M,

ASM Recasation Utility (ASME]U Sz FI#2F%)(ASMRU)

BRAENES EE. ONTAPH L SRS NXHFHLUNBIEZEIR, Oracle ASM
Recasation Utility (ARU)ESEAEFNIEARRRKRERANASMRXEANE,

X, BRI E ) M PR EE R R AE RS LR B, ONTAPSRERZHEUHE D ECLUNFRI=E], @
WIEERERR. BAFERFED AT NERERE.

MNEREERERE. ASMEEAGEE. EINXLELUNKIBEETR. (BEONTAPAS B SFEEREEE L.
MR TRRNTTHIEEN. UEERERRLUNKNEZXIEME N EMESIEN =,

HFRMBIRR B RETHRENMEENATR. FASRER EARSEFERET P ENS NEITRE,

()  mARUE. BHEEREOCENNFTEENER,

ASA R2ZA % FVIF(EECE
FC SAN

LUNXI5F

LUNXTF B HIREX R AEmBEMLLIO.

ASA r2 R ERSAFF/ FASHHREIRIONTAPZRYY, (BECEREEEL. ASA 2 RAFERAFMERIEKX (SAZ) A
BERE, BXFRIEFEEART, EANONTAPEFS—EHEERTE, B2, EFEUTASAFEN/ LA

* ASA 2 R AFTE LUN 12 ESh-EshIFRERR, MMHEBR T 37FHRIE) VB Z R 3 #Rinl &,

* FHEEIT (LUN) SUAREREERE;, XA RA2HT LT

* 7£61% LUN HRjale] IECE1RERR B BohiREEMIBR (ONTAP 9.18.1 MEEARAS) o
EIONTAPZRZ E. 77ELI4 KBARMHITALS . — MURESRXHRFHI8 KBIRI IEFIRETEIFE N4 KBIR, i
RLUNECE SBIREXNTTIEE—F A LB51 KB. MEN8 KBHIEMAI T =N AEM4 KBIEEIR L. MAER
XMRHIE AL RAIER. HEFERFAPHRITEAEREATIMNI/O,
FFFHEFMLVMEE, INREENIRENFIZE LEX TIZEESHTPIYIES(REESX). MLUNLERE—
N KBIREEHE RS ERE—14 KBIRXTT, XRIEFMMNTAR. PXSHBIMaE. ERNE(ISEohi2ER
FERALUNRIEIAMIE, REBRIEE L4 KBREHREBEMBE. LUNFLE T

FELinuxIFRHR, EENRENEIRE EWEZEEH, IRFESX. BETHRIES M XBEGUERTA
J\RYEEL. LIEXTT fdisk -u'lE. XEMRED XM\ 15127 TRXAERAKE. B4 KB,

SIFEN—THREXEERWTTRINIE WE" 58 KBEHZRAANTHEATBRE BS54 KBIAFRITF.
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RIIFF

HIEEEM/ESHECRBESERARIFTNIO. I/OAREEFE A ERERL HEXONTAP LLUNSE{URYE
B MMEAFEIRER,

IR

[==3
=

ASERSEATRAXRINENRFEANEEXH. 54 KBARWNTHEHESENREREERASHINAER
MEERE. AN T—PESENRIERTHIR. Flt. ONTAPJLFEEREFE S NFNTTER4 KBERRI#TTR
B, EMERLE4 KBRAHRIEZER T RIRBVIRERE N,

ERENLRN T ARIIENTTE R, sio BE dd BETSLUMERIRANER 110, AILUMERUTHRLEREFME
AR /0 WFHIHER . stats @59 H "WAFLXTFIIE" THREZER.

SolarisIFERMAMTTERE L, EFEM "ONTAP SAN H|EEE" BXFHAER ...

@ 7ESolaris x86IF 15, FEEINIRIERIITT, AAAXZHEETEZ NP XE. Solaris x8673 X
FEBMUTINEESISIERIKERZ L.

HthaREKE

* EANetApp EI2EMEAEFET A (IMT) I8iE HBA B FIRERFIE B,
* £/ sanlun TERIARFREERK A TTIE R,
* 3F Oracle ASM #1 LVM, iBHRECE X (etc/lvm/lvm.conf. /etc/sysconfig/oracleasm) i&&E1EH, LA
3 G H I 3 7 1R) e
LUNA/NEZEFNLUNITK

BIR1SOracleIEENREMREMZ EIEE. ERFRELUNKNMBRERANLUNSEEX
BE

LUN SONTAPEREPMEI R, EFETASAR2 2 LHEFMAIAKX (SAZ) B RhaEH . Eit, LUN
AUMERERZH AR, RAFTICERTAK/], LUN ERRETDHIA SAZ BIeaRitaeE 1.

NTHEEN. FRAEFEEREA/NRILUN, Fli. MNRBIEREZEFTLVYMEOracle ASMEEH
B, HRS M HEEESH M TBRILUN. NHZEEEMFI TBAEEHITIEK, RIFFER/\ 1500 GB
RILUNSRAZEIAERAE . LAER] LAV B IS 8 SRIE IR S 4H

BNUABEIDLBAMELUNAN. AAREMSESEEEE R, fId. NRBIEEFESBIRFMERENARNT
F1 TBEJ2 TBZZiE). M100 GBRIRELUNA/NATRERR RYF. 1820 TBBYEHEFE S HUEFiEEF E200NLUN,
XEKE. RSBEFBINEBSER. FEESHAFRAATEEELSXWR. SnapCenterEF = mui M 1%
WRHIITEI. EAELD. EARRILUNAT RS IHSER] ™,

* ASAr2 FE=Em: *
* ASAr2 BB K LUN X/)\Ag 128TB, XAFERE/MEE AR LUN, MASEM4EE,
* ASA 2 EARZEERBKX (SAZ) MARRE, EXHASRKZT Oracle TIEAH A LUN K/JVEZEZLE,
s KINBR TREEREEE; A% LUN K/ NS s, WAEEISERL.
LUNit%%

SLUNK/NREL LUNTH SRR, NARFEEEEIR T @I SCSIEHITHITIIONEES, Fit. &

72


https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/notes/wafl_alignment_verification.html
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343
http://support.netapp.com/documentation/productlibrary/index.html?productID=61343

MLUNBIMEBELF—TLUN, fEFVeritas VLVM. Linux LVM28{Oracle ASMZELVMEIREHITENRES
Fito

FHFASAT2, LUN RN SAFF/ FASHEE, EAONTAPTEET SEHTT /0 BAEM. FAM, ASA
r2 B9 SAN & FBZeF E 5h- EhXFRER R R T FiE LUN BY—EUERE

BIAMFENI/OIEEEERI100% SSDIFRFHITAMNAZRE. LUNKERZAIEMNEIG4N. BE—HZFKIE. NetApp
2 MLUNSEEIIE16 DL EFTR B BT E2 1,

* NetAppZEid*:
—BSR3H, 4 116 LUN ZLUBRIERAT Oracle MIBETERE 10 BR. MFEA

SCSI LM A EAIPRS, DFIEA LUN FIBERERIEREIR G, BT RIBIER (BIEI3FE SHIBENL
I/0 SSD TfEfa%h) Z4h, ¥ LUN &M 16 MALRDBERS MRS,

LUNKE
ASAr2 ZEHEIERE LUN NREREME T EEURTONTAP NEMINEE R WNEIfER.

TEASA 2 R, fFiEEIT (LUN B NVMe R =iE]) EAMATEFRERT ALK (SAZ) MBI LFIEREC)E
» SAZ 7838 HA R R HTFfiEh,

()  @E%St HAMRE—MEHETAR (SAZ).

FETRKX (SAZ)
EASA 2 R4, HINATEE, BE(ISECEEMEE N EMEE, FMEET (LUN 3 NVMe SR =(E) B

BEFEI AKX (SAZ) FEMEIBINERNHITEE. IMQITERT FHEEENFEE, £ Oracle HIEEFFIR
TR HRIECE BN EEAEE.

ZeXBEXMEFMERTT

BEXEFESETT (LUN 5 NVMe R =(E) BEUTR—MEERNAK (SAZ) R. I, —MEE 10 MEfES
7C (LUN) B9#8ERE, BESBE 10 MRETHRERER— SAZ 1, B HERIFEHIRE It

* R 11 WEERTSENS, ST EXNN—TFMERTT (LUN), 2ASAr2 BIRRIATT

@ * YIRASA r2 REERFESZ N HA R, NETELIEERTFMERTT (LUN) RIS HIES T SAZ
B, BRI RIZR R AR,

() 7 FCSANHETFXHR, HiESTIENE LUN,

—E1%4H (CG). LUN FNIRER

TEASA 2 F, IREZERBEANIT R BT —EE BRI AR, —HIHAR—MEIELEMN, RS LUN 5 NVMe
mETESHE, UKMMANEIERIP. B 10 1 LUN A EIBER T2 —MRIBER, FIiREXLE LUN B
3:@—4\—5&'&2&;

—HIHARRFIE 20 LUN ERRERFIRRIZ(E, Fl00, MRFKE LUN DAHEIF— P —MEAFR, AL
RFHRETE 10 1 LUN ERVEEERESIH 10 D ARRIRMERFHMRIET VMware BN BIZFIFIRIEN 2 —HRY
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MEHITRIF. MRRBEBEEFRN—EEALTR, BEER—NERH, REEAELETERD,

FERELEERT, AFMEEK, AJRFER—HMEXA LUN SR RRN—HMH, Fla0, —MEdEER &
A LUN BF#dEXH, M4 LUN BFEE. EXMERT, 28 4 1 LUN NEIEXH—EIEANES 2
1 LUN ES—EItAT R RERE, RRTETFRIAMEN: SEXG—BMEATUERFERERTRE
FURES, XEHREFEDED LUN BFMERIREBIRES, MEEXBHIENAE-BEEBERZ R,

CG. LUN #ISnapMirror
SnapMirrorsREEFIRIESIRIBIZE—1F, BE—HMEALHITH, MAZE LUN ERITH.

RHEXE) LUN IER— M —3 A, AILEIEENSnapMirrork &, HiBEE—XEHEHME B EEIE,
5iRE—, WREHIER—NREFIRME. SnapMirrorBIRIEFFIEIEER LUN B —mEREIE,. R
LUN B ESDT—EtAS, NBlAZETE—, AR —.

TEASA r2 &% L {ERSnapMirron# T E FI7ZE LU T RS :

* Az #FSnapMirror[@3 & i,
* SnapMirrorEIEF NZFFERTASA 12 KA ZIE#HTT,
@ * SnapMirrorz# E X ZIFEMASA 2R %K Z [Bli# 1T,
* SnapMirrorR & EF| A ZIFEASA 2 RES5ASA. AFFFASRA T = 2 iE#1T.

THRE % "ASAr2 24 #FSnapMirrorE Hll5REE",

CG. LUN Al QoS

2R QoS A LA EFMNAFE LUN, E@EE—BMALKFIZE QoS ER S, Flt0, TJLUELATE ESX AR
ZRPAEZEFPIERFTE LUN BIE— N —2ES, RASRFAONTAPEIER QoS Hig, RAERE, &
TiB B9 IOPS AEBEBT B4, HBREBTFFrE LUN,

EREH, WMR—PEIEEEE 100K IOPS H 5 10 D LUN, BBATEEN—EEAH FISE— 100K IOPS [EH!
EEES LUN Hi2E 10 N EEIHAY 10K IOPS REIBERZ15%.

ZHMCGHE

EFRLBERT, & LUN RSN —EHEEPrREml. TEREEEREFHENL. FW, HAASAR 77
fER SR REFEE 81 Oracle ¥R, IWHFERESMIRISNEHNBENEEFE, EXMERT, HBERYEHT
B —+0Y LUN IrEiEHlEs 1 ER— 1P —E4AS, F5—3F LUN BiEiEHles 2 ER—1—EtdH,

B, WFHREZNEUEENIFE, 3§ LUN 2FRES N —BEE S ] IRFRIE 288 AR %, 6w, —
N HA REHEE 100 NMUERE, 8 MUEES 10 D LUN, NS MNGREERTREE 5 1 LUN HECAIEFI2E 1 11
—M—EMA, 5 LUN DECLETERIEE 2 BRI —P—E1E, XA LRI E & 2 R STI AR

o

g, XEGIFEHAL R 1:1 LUN 5—HMEAREEG, BMLIAREIFEXE LUN /£24E E0 AR —Hit4A
R RTE R L,

1:1 LUN 5—EHALL N — Sl F 2R R TERHE, HERS LUN Kfr LR sERR—1RIRFI TIER
H, FERMPYRBNEF R, RAEFZRMEER, EXMERT, 11 NILHRIgRREER.
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LUNA/NBEZEFILVM A/ NEEE

LETF SAN IR SEL Oracle ASM HE4ATEASA r2 EIRBIAEREEIN, B A
ESENE RS ER

- EANEA LUN (EfE8T) MEs

* [ ASM B A LVM B4ARMFHN LUN, Hir BEESMIBIE%,
BIRASA r2 2 LUN JBEA/), BEEBIFERISEEZER (LVM), §I4 Oracle ASM, LVM ZHEHEEE

Ez—RBRINEIEE LUN K/ £ LVM, AJLOREZ LUN AEm— T EIAMFE . MiZFiEthi o
RUZAEE R LURMORAR A/, MASEREEFHELRE,.

{65 LVM ¢ ASM B9 ELfthaFab 6135

s MRELL: B 110 HFEIZ LUN L, RS,
o RIEM: AINFRAY LUN MASFErINE TIEf 3,
* FERFE: ASM T LVM r] LU BXEBEIFTRY LUN LUHITIIE S D E, mAHEVIEN.

ASA 2 FIXBEEERE:

@ * LUN X/ NZEFEEML (SVM) ARNEIER TR TR, ERARBEFENAKX (SAZ)
NEE,

* XfF Oracle TS, mIELHKEIF LUN FINEI ASM BEE2AH, MASIEEINE LUN BIA/N,
PURIEFESR A FTM,

LVMZEHL
LVMEHLRISES MLUNZ IS HHIE. £R2. HESHBENILERERS.

ENEFREDERERZ A, FHUA TR AR I RNZEAIIEREIRT. U0, WMRIRERFAFTEHRITI MBRYIR
ERRPE. M EBENIREDEZIREN MBREUER EERENIXRNSRHEAE AR, FJ1 MBRIZIaRERIE, W0
SRESTLUNLEX 1 MBRVERIEHITHR T, NHRIERF R LAUREHAHITHITS 128 KIREUR(E. MDA 5E
Y1 MBI HiFR T RIS 8],

EANRERHITHRTUEMRME, FAXBTFRTHNE /0 R, MRFHFULEIHIELE /0 EU#1TIER
B, NWERHHEETRESREERE, T Oracle HIERE, LTHEENEFFMHEEE, FHUEKEERERSS
%, AEHEWRIIAALUEERS M.

AIANER T, ZIEEEER(HIM0racle ASM)ZHITHR T, EXRNURERZLVMN A Z#HITHRFE. Hp—L
B ZPLUNGEE—E. R— 1 BREKIRE. MMTSBMEXXARFET—ITLUNKE L, XSHHR. H
LVMELERIAER R HIRK, XE5FHUERIU. BEH, SHPFHILUNSEIIDASDRR. FARK, &
FBLUMBARALAITNE. AREZEERDHEXLERXFA, ERE. XHNENI/ONEEZMNLUNZENHR
4F. (BRI OBRIERI R R MFREEX IR S,

M RE R RN FAZRF /O LTI N (a) B AR AN R UE (b) 1IKFTTo

FHUEENTEZENRZHERBEFIOAEA—TETHIT. SZRI0 (KA1 MB)RITEFRHHEFHIFR
BLUNZIEBISH T, XRMREFRHARNREENTEIEEFERA/N FHANFRULUNIERN 791 MB,
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Oracle #iE/%E LVM £ H R ESLEK:

@ © FHARNIIREERK N,

* FHA/N Y LUN 88 = 1MB, UEIMEAEHITIH
* 81 ASM BEAERAZ D LUN URAREMESEHEHBERHA R,

TEERT =P AEENFHARNNEERREED, EFELUNKRERN T HE LR EEER

PMEFARNE2EEY 1 MB,

/d?ta

=

Stripe size = 256K
256K x 4 LUNs = 1MB

/d?ta

> il Bt
s s s s s s [ s s

Stripe size = 128K
128K x 8 LUNs = 1MB

/data
|

N o e e
ceEEEEESS

Stripe size = 64K
64K x 16 LUNs = 1MB

NVFAIL

. BEREBRT. 8

NVFAIL ZONTAP BY—IIhEE, RIFERMEEHERLZE R THRERBIETE .

BIEASA r2 RERAREILRY SAN 281 (SAZ MIEFfERTMARE) , HINEEMAERTASA 2 &Y.
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AT HIEFELIPERENANRNET, AEFEEEERSEHHEAZ L EHERT. MRAEREEZHFER
SREIONTAPHI[ERETS, TICBMAECENRBIRIA, SRBESAERIANERAIREIWEIMEF. FiE
PN B MR, BUBEEFIRSFBRREE ENBIRRT. XA —HESBIERT,

EIFA LN AR RS 282 #1T. 190, Oracle Real Application Cluster (RAC) BR&H, ARSZES1EFih= Al
ARG = _FERRNTSEEIRTS, HIEEURLETEE Oracle SGA H, SRFHIKIEEIZIZESEEIEERL, SFHEER
IRIIFBIXEG, EATEMETE SGA FRRVEIEIR AT aE SR _EREIER R ILEL,

FZEFEEE—IMTRAENARLE, BMREREARAXHRSE. ETUTERAY LUN IEEXXH RS LUE
HEIRERpARSS S £, FEAUBREFRE. AXERRT, NVRAMBIEZEFIEEFTESISEXHR
ST,

ONTAPfER NVFAIL R EEXISERFRIFBEFENIZERAZER B RHOTMN, XERERRENNLHES,

EEFHIERN, HENEZZREEMERSENNXHRS. ZVFERFASAr2 LUN fim&=iE), MEE
FBFAFF/ FAS—#¥,

ASA r2 BIXREEEREE:

* NVFAIL 7£ LUN &5l (772 7T) 517, MARE SAZ &51iE1T.

* XF Oracle 48, NEFMEHREXRBAN (BUEXH. EMEE. =HIX4) B LUN £
@ [BF NVFAIL,

* ASAr2 A% #FMetroCluster , FHitk NVFAIL EEERAF A HA HEHiLI7R,
* ASA T2 Rz#5 NFS, Atk NVFAIL EEETUERTFETF SAN T e #H

(FC/iSCSI/NVMe) o
ASM [E|Uf52 A 2R (ASRU)

LUERELEYER, ONTAP on ASA r2 AU RMtIFERE N LUN (TFfEET) HNE
R, Oracle ASM EIWSEFETER (ASRU) FXHAREFHNIEREERREEE NKRFERI ASM
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FabricPool tiering for CIFS,
NFS, and LUN data

AFF and FAS controllers

FabricPool-enabled volumes.
(SSD aggregates recommended)

Hot blocks stored on local drives Object
Cool blocks stored on Object Store Store
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SEANREERFIIRILN, XEKE. B2 MEZERERBEIEN. SEN/ORFKETEFTIFRIE—TE L.
EAEIRERRETEEETHE. &Y. XAgELEKER TRESANRFHER. EREEEN LRI L
RIERZRIO. MAKMTEREME N

BN, BIEERRES N RER D HIEX G EMHTREER. HAHRERGERHIIO. ARRIES ST
YiIEFRETMXEEH, TEARIELEIONINF. RANAEFTHRERAERBRES NRFHNEK,

ERA—MTHEEERA). RSBBEFERTIRREDNHERAT . EMIN/OHREXLESNINF 28, BiEET
ZPEHITASE N WRBTIOHARBENE. WAZHTHIA. NAREFZBELEH—TEN. BEF. X
ARG HIEIOBE BRI M. B0, XHRIFRHMRIETEERR. WMRBFAXSXARGIRERZAMIIRT FE X
. MEH T xfsX R TTEHE LR 2 AR5 | BRI/ONSEREBENE L. X4 RIUERFERF.
XiF A LURIECGIRIGIR(EHAIE X 4 R BT R 1o

FEMMEZEIRESNREEGE. XEEEAIQZIRET . TEENEIERKR. RAMKBENNBERE. S
RESBHREN. NTHLEEIECCIREBNNAER LILRIE. P85 NESEE— 1 AIEERER Y E. T8
BSBSIE]A. ONTAPZ= BEIRMREHEE XM HEMES NRIE, WRFAERRE BRI ZAE!
Bay. WERB—HRBREEMH—EEH,

METB NIz
MEARBERE. —BEEANXBETRESANIF. THEEHBENIF. 0. m10TMLUNS NSRRI

EEZFENEPAELUNE ASUE, TZENRERRT AHH. XERECIINTHIRFEHTER. KRTTHRIR
F=RIRERFEMNEIT MR-

TEERESSHITHME NIRIEZA]. HME EUTEERESNEE, XEXBENEEMAKBEN. 4T
N/OBURFHE FREFEXET No IX10PMLUNBITEMIRER., VRS 5 E BHR IR L RIS NI
RERIE XHRAEHZEHMENRFENNS — N0l BAREXHRFAERNINF. SNWENXGRS
AJRER BT,

53

BETREBHNEODERMERS A
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* BETTRES—BEGD

* ZSnapshot®RIFBIFAE %
B RS— IR E RO RIS E— B SR BN R ELE . S8R H. EMBEENITHIXE, R
BUEEEFEERNED. NIERIEEEE; IR G Snapshot, MNRFIEEREHEZ N E. NAKTEIE—

HIMA(CO)IRER, BIECGIRERRNIETE Z. E#ENetApp SnapCenter’iff. AHONTAP—EHUELATHAE A B
4P BRI AR

ARRRS—EBISnapshot & R EBEE N RMEBEBHER, AEERERT. AUNAEFRAE. BEFRE
BRANNEIRMEN. RIFERBRKNED,

BT REBHBAN S0 HERRES BINTRIR:

—_

. BEIBEMREER backup B,

2. ARERIEXHE SRR,

3. B backup Ex,

4. j5178% alter system archive log current &&IHEIIHY,
5

- AREPIEBERREELIERRE,

IR P B ER—ARR. HPESATEMEINVHEXF UL TEHEIEMRIRBIIEET. X2
E&E%&?EEE’\J@IDTEXO NAEEEL. ERFRIPERIXGEX . BE—NENERESRIPEIEXHMIIEE

ICAO

BATRNE P AIREEIFREFRRREE. B/ FREXERBRAEHET TEMRNERIRN.

EHFSnapshotiyiieE

EAOracle#UEEIRITERBN. BAEREREHFEHETEIINetApp SnapRestore (VBSR)FE A,

BT E8SnapRestoreA] LUK &L F IR IEREIR BRI E R, ATELNFIBEEUEYIERR. FItVBSRATRE
HASATRERREBER. fla. MRBMUEEGEHREXHS. EMASNARET)FEERNMEL. Mt
HEIVBSRIZR. MEHIEZER. FABHERIE B SNEBBIESWEF

ERAEZEEVBSR, WEHIBEEAILLUBIERAET XM EXXHXH RS (Single File SnapRestore. SFSR)i#
TR, HERIFRXENRBEFIREIXH R SR,

SHIEEFEFEEAIMARRMEN. RIFFEAVBSR. MEAVBSREERBEIHIEXH. ENFSIFIEAR. LBEH

BENBIEXX N N EERZ A EM LRGSRV T RER, ESANIFIER. BIEXGMNINEEETRE
EBEZRALUNR, MNRFEREEELS(EiEOracle BaIFMEEIE[ASM]). MR LAIEANE B FEIBEXH-

B XM A REIEEX . TLUGERREIZIARES. MASMIFEMX GRS,

Snapshot Fii23

FTFSANMIBEHRE & Oraclef BV E 1N E. percent-snapshot-space WIZBEAE. FATELUNIFEF AR
BB EISERL. IRFTZEDLLIKEN100. NEELUNMENREBEEZETEGERBHNETE(RE
1R IREBTNE SRR ULPIE EUIREI100% AR, WRME B2 LIgEANRENE. WK BETEIEENERD.

BIGE R BIESnapshotfl i, XEKERRELUNIMEHRRIREBINE =IE,

ENFSIRAR. BMMEE:

98



CIRE percent-snapshot-space E??)ﬁ,ﬂﬁﬂ'\JSnapshot§fEﬂiﬁ%%o

* I%H percent-snapshot-space ¥ ESITRIFIRBT B SBBERA—ESHHITEE,
FEAE—MEWY. percent-snapshot-space IRBNIEZE. BELYN20%. AT, LTENEXAFRR
o BE. WEASXHBREKES. MNRFMEE DL H20%NERENEZEN30%. NiRET B gESE
HINE B 2 tbB R BRH 5 AARFIE =iE),

BMBIREN20%XHENENEFERNEE. RIETRLTEBATRATIRE, Hla0. T8 H20%891 TBEN AT
BUEEEIE R (Database Administrator. DBA)Zfi#800 GB%iiE. IECE RIHRZE /D IREE HAH200 GBHIZ(E],

BYj8] percent-snapshot-space IRBNEN. EHNFAETEIIEREBAFEHE. MRS 4. R
FEEEANIAN T . RLAIM1 TBEFBRE. NX1 TBEEFE EsEIEF Snapshot AR E 2 Bl HE,

AR ZERERBINEELE—MEEFE,

ONTAPHIE =75 1R

OracleX 41D 604683.1774R T 55 = 5 REB AV E R UK A B F & (AR R IR (ERY 2 AT,
E=A MY EBAFRIEABIREBRFSUTEK:

* IREGWIS Oracle 2 NI R R E 1 1FER AL

* AASNRBHIHNENXHREENIRF.
ONTAP#INetApp Oracle B~ R A XLLEEK,

SnapRestore

NetApp SnapRestorefi R AJTEONTAPH MIRIR R IE T S 211

SXBUESEATAN. XBUSIZEFFE. HHrgEaPl. EEMNBTHENSHPRENEEHLALER
18, TEBIMEL. SnapRestorei®I I F RN iR REIESE KB R X LR, BIfERPBLIIERE. BR
FILD RS E A e 2k R

SnapRestore B M. BEFXHF/LUNFIETFE,

* BANHHLUNT UE/ LR ERNER. TIEEE2 TB LUNIEE4 KBX 14,
* XHEHLUNBSRA UL FRER. £ieEdEA/)\210 GBIXZ100 TB,
"XHSLUNE 2 @ EIsFlexVolE, Blil. —MNEFRIEER 10 NLUNMB—NLVMEEERSH. SE —NERBERTF

EEZ1000NAEFBINFSER R, ERILRENESEA—MEERZER. MARNE N XHHLUNRITIERER
Fo LSBT ERTEEZS T EHEET BEEE. fIaIFlexGroupElONTAP—E44H,

SnapRestore Z FrLABEBANLL R SR TIE. RENIREBMR. MER LW, REE— N ENENEREN
BHHITRIFNE, JESHRE T UERBIIEFRR. TIREZ 6 REBE A S FILUNBTRETIR S A RIRAEL,

ONTAP{Y A VFXTIRIRERHE# 1T RiiA1R). {BR] LAfEFA SnapRestore EMAUEX L 4R, RIBIEENE R NEIE

HIEEME. MMIEEIRIME 2 AFIRIRS. SnapRestore A IATEES X HRF BT, ZmAZFR L E2HER.
BT REERE,
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Volume SnapRestore

BT EHSnapRestore = FE MBS RO ZILFIIVRT, HEFAFERoINE. XERERRIEEEL LR
BEESRY. REMIEAPISICLUR(FRIRERE/LI shidial, ER1 GBRVEIEH LR PBRNEIEESE . B R =
B, X—RERIFZ AR I EIONTAPEHERSGNEERE, BIERRANKIESE. UM E
R HE—1RTO,

BT EHSnapRestoreI—NMRRZE. HERNERZFEERERESMRER, Hit. SMREBME 4 EHIEE
BURTFEARBS A LEFRERIEDR, FEEREIZHHRSERE. RARKIAMNBIEAITRERSAEN. ARBHET
MHNHNENR, BE. FTAHRENZE. XEBEMRGEEIENRIR. XHAFSZRE,

fFan. BIERESLARIBEIEESORMRIBIE . WRFFHRIERIEIREI R XAIfEAESnapRestoretlZBIIRIR. N
SEFAAREENFIEIRIE. MMERSLA.

BT 2R r] A TR IR -

1. ATLAMSERTRVIRIB S HIEIE. MARX BN ENITSnapRestore, I ERIEGHR/RIEIEE,

2. REBEILASE[E. MABER. MWHENREIZE. RIRBEFREAKHIL. Hlt. FRIEERERTESFESF
DEIRILE. BNTERFEBIFR.

3. EAETFXHBISnapRestore,

File SnapRestore

BT XHHISnapRestoree —fHE T REBHNEFHARFE IR, RASERERENXHEHELUNBVRE. MABKERE
MNEIRES. TEMBREMIRER. HREBASITERIRIRB IR ERKBIX R, XHHLUNKILLEIEEIES
E1):2

EXRNXHHLUNH#ITSnapRestoreiX [REAIE]. AFEZZHEE. BE. FEHIT - LERIBTHEEN. URKRX

HHLUNFRRERIMER U FRERENEPX—FE, IdEFEM R EE AR, EXMEIESIRR
R, BRISIESTR L. RIEFMERXANERN. RIEEEKLH5 Gbps (18 TB/NT),

EXt&1n

FEEMDRI T RIFARE OracleEFEFEMALIE, 15EE. XTEM—HIOracle& )
EI. BERE Lo

* BRIV T HIEHEIIRIR

* BIEXHATFEMENNSIENAIREE
MRFE2ME(BEREERRNES). WEEE=I:

* —ASRMNEMABS

AILUEE i A R E BN ED. FEEFEHAONTAPSSITREE/RIRE. SASfEHOracle RMANTsqlplus
SERMRE. EABEFHER, XMERLAEN. EXEFFED, FIEELROBERNARRME. EAERE
ES BE B NANEIEEEEARRLE, ATLITLBRE. NetApp SnapCenterEf@RAHREIF—
BT NER R ER Oracleffift.

—EARBEFXAT —MERENGE. BIEENLEREREARRZA, UEEFENEHEHIEEFEE TEHEN. X

ERATRIBIREBHMUES, Hla0. 11XI6F< alter database begin backup 23:. 588, alter database
end backup 00: 02. AEKREBEZITVETFREFERA L. Xt BT —INMEE. SEAT BNE
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fIRB&. TRIMNPEFFIFATIES

BIERR

&E BN REFHEXGREE—THS TN ETAET. ENBIRREMEMXEFREFNTE. XBATHR
R &R LU SnapRestorei2 (FREER,. MARHEREENEMAS. EHIXAHFIHET.

SANXM & FEHRHNEIEXHREABEMENR, IFFMicrosoft WindowsZFHRIER L. — M ERIREEE S MUE
XHLUN. B PLUNERRBE—INTFSXH RS, X THEHMIRERS. BEE T EEEEER. flM. o
FOracle ASM. &g RAEERIGASMEEARILUNIREIA— PN EMEA— P Ra#ITEHMIERNE, RN
THENSEEERRRAFTEESE. WEHE LBESHAARBULEE,

NREREX AN, WA UEREFERG LT RRE. MEFRIT-RMEARE, REZEOracle& N FAHEER
NEHBIEXF. BRIEMRFSREEEMEFRERSER. BAENSERNRZIERI G R

™o

NRERANHEEZENWASMBEA. NSHMERER. EXEERT. BAHITcG-Snapshot. LA
RASMTTEIETEFRB LD E Z ERE—E

“EE: *IIEASM spfile #l passwd XHEREREMIEXABHEE T, XIMEERMIERBIE A
R REHE (HHIBETTo

R ESFE—NFS
IR ES B LIFEhIREh. WA LUEId SnapCenterZ i AR IR, BAIRIELS B FAIR:

1. RFAEERE,

2. BHIEXHEMERIFFER R Z AR,
3. BWAMBSEREMTUE.

4 MRFEx2ME. WERIMEHB T,

IR EL BREMBENIMBENMEET EIXERSET, SN, HIERITEBE. HEATLL
$ERMAN/sqlplusiE A EITREE B RHRIEEE,

Loh. WFBRNNEIEE. RERPAIUEREMNPIIMESIEXH . snapshot BR. MR BoHE TRANFHES
IBAMBIBEIEI 1T snaprestore %

RS 3FE—SAN
IR S BRI UFERNIRED. el LUBd SnapCenterZE N FIZF RGN, EAIRELS BN TFIR:

1. REFEERE,

2. BHEMIEXHIHEARE, BRIFEPERMMENESESEERMR. EHAASME., EIEFEHHME
Ho XFLinux. BAEHEXHRS. AABIEHAEZEENEHLH, BNEFLEERRNBITEAE LHFRE
Bifo

REIE R BT REIFT TR R Z ARV IRR,
ERUEIE R,
RIBAEEREMRFMLE.
MRFE2ME. BEMREEMET.

o o &> W
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RS BREFRFNIIEBENEFET EIXERFR. BN, BIUEIEIIHEBELUNBRNHRITERFKIE
FRIAEES. XUR—TRAREENDNEREFEERNRN. MRIFEATSEMASHE—TEE. N
R EMBEEFEIEMUE. ARAREREDN—HLUN, LI EAIHIEERXERLIERNES,

Storage Snapshotf{fi LI %

7£O0racle 12ckffa. BEFSnapshotIFMRFIMETFEMER. RALERHKIEEET
AEMER, Fibt. TUBEEZEEEERA LT ETRENESD . BR{DEREZHRITES
By je] =k EBY8ES .

REHIEEEIRR(RELT B) N HIBEEIESFUEEEIES ) LLIRAE. BKILCR. ATUERHIEEL FHRE
PIELET RS EAIRIE, EEHAE. FEE3Oracle 10gF I 11gHRITHINIFENT B, A rEFEHIBEEFRT—.
iéFEOracle 12c. sqglplus fl rman BEEIIMZE. BTFERERL TFRASZHRANEIE X GH&MD LTI E

18N O

SNEISCFrR. MEETRBAVAS (N FEERALE:

* EEMRI T EIRAVEIES B IRER
* SRR T AEMRIAREMRIEEE

EMEHAE. BUBES MRS HRETEE. DUERREFRFNIIRE T,
ZEPTFERBRUIRE FERE RRNIIESET sESCIMAERIAVER |

* BUBESAEUIRER. IR TIRRRER IR TG A

* MRIEBIEHEX A0 E R B REBRVEA IRV B E
T EHAE. BUERES NEBUESCHFRIRETHIE. MAEFRBIRRAEEE, AT RE 5htE =ik
. WITHEIRMEN. 7HEEXHRIBINEEXESR, EEME /R RIREIZEREZ/E. NetAppiZ
WIRERR B ZE DAL, UAE SIS,

BEXTBENFMAES. 152 0racle 12cXEE MRAHFE X EAEFESnapshot LK 1TIRE"EHBIOracle XX
. 5155 W OracleX 141D 604683.1. T f#H K Oracless =75 RIRZ HHIE Bo

HEMR

&ERENTRZFEEXHREE—TRZIZTAEF. Sl IBIRZERMEMXHLRER, XBNTHER
HEX HE R LI SnapRestore R FIREE R, MAZHEREEZNEMAS. EHIXHHIIEEE.

SANM & FHEREIEX 4 REAB XIMER, IFMicrosoft WindowsFHRIER L. — N ERIREEE S MUE
XfFLUN. 8 PLUNSREBE—INTFSXfF RS, W THMMRERS. BEUE -1 E2EEEES. flM.
FOracle ASM. EfEBRERZFIHEEARTN—NE. ZETLUMEN— T BET#HTEONIER, NRETFIE
RNFEEERAFTEESZE. NENELEESHEHAELEL,

NREEX AN, WAL EEEONTAP EITRIIREE. MEAEFHIT—EIEARR. REZHTREBMLILAIED
FEERBE M HRIEX o

NRASMEEARHES P ED. WSHIERER. EXEFERT. LHHMITcG-Snapshot. LIHAIRASMIT
SREFME D EZERE—E

[E]BIEASM spfilefllpasswd X (@ B RN EHEHIEXHRHEEAT. XETME EFEMERBIE HNER

102



IS BIRE ST

R E i SFE—NFS
It ES Bl LIFohIRsh. AT LUEiE SnapCenterE N FAIEF KGN, BAIS(ES B FFAR:
1. RAEIRRE,

2. BEHIEXHEMEFMRIER R ZARIRE.
3 BB SEREMTUE.

HREL BBREMZENIMBENEET EIXHRAET, FN. HIEFRYIEBEET. H rman 5 sqlplus A
UEMEEIFHIEIE . snapshot BRo

s, FWFR/NEIRE. REBPUUBEZEMPRESIEXH . snapshot BR. MEHEHEMNCIASE
EEIE R KM ITSnapRestored <,
RS SE—SAN

LR ELP R PT LAFahIREh. BRI LU SnapCenterF N AIZF IR, EAGIEL BN TFIR:

1. RIFEERE,

2. BHEHIEXHIHEARE, RIEPERMMENESEEEERMR. EHASME., EIEFEHHME
Ho IFLinux. BIEIHXHERS. HERSEESNEH, BMEFLERRNEREA LRFIEEH,

3. BEEXHHBRATRIIFIRIER R ZATRIIRE,
4. EFHUEITE R,
S BB EEREMTNLE,

IR ES BIREFFBAIS BEMEE T ESIX RS, BN, LIS E)31E B ELUNBAH R TIRR KL
FRIAEES. XUR2—TRAEESNDNEREFEEANTL. MRIFEAETSEMASHE—1TE4EH. N
DIEERERZBILUNEZ A EMASEFZIEMUE. LBRERRLRICRIES,

e ME R

BISMIEX A TIRANES. BERSME, ERTIHEENRIESBNTAR:
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[oracle@hostl ~]$ sglplus / as sysdba
Connected to an idle instance.

SQL> startup mount;

ORACLE instance started.

Total System Global Area 1610612736 bytes

Fixed Size 2924928 bytes
Variable Size 1040191104 bytes
Database Buffers 553648128 bytes
Redo Buffers 13848576 bytes

Database mounted.

SQL> recover automatic;
Media recovery complete.
SQL> alter database open;
Database altered.

SQL>

B8] = = T {5

BMNMRERIETBERE—15S. recover automatice

NRFERBRRE. WREBHHREBLAEHN. FHEAHRINTAHITIRR:

ClusterOl::> snapshot show -vserver vserverl -volume NTAP oradata -fields
create-time
vserver volume snapshot create-time

vserverl NTAP oradata my-backup Thu Mar 09 10:10:06 2017

TREGGIZERSEI 2R A3H9BF010: 10: 06, AT R2M. IREREIEIEMN T —HDH:

[oracle@hostl ~]$ sglplus / as sysdba
Connected to an idle instance.

SQL> startup mount;

ORACLE instance started.

Total System Global Area 1610612736 bytes

Fixed Size 2924928 bytes
Variable Size 1040191104 bytes
Database Buffers 553648128 bytes
Redo Buffers 13848576 bytes

Database mounted.
SQL> recover database until time '09-MAR-2017 10:44:15' snapshot time '09-
MAR-2017 10:11:00"';
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SRS, Z-REAENINFER. BIEE T10: 11: O0RYRER E(LLiZFAATEIM—250)F110: 44
BRI ERE, FE TR, sqlpluszFﬁEEE’J'EM‘éEIu\ L,{L IFFERY IR E BYE]10: 44,

ORA-00279: change 551760 generated at 03/09/2017 05:06:07 needed for
thread 1

ORA-00289: suggestion : /oralogs nfs/arch/1 31 930813377.dbf
ORA-00280: change 551760 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 552566 generated at 03/09/2017 05:08:09 needed for
thread 1

ORA-00289: suggestion : /oralogs nfs/arch/1 32 930813377.dbf
ORA-00280: change 552566 for thread 1 is in sequence #32

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 553045 generated at 03/09/2017 05:10:12 needed for
thread 1

ORA-00289: suggestion : /oralogs nfs/arch/1 33 930813377.dbf
ORA-00280: change 553045 for thread 1 is in sequence #33

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 753229 generated at 03/09/2017 05:15:58 needed for
thread 1

ORA-00289: suggestion : /oralogs nfs/arch/1 34 930813377.dbf
ORA-00280: change 753229 for thread 1 is in sequence #34

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

Log applied.

Media recovery complete.

SQL> alter database open resetlogs;

Database altered.

SQL>

(D FERFERRBERIIEEME recover automatic B AREHFENIFA. BEEFEH T
BY (8] =k E snapshot time FTEOraclemKESEIF Ik,

HEEEEMBmIA

ONTAP7EOracle#UEEMIE P EEMNER BIZOONTAPE AR, FIUNENBYSnapshot&l
AR, EEBSnapMirrorE | A XS4 eliEFlexClone%,

EFRLEERT. EEEONTAPLEEXEZ IR ARER. EEERNBERNFEE— I SRER.

SnapCenter

SnapCenteriENetApp AR EBIRRIF=m. MREMNEERE. EERITHEERESNNS L
5SnapManagerf=mEi. BERMKFIEIER. ATENetAppTFiE RSt LR B —EE T S RH#THIER
PEE,

SnapCenter@iF—LEAIIgE. FIINEFREBIZHDFER. SnapMirrorflSnapVaultE§l. LR AR Ik AR
RIEITRR B EMINEE, XLEBRINEERIET BNETABMIFEIESI(Role-Based Access Control. RBAC)LY
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BE. AISE =AW SERIEFmEMBREST APl X #EEEN LRSnapCenterflfHi#ITEREIEREE. L
NE AR FIZITHIR P R,

REST

ONTAPIE B & FEMESTIul APISE, XiF. F=HHNER A UEIESONTAPRE £ RTEIERIFA E &I
NRtER. ttIh FECEB KB TERMEAREFNE P Bl B EERXMESTuUl APl

Oracle R} E
BLR

REMEBEEREREEFZHBIMAR. SBEFEAFGEERNEREIKRT)ERE
HHERRSS o

@ AT BER LA R ARIRE TR-4591: (Oracle#iB{®RiF) M TR-4592: (&
FMetroClusterfJOracle)

RUERE A LUBE EASnapMirror 2 FAE FIEER LI, HA. S EF B/ N\EF—RFEGREIZ

HFREZHEFME. KEMERNFEERETEHERIEL. FEEEBIRRN AXLELHIE, NetAppiRET
Fehis R 3k 57 B 35X — & sSR—MetroClusterf1SnapMirror £ 5h[E1 4

MetroCluster 2 f5HE{FECEFRIONTAP, HAGERAFED IZEFENIFSMIMNINEE, MetroClusterFEEmifi#R
BEELTHSERNERYT RIERE. NAREFMENECEMIZE, SRS NIMNIBIERP RMREERN
—MERHPREFMEET, I CEAUE—TEEEAFEARTRMUSERNED. ME. JEMENSH
Fa14(HA)ThEE.

SnapMirror;&&fi[E]#F (SM-AS)EF SnapMirror[E# . 1@idMetroCluster. &{NONTAPIZHIZS &0 f1 ST HIXBhas 2k
EEFEIERMUE, EASnapMirorEEIZE. ELFR LIABER N TENONTAPRS. BITSHIFLUNEIE
BRI EIZAS, BMEEE. FHIZLUNBE—DMEGl, NEVRERE. ER—TLUNSLE,

SM-ASFHIMCCLLE

SM-AS#IMetroClusterfEZ{AThaE EABMA. BFESEMRPO = 0EFIMNAANREEELS N LEEERE
Fo SnapMirrorzF MEZ A BIERMEME T XIN—E 7. EE(FBIEAHARIERARMIZITHY.

* MetroClusterfc EE G2 — M EMER. HPNTROHBESMNERZIE. SM-ASHIITAEMFRIEMT
EMHIZAER. EflEHRAEERRPO = 0EF EHIAILUN,

* EERLERE. REEM—MEFEIL R IAEMetroClusterBt B FRVEHE. B—MUBRIAU TS — M ib=
. BHIERHKN, MRLEFERAFK RS, WLXBRE,

* MetroClusterflISM-ASHITHRARTEREIRS)#1T. MetroClusterfZIR7ERAIDERIT. EASyncMirrorLAE &
HINEEERFBEIE. TELUN. SRMMYE. REGENER LM 2R LAY,

* HR. SM-ASIREAEENNE. XMIEEFLAEEZIRITAER, BMUERIERTSE. XM IMEERE
WREENRIE, E—1MEELHITEAN. ZEAZEFES—1&8. REERM LR ERENYBETK
B, A=RAENHFIAGT N B 7GR A1TRZIN XM MEEERM S EE R IEFBIONTAPEES

* MetroClusterfFERBERANMRE S, ErILUEHFIRPONOERTORIZME NS, XiFA] LB LHE
BRI, AASEEBRIFERTICEE. MEESENOPSHEY BEFIERIT.
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* SM-ASH—1XBAGISNEESS, BN, EXARERMEMIEFNI—TRETHITES. NELFEEBE
PRI FELE TR A B TR 415,

* SM-ASHIE— 1 EERFIRER-EahiRE. EREENUTHRIARUENHNF H%Eﬂ:hﬁi £r AR
HiERIA. XLEEHAGHERNTEISE. MRFE. UAFERIEREREMHRSAN, &N AREF A LR
RPN R BT XA BUR D SRR IS 1R (ARl BB A TR E BT 18],

MetroCluster

fEB)MetroClusterSZIQ R3S

MetroCluster@ ONTAPEY—IRIhRE. mlEidih S alIRPO = 0[EF 5% RFOracle#iE
FE. Ha#ETY B LUE—"MetroCluster& % 15508 MUIERE,

EtSTER. E£AMetroClusterHFA—E RIEMKEEITE RN BIRZFMEBIEENERREMSLRE.

BENRELRMNAGEH. NREMNFERNFEERPO = 0HUEFRIP. MMetroClustera] LUKE ZFHER. BR. K
% E P {ERMetroCluster MY A] IASEIIRROT=0REUERIP. TR LIERMEBH FRERTO. HIElhm4EiFE
ENPiR AERARY RS TS,

ISRy

E T fROracle B ETEMetroClusterfFERRNEIT A . FEXIMetroClusterRFHIIRIE
THHIT LR A,

()  ERaEREELHEORARRS TR4692: (EFMetroClusterfiOracle)

MetroClusters] Fi 3t AR RVECE
* ABIPEZRIHAX
* BBFCEENHAX
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REHBREIEEEIR. JESSBEERR, EEENE. AXEFERTEREEEBIEMT R SHH
EEX

ITHIERRENVRAMZSED . MRNVRAMERY . WEIU L et# T REREES. MASEREIE.
7EMetroClusterFEEH. MENVRAMSRER Gplexesb FEIDIRE. WA URSHLALEHITI. MASE
KEHE.

BRAFSRRIFITRIER B SIR. SNONTAPRARFESIEA R B HITEERRZ IR, LIXM 75058 H] B X
FHRRTHIER RS ERERGERISET. HEHEEREATUERR.

SNERERFIITE RSB, WHIEELHB ZRIBIARNRM. RNSIEEEEE F4irEE RRIAEREE
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%17, MREERBIEERBZHIIMR. KRRIANELUISREREFR . FHEETVINATIREERREDEE.
HIREEEFHRST B R MRIEZE FHIREINRES.

AT RPN AR ZRXME R, ONTAPAFNEHITRE. UEHMNVRAMBIER AR FRIF. %k
LRIPANEIE. BRFENBANVFAILEURTS, IRETZFHI/OHEIR. RERENARFZXHAUEEAERRRE
IBEIE. TNERBE. EAFERSLDETEMERINNEAN. WTFHEE. ARERINESHIEHRN S
WEAEHF.

BENGESESEZ. BERATEEAFAEN. AGBEFIELUNTEEREN . BAXLSEBARE T R—%LT
E. BXMAEZRHRERMIEREMNRETEHE. HIEFFMEHIRRZEEXMMERIP. XMEn UZEE
ENVFAILTTABIRES

FrheEHINVFAIL

BB SN ESMLR LM AEFER(B1EVMware. Oracle RACE)#H TR, RRENHERIETE
-force-nvfail-all BT, LEBRIFANRIHEEER. URRIEEFIIEICRME. WRENIE
TEEARVUTRERERNILR ERFERIR. WS EN/OEIREMRIRRI X 4R (ESTALE)FRIR. Oracle¥iE
RS XMERGBELATEMA. BATHRE RRET

HRTER/E. in-nvfailed-state 72 FELUNFZE FTEANRS. TpltEsia. AIUERBIEE
Fro XEESAUBEMIT. LUBRTO,

dr-force —nvfail

ER—RLEHEM. FIKE dr-force-nvfail FEIEEREHAEI I gEMIZIRIE RIFRBIFAIBE & LIRS, /R
EleBE%Z 2 giERNER. IKENSERE. FIRIEEESEHNGIEAATA in-nvfailed-state
HAlEl, YIRS, in-nvfailed-state fRid. FBELUNKIE FEVIRS., TTRXYEENGE. FTUEHRE
o AfERF. XLEEErI BT LURDRTO,

HERFBNTER -force-nvfail-all BT FEIHRATS. BR. REMBVESHER UXRTABLXIR, Lk
N AR REBMKIARFIIRERALRNE,

(D AFFERHIFE. BHIMERER dr-force-nveail ERARFSL:

* EERHREKRE. BHEITHREI A LR EAFEIE 30,

s ERITHEIPMESHEAE. 5iFEESyncMirror plexesEINVRAME HIAREF HERIEMIZ R T. RELEHR,
F—PNERAEL Tieberd R4 FH R ZUMHE ENEIL R L EBPEEI0F AT LERHRZLE
EIER R ik SRS 30F AT, XSEEKE. MRBENERHIAEEETHEIMVRED.
MABREHERFIHITIIR

R EHMetroClusterBeEARRE L. Ne] LUES ZAFRE BehJRINEEREF D HE L —IME KR, FIFIEERRE.
fEATiebretl& iR A REIENVRAME FIFSyncMirror plexesBIiz TR . MREEIARTEEND. N Tiebhkh
IR A: Y32

NetApp MCTBIRHE T2 MITERZRES. Fitk. @R MetroClusterEfEARERMAR L. NRKEEE

Fo ClusterLionEENVRAMIGIEFIM IEITTEE. LU EELE A& IR, BRIEFIAMetroClusterR A E 5
2£RET,

Oracle& 521§

SNRIFMA. MetroCluster R GRIFEH A —E B ML B IR E R E R RERIFLE,
& P MetroCluster 24t £ HRIZTTHIARZ HEEEFEHZ 21 LF]. HiEEOracle on
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ONTAPX =AY

ERTREC BRI FRFHI TR

SyncMirrorfE R3S ih RIREEIENRE L BIZAR. BEEIHIERTA. EEEAIRERARNMBAXNARR. EX8
L el LA B E 4R B MME PR 5B 8], B E = Veritas Cluster Server (VCS)F B R4 mTES ik
SZEIREER. EIFZIERT. AILUERERMASRIR s FEER IR,

MBETAER. WSIEERNG(SHZA)EE B N TSRS ESERER . —fhAi2. QIENREIERE
AINFSESANZ BT E BN E RS 2. WRIF A KRERIE. NERNGIHAWEBIERIT—RYIE
AL FRARBIIRE:

1. 58&IH1TMetroClusterty]ift

2. RIFC LUN (1XFESAN)

3. HHXHRSEM/SIEEASMEEELH

4. [FEBThEuEE

A ENEEEREERR S FETRERS. CHUMTECE Oracle Z#HIXX 4. Xt EKE N NEE LS

BAM S L TOraclefB NERES, HE. WAILUEOracle Z#FINMHRGEIRIZIL R, HIEABALRE R
1THEH.

LPRAUEIRIEP BIEEE R, LUNRIIEGRSREXNESNFCIHARIT/IL NG, XGHERFEHEATE—
M mount 3. FIEEMASMIYLELCLER— 1< REFELE. WNRETRZ BIREME ih R K EH
EMXERSE. WEEIRE dr-force- nvfail H. L,

EREPMURER B TIEETS

SEFEIMRERSRERE A LY REIGIEIR(ER A, Hie L. XMEERB A UERABIILUNRTMR. BX%
HERT. XM ERB BT ENCIRERIIRTARN. BIESBEMUTUTIE:

1. 384H{TMetroCluster]ik
2. HEHITEHIEERS S EIVHNSIEEEE
3. BTN,

4. FRNFoEUBETEEIWIECE N BB ohEiRRE. B0, ESXEHAUBHMSZ MR, KERME. AL
EIREEREMRS b= ERNEIMNE FERVNRES. REERERERITE RIMMCEUEERS 23R EIREFE
FEXREFERAF. MAEEHRITIRE dr-force- nvfail EXBEE L,

Oracle Extended RAC

WEEFBIBIERY EOracle RACEERMIERTO. MMz EN-ERECE,
BEGITER/EMESR. RAEXTEIEOracle RACHHHEEE, Lbib. EaT UM L
RIBREIE. XERE R FEER I RIEIERIZ,

REMN bR EEEFAERIERIA. EREURAERSHITRISEA iRz, Eit. X T RRACEE. T
12T AT Uk R B UE RIERITIO, ERFIIENMI/OER., BEXMILRBEEREEH. RACHEIEMMIEMIM
Bih R, XBRETLTICMAHMEE—NSE. RIERAIMNLE, NRIEMAVIERELERELIR. Me L
Fop-R A NIETTER. ARG, FERIOBERRMEEDZIRERAITHIZRAIIRACTI R, AR, TET
KREPITRENIORIE. NEAERIERERIRS.
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MREBNELHT BRAC. NI ZE EfEASnapMirrorE&iEF K& MetroCluster, SM-ASE Il 78 P ENEE ALK
EBEFERIAR, FEitt. FJUME— M ERACESR:. EiZEEP. FIEIREUSEERELRMHAIT, REI/OFRRE
Hitm. MMREgEMFRRIEIR, FrE B NG E R RiE%ERE. EEREARTHRGERS RN,
MEEE AR,

@ YR Oracle RACH{FRHBRILUN (B1EEINML B ohEE). NelgEEEFT UL "misscount' &
., BXRACERSHENFMEER, FSIR"KAONTAPHOracle RAC",

ik R ECE

giﬁﬁﬂ“ RRACECE I LUR M E&)- R EURERSS . XERSFILUEITFS (HIEFE ) REBI, TERSGMER

RAC(REX

7EMetroCluster E ZBEY ERACH. BEZEFINIZEHPHEE, Oracle RACEHRMHEIRMHENNG: HE
RS SHMENES. MECIES AFERARAXGRITEFE#EIAR, W FRILERACEKE. REREFME
RFIRMEHAINRE. BANRARBEMEB T

ERHANRAR Oracled. BREXHHEEYIEEFMEIZE L. BEHAIRAM Oracled . KREXHTZEETEASMELR
¢hrh,

@ NFS3#fOracle RAC, TEMIRLEITIEH. 2BIE—HASMHIE. LX’I-:H%Y#@%E’JNFSTYL%
ETRNASMEEREAE, HEREWNERLARIFEIERN. REERELTEFEHITASMEE,

WL REEERNE—TERE. BRENLRIBERILUFR—F U ERNRRX . HRRIEREIEF S,
ATRRXHEFEEASMEEATZ A, IWESFEES. BNSEERFTE T HRASMITRIERRN,

ASMIERBAB =N URIEM external, normal, # higho MFZ. KRER. BEN=MER. BN
Il Flex WATA. BRIMER. TREFNAREINNBEGLEES T ESRZBL TLAENER. Hlu0:
* BRAXMHMETEL diskgroup £ external JURZB R FHRTEL = BERZK AN ZFH — b s,

* BRARXHEMERE L diskgroup A normal 81 ihm RHE—NASMEERE TSR Al MR 1T UL B EERTFF
RERDN IS EEXHT R, AARNE SR EASE S E,

s BRAXHEMEEL diskgroup FH high MIR—PMibm EERNEE. MBE—Nba EE— 1 #EE. N
A UER NS S E s TR BB AR TERD-E5higE, B2, NIRFHBIESS5MRMRE. NiZiL
PEWEE,

RACHZEINIES

Oracle RACRA NS ST MIT R EERN T REAEER. BRETEHDP. — I HRUHEEBS—F L
EREMTREAR, ARG, HERZIWRACT R IR AT

* MRESITER EREARBENT R WSENSERANE— bR ERITZER.

* BN RBEE— TR E. TN TRRETES— MR . A USRI REERA TS SHIE R
FRRIRAINES PR T RBEE M. T RBERD,

#£Oracle 12cR2ZRIRIARAR. TAIEFIIEREZRAEM—imz L EZ L, MRENERITREEE. WZE
HRFRET RIZF. ENRBERERINE —TRACT Ko
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oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html

Oracle 12cR25|I N7 TR INAZNEE, @I UtThRE. EIE ST A LABIF izl OracledN AR MR, Fl90. X

T e LRI IRACHIVFE 7 RIRE B LI

[root@host-a ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

R hOracles I AI4ARS G ECEM TAIR:

[root@host-a 1lib]# /grid/bin/crsctl status server -f | egrep
'ANAME|CSS_CRITICAL='

NAME=host-a

CSS CRITICAL=yes

NAME=host-b

CSS CRITICAL=no

Node host-a MIEIEE X HEIRS 25, WREMPRACTH SEIIEE. host-a A=FM. # host-b HZXH,

@ BXTENFMAER. 152N 0racleBREH (Oracle Clusterware 12¢ Release 2 Technical
Overview) o "

RTJL:_F'I ZCRZZ%'IIJ'E"JOraCle RACH&ZK\ ﬂﬁﬁ*&quFﬁﬁ$ﬁECRS E IL,\;EL \7DJIJ3\£-'-|:-"-/|\\ .

[root@host-a ~]# /grid/bin/crsctl status server -f | egrep
'ANAMEICSS_CRITICAL=
NAME=host-a
CSS _CRITICAL=yes
NAME=host-b
CSS CRITICAL=no
[root@host-a ~]# grep -i 'master node' /grid/diag/crs/host-
a/crs/trace/crsd.trc

2017-05-04 04:46:12.261525 CRSSE:2130671360: {1:16377:2} Master Change

Event; New Master Node ID:1 This Node's ID:1

2017-05-04 05:01:24.979716 : CRSSE:2031576832: {1:13237:2} Master Change

Event; New Master Node ID:2 This Node's ID:1
2017-05-04 05:11:22.995707 CRSSE:2031576832: {1:13237:221} Master
Change Event; New Master Node ID:1 This Node's ID:1

2017-05-04 05:28:25.797860 : CRSSE:3336529664: {1:8557:2} Master Change

Event; New Master Node ID:2 This Node's ID:1

EEERETRN 2 TR host-a IDA 1o X—FLEHKE host-a FRETR. A UERABSHIAET

S HIFRIE olsnodes -no
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[root@host-a ~]# /grid/bin/olsnodes -n
host-a 1
host-b 2

IDABITIR 2 A host-b, BIETR. EETMR LEAHERTRBNVEER. MR EM host-b BIETERA
EfERRREEZE XML EZI A ERBIEITHE R

MRETNRIAEFEAURSAERSGPIH, EXMERT. BJUGEAOraclef &AM R (OCR)E 1 RIBTEIEL

[root@host-a ~]# /grid/bin/ocrconfig -showbackup

host-b 2017/05/05 05:39:53 /grid/cdata/host-cluster/backup00.ocr

0

host-b 2017/05/05 01:39:53 /grid/cdata/host-cluster/backupll.ocr

0

host-b 2017/05/04 21:39:52 /grid/cdata/host-cluster/backup02.ocr

0

host-a 2017/05/04 02:05:36 /grid/cdata/host-cluster/day.ocr 0
host-a 2017/04/22 02:05:17 /grid/cdata/host-cluster/week.ocr 0

HRHIBRET RN host-be ItIN EXERTETRERETZW host-ato host-b 5H4H2: 05%21: 39
ZIERENESE, IBEFENETCRSAERE. ARRREMEAIMINAETN RN E AAETRAIEEEL
ROCREMEREENR. WRAETIEN. NWOCRAEHNZZERILES,

AREEEPEER—NMEERARNBNMRRMRS . AEES TR DEFERSNENRACTI R, HEH
N ERSIEEFERNER Lo HERZE, ERNTASSRACRRER ELAER N, TR TBAGME.
W ELREIEE . BAtiE RN RREIETT. MEERRE. TESLHIR] LUEREL.

RERMR, FERITUIR, UEETEBNMLR ERNBIBEX MR REEABRA. NRRMEALIFAUSORK

R, MASMAENVFAIL, ARAEHENLTFREDRES. HEFEERREREN . REREIFEER. NEZ
BiI5EAY disktimeout HAPREIER,

RTFRERN LS. AT EFERERZEENBIMNERETRG . XEKRERFITHRGIF R

ZUREE

FER= NIRRT ERACEEER 5. HEEMetroClusterRAE—FMM NS IFHIBETERE. MHE=
ik R M 78 2 #UE EEAIMetroCluster R4V B 28, Oracle TiebREAKERECE FIREIEE B R, RFEFASMEEE

AN —PHRRBEEF =T R LA #HTRA. B SEERE=MER EiE1TRES. UHRRACESH

BT R ¥R BT o

BXEY ERACEEPFFANFSHEERE L. 1EZROracle X HHY"Quorum Failure group”(f#
(D) sumd), 22, TEREEENFSHEATMNGETEN, LHR5EEHEARNES SR
W EE A =R E OraclefR55 285 Oracle RACH#HE,

SnapMirror;E&i[E
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BER
i@ SnapMirrorEspEE. 0] LIKEE S ] A% Oracle #3EEIFE. HAPLUNBI M
AR EF#EEEAIA,.

fEFASnapMirrorEEIRIFZBY. FEFTEEHIEN"E"M"—R"BIE, SMERETUMEREIER AR AH2EIO.
HESMEEHDELNEEEFRIE N, ERENHIOTH.

FRELMEISM, IR IHE 81 &3 Oracle RACTEAY BEEHET. HEMNMNLR EETIRIEXA, HE. &
AILIMIERPO = 0 Gh-#ahEiEESERE. Eih = rhirHRE]l. o] LAEiL S a8 oh e SEBIEkiRE. H AR LUE
idPacemkergiVMware HAZ = G B TIHIE TR, FRrE X LEEIMBYERES @ SnapMirrorE sh[EF EIEMRE S
p=ki:i|S

b=kl

EIERRIET. SnapMirrorEpEIF IALIZHRPO = OWAEFEIA. BE—MiISh. MRTESHIEIRE.
NIONTAPREABREEFIEIEHMET —NMER ERMHIO. MB— b= ERILUNEREL.

=fERE Mt

SHMEERERERRFZEARE. SnapMirrorE5)FED Al AT & RIEE. SN ERAVEEFRLER
I UIkThae. &R LURR A T2 SnapMirror&siE P BB A/ MNRFEZFENESTIERE. T2
FRERANUSTHERTEMER; BR. IRESE/O/L. NETRR EB/ WAL, FTEESR
HEo

ONTAPIfiZ2S
ONTAPIEf#ZS 2 MNetAppZF FHIIHN BERF. BEIHEE/NEEMI L. SSnapMirorEsiRIT &S

FAES, ONTAPEf#EE N2 TiebiKiE 28, ©225SnapMirror&siES EHINHR N ERNZ AEE@iE, ONTAP
RIEET EIEIEZM AR S M S (B R B0 Rz SR H#E5h B sh b 121

ONTAP Efi%Z28

BRLMEHRTHIERTS. TEERARS. EERT. CAREERITNES Mk
. BNRE5S5E5INER T —IHRE. CHTBEASNES

BRI EHAZITIRERNA, RECKMFLEAIETXENER. PNBSEPTHESSHTRIRS, HiE
bR AR EWER ) BEptd 2. EEMABRT, FNERSEEEE.
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A/A replication

LUN1 LUN1

A/A replication

LUN2 LUN2

A/A replication

LUN3 LUN3

Site A Site B

B RS R E — AP AR, IR N ERIRIEBT A ERE. mahIbxe@. MiZzkEFA? ER
Bit RPN AR ARG B e N SIENTHERI A, BENERUIAIX D KRERENIER ST ESHER L
RBEZERX??

XEEFEHNBEMG, NIRBEEE=TER L. FESNIRBSZEREIL T 2RNNEERE. NE
PN REE —FFIMIBRERIES — NERBEITIRE. BREELE. HEEUTE.

* MR BPBBREBERTEM—THE N ERIGE. SKREFABR?
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° WANEREH RLET S KBRS PR e A BYRE —HERR R LB (5.
° FIBMZIRMRPO = 0fRIF
* MRIERARERE. SREMFABR?
° hRBREERMEEREXA,
°© IhRBIFHRELBUERS. BIXERPO = 057K
* MRURBRERE. SREMFABR?
© IR AREEIRMBEEEX A,
© IhRAREELRUERS. BRERPO = 05R%

BEEERF MG ZRBIESH R, NRER[ZEHEFERER. EATERITRPO = 055%. B4
Rz R E A AlE?

XAHE R SRESES, ESM-ASKXREA. HF—MERES —NMhmM ZRiE R, XXM IERRIELZE M.
HFHEMMBHBFOEES NN, ERUWREFIHPMT. AT EZEA NSRRI, ERE. Bl FHEIR
EMAHITEHRESG. MIRLSFEEIORE. BEIEF@EME L,

SnapMirrorEh[E14 & kit =

SnapMirrorEsHEIFITARMIHN. BE—1EEHIIMNE 1R SEEE,

SnapMirrorEHEL =HF—NERAAR . MEF—NERAA" BN XEKRERRAEFIXA. BEXTER
FIO1T . EFRIRWEBY. M. REMIHREYIOM N Y a8,

% “source’ RN A TIEHENEIL R, MREFIFERER. WRBIA EBLUNRZRKUAESHRMHEIE. mMEREIALE

MLUNBRZRTERAT A, BEREMEISFIHFESnapMirorEFENBS RS L, AT XLEREFERSR
HEE,

A]i&3d SystemManager&= & 5/ B irECE

Relationships

Local destinations Local sources

LL Search = Download B Showhide. = Filter
Source Destimation Policy type
Vo jfs_asTyeq/fjfsdl S asdeqfifsAl Synehronous

ggl;

EeLITREL:
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Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path: jfs asl:/cg/jfsAA
Destination Path: jfs as2:/cg/jfsAA
Relationship Type: XDP
Relationship Group Type: consistencygroup
SnapMirror Schedule: -
SnapMirror Policy Type: automated-failover-duplex
SnapMirror Policy: AutomatedFailOverDuplex
Tries Limit: -
Throttle (KB/sec): -
Mirror State: Snapmirrored
Relationship Status: InSync

KBETRZNLITFE—Storage Virtual Machine ERISVM, 31 LR, RNF"R"M" B HARTEHIBEIE
o MNEREAILMEE NHRBHEEHZIERIER, KL, MMEHBESRMNBET. B— IS EENRE
BIMRIAZITHITEEHERERNM N ENRE FER AN,

RI£& R
Gi—hi)
i—1IR A Bk E EANEETE TR b = (B[R — ik = R RV ER R I5)_E BYER 1R

SM-ASH—IREEINEER. AJUMNEFHASHITIE. EEMEENAENME, FLUNBRS FIZEE EBT.
ERILE R Ef RS A EFERS.

PmEE

BLRIEE N EHNEE. RTIFEENWWNEISCSIBaZFIDETAMEN., XZAELUNIARNE -1
ANESE,

B—P 2 ENMigroplitE. S MLUNEBAIBRETEI—Nigrop. ZigropE & EEIHAIZLUNBI EHAIWwn/iSCSI
IDo IEIEIA F=HIES EVIFLUNE S _access_ AR,

FANARSREEEINMEN, XAEHAE. TEEs_priority o

Bgn. AILOR S R AR EAECE 915 1R)1Z SnapMirrors&s[E 2 fRIFRILUN. H EHFSANB LR B, Ea] XL
fERLRA ENFMEEIL =B ERNFEIZLUNRHEREZ

MEREMEIRE. WiZENBEFESERAXRNMEERA. BAXBENMEERALS DB EN/MAERR. 0NR
IR 2 B FISANIERFN/SE A R MEIRET AR MIX—m. LA sEAR EHFRTIEEIREE. S ENME
ERIEAAREFEERANRR, Xa&EIIEEHAIWwn/iSCSI IDFERITIFEENFINZ At ERERERE, @
S 1T R Em i SystemManager5e il b 12 1E,

AFF

MTFAFF&RSE. EEEENBIIEE. BRI TR
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EIERRIET. FRBIOADMIO, REME NRFRAMEFMEIETIRM. S2A. ERIASNIOZEI. 43tz
B FEERHEHFZTRERS. EFFEIRIRICERKAEAMEITHE, HEFZETEHIERIEFISANFER T
FEEEEIMNER

QBEEFRBENMUREERN. A ERIFMURER. FlI0. MRIESA ERRENETIETE, MikmALE
HULEIAE A B EFETIRERR. i, REGERRK. ENAFREFERET.

AT ERER. XEERRETEIIMEEFNTRIRZ. ONTAPEFERAETMEHA. FtITHIZHERNT
SEURBE, ERESSBRREMER LERNAMIRELEEN,

ASA

NetApp ASAZ S A] R 5 8F L RIFR B RRIZ Z BRI E5h-F Bh ZERIZTNAE. XBEMRTSM-ASEEE,
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AiRET. IORFESHWAN, XA]

—

ERIE—HIIRRIASAREN TIFRIES ERAFFESAZMEE, ERS%

EXBY. I RIRERATEN,
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RN LR Z EIAEEE 100K BAB A ERE. NWANEARSHIMAHLNEIAERINER. BINRM i8S EER
. MmN R BRI R B R R IR, Btk . ERAAFFE. REELEANAMBRENA ZERAX
LWANRZ X %12 MEBRTFAREIOHRZAMIO. FitHEHESE. ERIE—HIIRMBHIIASAR LK
SASABRIRASHIZNREM . MAZIEREE UL RIERRR.

ERIERECEFERASM-ANASARER M E BN, k. MABi L. BRI ERN—& ENERERS

—f&. FAAERARERFZNERIZEATLUNIORMARS. HR. FRUERFES. ERLUURHRSNT AL, Bl
BIEERAARERZIER. MASHEENIF,

IF—Eh0R

F—EpRNETRES T ENRENRAMEFERS LRVKRO. SANFAZEIL R (KE—
b R BRI I#TH R
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kB EER TR, SRE R

BEFHL

It
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F—BUHRRRE. FEKEET(QEEREHER)FSEELEINL R NRFHE, MRAMEFEEERE
K. WIERBDEFIETHINARR (B0, AR ERXERALEEHNENEN LEITHIREE SRR ) KX
Mo BEMZZEFRP. ERIEERSSBRELTEENR. eREARRELR LEFREE. RiF2ETBMHLIE
BHER. B9, VMware HAR]LITE— B RS2 LRNEI£RZXHNER. AEEEUARENS —akS
#& L BB RIVM,

MBEEZ R Oracle RACEFEREN AT P LURMER T A EL R ERRRRHIIRS. ZERUESKRAFTEREED
NARFIRSEHEER. EHNAA. FEEERETHMGR LE1T.

FEWFSER T B R BRI EERI N B2 P EREIMNE R FHE R AHER M, XERER MR
RAMRNREHMTFERN. ANiNRitm ERREFE. WS NEEHEEX AR ELL R _ ERIARS.

@ AT ERER. XEEPRETBEIFHERNTTREZ. ONTAPEERASSMEHA. Eit
EHISRSEAN FRLREE, ERESBREMLR LERNIBRRELEEN,

Oraclefit &

R

fEFSnapMirrorESHREH A —E =1L NN E AEIE IR ERY Rl B fE 3L BRo
BREZEMEURF I EER, Hla0. INRBEIREERPO=0F;LEEHIEERKL. ERTOK M. NIEEAOracle 23213k
EBEFHERSM-ASEFILUNATEE B LU EOracleF rl i AR E R, MAMAER. miZihnBER Sl
B, EERFTIAESEUSITIEE LA ERAILUNA FEAARSH T HE A,
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BERITHILAITH css_criticalo

iz R RACT S ENE Rifs12Mjfs13. BIHFIILE "css_critical 30 :

[root@jfsl2 ~]# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

[root@jfsl3 tracel# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.
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[root@jfsl2 ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

[root@jfsl2 ~]1# /grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'jfsl2'

CRS-2673: Attempting to stop 'ora.crsd' on 'jfsl2'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on
server 'jfsl2'

CRS-2673: Attempting to stop 'ora.ntap.ntappdbl.pdb' on 'jfsl2'

CRS-2673: Attempting to stop 'ora.gipcd' on 'jfsl2'

CRS-2677: Stop of 'ora.gipcd' on 'jfsl2' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'jfsl2' has completed

CRS-4133: Oracle High Availability Services has been stopped.

[root@jfsl2 ~]# /grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
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a4, ERRINKE T, Oracle RACTI RTE ERFMERERKFF2000 57 2K
Zi. BEERRACHERNESERIFRI0F,

CRSEESLUUTHREM. Ea]IEZI30FEEIAYE], AFEMLTIImANjfs12 188 T css_critical, Fltti%
b SO EIETT, ik A B_ERYjfs 1 3R o

2024-09-12 10:56:44.047 [ONMD (3528)]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 6.980 seconds
2024-09-12 10:56:48.048 [ONMD (3528) ]CRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.980 seconds
2024-09-12 10:56:51.031 [ONMD (3528)]CRS-1607: Node jfsl3 is being evicted
in cluster incarnation 621599354; details at (:CSSNM0O0007:) in
/gridbase/diag/crs/jfsl2/crs/trace/onmd.trc.

2024-09-12 10:56:52.390 [CRSD(6668)]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:33194;"', interface list of remote node 'jfsl3' is
'192.168.30.2:33621;"

2024-09-12 10:56:55.683 [ONMD (3528) JCRS-1601: CSSD Reconfiguration
complete. Active nodes are Jjfsl2

2024-09-12 10:56:55.722 [CRSD(6668) ]CRS-5504: Node down event reported for
node 'jfsl3'.

2024-09-12 10:56:57.222 [CRSD(6668)]CRS-2773: Server 'jfsl3' has been
removed from pool 'Generic'

2024-09-12 10:56:57.224 [CRSD(6668)]CRS-2773: Server 'jfsl3' has been

removed from pool 'ora.NTAP'.
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2024-09-10 15:21:24.702 [ONMD(2792)]]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99340 milliseconds.
2024-09-10 15:22:14.706 [ONMD(2792)]]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49330 milliseconds.
2024-09-10 15:22:44.708 [ONMD(2792)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19330 milliseconds.
2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.716 [ONMD(2792)]]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.731 [OCSSD(2794)]CRS-1652: Starting clean up of CRSD

resources.
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[root@jfsl2 ~]1# /grid/bin/crsctl set css misscount 100
CRS-4684: Successful set of parameter misscount to 100 for Cluster

Synchronization Services.

IERFE IR R ERNFERSEEERITHEEN TR AMERF XiF. RZFHERPRLUNERZIE R ERY
TRe LUTFRfA:

2024-09-12 09:50:59.352 [ONMD (681360) JCRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 49.570 seconds
2024-09-12 09:51:10.082 [CRSD(682669)]]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:46039; "', interface list of remote node 'jfsl3' is
'192.168.30.2:42037;"'.

2024-09-12 09:51:24.356 [ONMD (681360) JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 24.560 seconds
2024-09-12 09:51:39.359 [ONMD (681360) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 9.560 seconds
2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8011: reboot advisory message
from host: jfsl3, component: cssagent, with time stamp: L-2024-09-12-
09:51:47.451

2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8013: reboot advisory message
text: oracssdagent is about to reboot this node due to unknown reason as
it did not receive local heartbeats for 10470 ms amount of time

2024-09-12 09:51:48.925 [ONMD (681360) JCRS-1632: Node jfsl3 is being
removed from the cluster in cluster incarnation 621596607
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2024-09-11 13:44:38.613 [ONMD(3629)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99750 milliseconds.
2024-09-11 13:44:51.202 [ORAAGENT (5437) ]CRS-5011: Check of resource "NTAP"
failed: details at " (:CLSNOOOO7:)" in
"/gridbase/diag/crs/jfsl3/crs/trace/crsd oraagent oracle.trc"

2024-09-11 13:44:51.798 [ORAAGENT (75914) ]CRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 75914
2024-09-11 13:45:28.626 [ONMD(3629)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49730 milliseconds.
2024-09-11 13:45:33.339 [ORAAGENT (76328) JCRS-8500: Oracle Clusterware
ORAAGENT process 1s starting with operating system process ID 76328
2024-09-11 13:45:58.629 [ONMD(3629)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19730 milliseconds.
2024-09-11 13:46:18.630 [ONMD (3629) JCRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-11 13:46:18.631 [ONMD (3629) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.638 [ONMD(3629)]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.651 [OCSSD(3631) JCRS-1652: Starting clean up of CRSD
resources.

ERFHEIRSHIRACT = EAISANERIZIRS U T AR

oradata7 (3600a0980383041334a3£f55676c697347) dm-20 NETAPP,LUN C-Mode
size=128G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
| -+- policy='service-time 0' prio=0 status=enabled
| "= 34:0:0:18 sdam 66:96 failed faulty running
‘—+- policy='service-time 0' prio=0 status=enabled

- 33:0:0:18 sdaj 66:48 failed faulty running
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2024-09-11 13:46:34.152 [ONMD(3547)]CRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 14.020 seconds
2024-09-11 13:46:41.154 [ONMD (3547) ]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 7.010 seconds
2024-09-11 13:46:46.155 [ONMD (3547) ]JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.010 seconds
2024-09-11 13:46:46.470 [OHASD(1705) ]CRS-8011: reboot advisory message
from host: jfsl3, component: cssmonit, with time stamp: L-2024-09-11-
13:46:46.404

2024-09-11 13:46:46.471 [OHASD(1705) ]JCRS-8013: reboot advisory message
text: At this point node has lost voting file majority access and
oracssdmonitor is rebooting the node due to unknown reason as it did not
receive local hearbeats for 28180 ms amount of time

2024-09-11 13:46:48.173 [ONMD (3547) ]JCRS-1632: Node jfsl3 is being removed
from the cluster in cluster incarnation 621516934
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Cluster2::> snapmirror failover start -destination-path jfs as2:/cg/jfsAA
[Job 9575] Job is queued: SnapMirror failover for destination
"jfs as2:/cg/jfsAA U

Cluster2::> snapmirror failover show

Source Destination Error
Path Path Type Status start-time end-time Reason
jfs _asl:/cg/jfsAA
jfs as2:/cg/jfsAA
planned completed 9/11/2024 9/11/2024
09:29:22 09:29:32

The new destination path can be verified as follows:

Clusterl::> snapmirror show -destination-path jfs asl:/cg/jfsAA

Source Path: jfs as2:/cg/jfsAA
Destination Path: jfs asl:/cg/jfsAA
Relationship Type: XDP

Relationship Group Type: consistencygroup
SnapMirror Policy Type: automated-failover-duplex

SnapMirror Policy: AutomatedFailOverDuplex

Tries Limit: -

Mirror State: Snapmirrored

Relationship Status: InSync
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~ Is this a scenario for i ;
Is the data already on A Yes—3 There are two options with

Yes ’ ’ K
Data ONTAP? migrating an entire 7- the 7MTT tool.
: mode system?
Copy-based transition create

snapmirror replicas from the
source to the new storage

No No system and then allows the
user to select a cutover time.
Foreign LUN Import ¢
P4 Copy-free transition allows the

SnapMirror existing storage to be used.

The controllers are then
updated which allows the data
format on disk to be directly
updated to work with
tajanather. Clustered ONTAP

Consider FLI. A NetApp

storage controller can take

control over existing LUNs on €—Yes
the SAN and make them

available to the database

server while completing the

Is the storage system
based on FC LUNs?

|SnapMirror is designed to
easily replicate selected data
from one Data ONTAP system

migration in the background.
| No

v
AN

/ N DataGuard
Are there many ™.
This option should only be

Copy the data

Sometimes is is simpler to " What is the total size

Many smaller databases, or a small >

simply create new filesystems €—<1TB oitheldatabasesito databases number of large offered as an option with care.
e d(;asired, f(;nd an o;ta;ge beimigrated? ritical databases DataGuard is an extremely
WIOCH RS Ry L £ala complicated effort, but if the
This has the benefit of customer has the requisite skills
providing a backout path. The . then they’ll know exactly how to
original data is untouched. Large, critical » create a DG standby, bring the
>1TB databases databases into sync, and cut
l over.
The larger the database, the
more likely it is to require This would only be worth the
The larger the database, the special treatment. trouble if the database was very,
more downtime required to very large or there is a
; ’ < perform a copy operation. | Copy operations or LVM- requirement for zero
ASM-mediated migration There is no absolute right based migration may betoo |\ interruption at the point of
ASM is a hybrid volume answer. It depends on the slow. Critical database cutover.
manager and filesystem. One tolerance for downtime migrations also require
if its key features is backout paths.
transparent migration. ¢
New LUNs are added to the N Log Shipping
the ASM diskgroup and then S
the old LUNs are dropped. \\\ This option is essentially a
Oracle will migrate the data in €—Yes Is Oracle ASM being — Is *zero* disruption manual DataGuard process. It is
the background. It is generally used? required? simple, safe, and requires no
transparent, but can be changes to the source database.
throttled if the 10 load is o) Hestoran backupofthe
R source database to an alternate

server.

b) Establish log shipping. This
No No —> could be rsync, ftp, a shared NFS
directory, or any other option
that makes the data available on

LVM-mediated migration

are options to either (a)
relocate the data on a physica
LUN or (b) mirror the entire
volume group as a unit to new
storage and then drop the old
LUNSs.

This procedure is similar to the v ths altemste Sriver

A.SM procedure. With AlX, S N c) When cutover time arrives,
Llnyx, VxVM and most other \\ shut down the source database
logical volume managers there ) |s 2 DBA with and copy the final archive and

DataGuard skills redo logs into position.

available?

| <—VYes Isa SAN LVM in use?

d) Bring up the database and
test. if there are any problems,
shut it down and resume using
the original database.
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AR XM RGEREMORIGUE, XAER— 1 EENRE. HPIERANFSEAFENMN. BHAXHR
Al AMNEFRS 2 LEE. AREMEREIRIGRSSE L.

BEFRIOXGRAARTEIIMITIEA BEEMFCHOXIHISCSIBERF. FRAAZHZIELEIRR(EIEASM)E,
A= BNLUN. HERIBIRS 2 LIRUXELUNSBEE TEIUIRS. B2, FEXHRLEMLVMERER
REREESHNITEARESHMSALE, BYNRESEAIEEMAE. EREREZEL—IHEE. JEEN
BETBRAKATEH R RIEERIM 2 RIAARSS 28 Lo

BARUER MRS B[IFRPIRE ASEENERSIERE. EfEFSMAERENHIESIDAEERAS. &
UERARBSIDIREY B i 5 —H#HZID FRVEUERE. AEMUEHITEN. B2, XFBARSSHITFZERN
BIEER. HESEEREIGAE P #IRI KL,

FMNRTS

EENE TR IHIERREFER TV IRERARNE XL AER TR TR, T EEEEFSENEASERER.
f13EOracle RMAN#IOracle ASM,

HIEEH!

ARG E R ERHRIERNE, MAMBSEMEMAI LIRS TIRF TRIRRZHEIE. XEEGHREETEN
B3R5 1/05 BELEMEL. ENEFIREARBRMZENE SR, ETBNNXEHRESD, E8F
EIEX LS ERE. BUREERE oY E LU T E M A E 2.

ERIIEFIFEEFRI R A BER S, thoh. SRR FRRBARENMEIRRE. BNRBEEFAIREIRM, 40
RETBIETEIEMEDEA. JUEREEARGEBIENREX MRS,

BMTal

BT RIECPUREMT, BEURREMESSolaris. AIXEIHP-UXFAEHEIx86 LinuxBt, FHFCPU%MY
REBR. BAEHEAEIE. SPARC. IA64FHIPOWER CPUTR A AR RSEALIESE. Tx86F1x86_64Z2HFR
ANBELIBE, Ak, RIEFERLIESE. Oracle B X M ELIIENINF 2B RRE.

d&. BEF—HfEADataPumpEFaE iR, HEEHE—TLARER. BTN HEENZEHES
. FAILUEBREBIEERERMS N, HFDataPump NEIECIZ— M ZERIE. RSB IERBIEFESR
MEMXRE TG, FEXPNEERSREEPXHAITEIR. {BO0racle 11giRft T —MNEREEIRANET: BT
aufflakTE, XMSRATFREZEHRRATENEUNFIRN. XE2—FIRRR. Hiteel
FDataPumpSti. DataPumpSHATFIEF THRHOZEEIE. ARBEROYIEF T,
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A XDataPumpHl A £ R AR TTE I I R TENetApp X IHRTITIESTEER. {ENetApp RIEFRITEEAFHCPUSR
WEHEEREY B ST RE AR PR EAEBRE IR M T — LRI

* MNRIEFEEADataPump. MNFENRIFE RN ESTATEFAFIRE, &P BRI TREZFFERATE
RENRT . XMBINITIMEN AR SER ERE I

* FEEFIRUAB TSR RRTEAFEZNER R, REAAEFRFENDERCPU. NHRMAN
convert MMEBFMNIBIEX FHITIRIE. XAEHITIRIE, ERERRT. ABIEREHREXH Liz
TENEAZRMRE I RE. B AR RIZEITIZ,

ZiEEEESEMINTES

LVMEY THERIER. SIZ—HLUN (H— P EZ MNLUNAR)H G EIF D MR BT ARXI/ NG, Al REK
RRER. BTRIRMAR E#ITEMENZES. EMMUEDES ZMATURENE:

* BEEALUEAMS IMNLUNREZHIBRX, E2EELIEXHRSGN. aXHRFIUERAMELUNSE
ERIERETNRE. IS ERFRILIISMBEATRIFAELUN. NiigHE RIS,
. gL‘,{iéii;”%’ﬁbuiﬂE%%‘I%PR"FHH'JBﬁﬂ%lZ%EiJﬁ%iEEﬁ%E’\Jkd\o FZEE LREXGRGXN/ NEEARIERT
* BIBHMRERK. AIULFIHESEES.
FERALVMEITEBN TEARNAERM . BiRKSRG/EAVERKFE R, LVMIBERSMEIARZRIFEFI/O. R

DERFEEFAERERR, NRXEWILAREER. BEEA LUEEFRHE/OERR, XA ZIE NI
FHIETE]. E=EAE EVAMFERFRI/OMIE,

REMETEEG

RESEERWAX VMRATFAFEES T REMBIAHM. HiZtIEES M RISN&E. IBNGER: tE
— M EEEE. FRERXGEGENE. FRRIAED. ARRIPREEIZA., MRFELOHRRRE. AT LIERER
RGBS RRBBIEIRE, &, WA LERFIMRE 2 RERI A ZAEE XHRS SE URKRER
$8LUN, XIFMSFHIEN R ME R ~REEHRGBIIE.,

RXTH
NFFrEEEEREMATFIBRK. BREFES NET. . RESEERSATERRFREZEESHNET

RX MIBEEEFHEMEIFEE. Linux LVM2EEEIREEIRM pvnove 889, BT IEIEELUNIZE ERFRER
XEHEMEIFLUN, BZIHLUNG. & LUEEMIRR,

@ BIEE IR EEXCEMERE FRIFRARERAIHLUN, FRFCH XAMIFRMRIHAILUNIE BT A
MDY

Oracle BTh71ZiLE1E

Oracle ASMEZIEEEIESNNUHRANAEAS, NIREEENRSE. Oracle ASMEIREX—4HLUN. EEXIDHZ

NI EET. FBEEEMA—MINASMELERANE, ASMIEA] LUBITIZE TRAFIRFGHEZEA, E0

R RBREOMPIIR). REEBAR)F=ZAHREEETTR). EBETTREINAIVING. BAACIRETLEENR.

ASMIZIRMSX I R THRE. REXHRAAFASEEMENFETR. {BOracle$HERER LIEASMEZERH LRI
BB EMB R, I BT LUERasmemdSE FAEF R SAUILLE,

S5HMLVMEES I —#F. Oracle ASMIEZTEFAE FI FALUNZ B &N XY/ O 1T 5 LA Sa B AR AL
KIOtkRE. HR. AIUEMEMRERK. UERBASMERHANK/NAK#ITE, Oracle ASMALET EH
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FEAREBEHRITIERE, HALUNKRIMBIASMIEEA. MIBRLUNBRER . XRMARKEREM. 3
BEERB=RLUNMEEARRER, bIRREWIERTEEFEZ—. ASMIEREERTE S EAIFEME A a8
EHRBEERNINEE,

()  e&Foracle ASMISSHERREEN. Fit T4 SHEMBETH S LA ER,

FER AT

FRERA IR RIEENAREFNIRERGL U THRITER, 35 XENEREFEEATAIREENEZRH
EHILUN. EXEINEEIME ETEONTAPAEN IR M,

SnapMirror

JLFE R LAERNetApp SnapMirrorfiE S Hli {4 7ENetApp R A Z [BIHITEIRE TS, I REIANETENE
KBERGXAR, AFXLEEHTEP. REFFEHEED, JAGE. BEIEERERXA. HFRITRREXBEERE
. BBREGENF. A, LS EHHESHINFSXE RSB R AMNE SMLUNF B R E R ESITFE
HalEx%,

TR ONTAPERFEMEMEA N AIR. ME—TFUTIRIE volume move ##1F. SnapMirrorfA{F&EE:
PRBIEERISIE, hEiEReBIt. HENBIE(BIMILUNRIIEINFSFHNR)MEERS—IES . TF
RITHMEB S B, EFMEMFSTEENIRIE ERERRT. BIEFHMKI[E. UHERAR ARSI
HAIVARETEREMAREE. EXEESHARERTE,

SMEBLUNS N\ (FLI)

FLIZHBE AIFIE1T8.35 E s dsHIData ONTAPRAM B — N EEFEF I I ABLUN, R{ETBRIFHEE

. ONTAPREGZ B EAEMSANENI—HF P XEIIEEZ#ES, SAS. Data ONTAPEIZHIFTENEREABLUNH T
BIRELIE, b EATESETIBRIERNERMENNEILRE. XEKE R U EBE SR EuE #1730
[E45F0 E B 2R MIFR.

B /R1EData ONTAP 8.3FRSCAEFLIEY. NAFRNIERE, RAFEEREIFEER. EXMEKREEIBTRZ
BILUNSUEAR AT A, BXHIE#E21EData ONTAP 8.3. 17 #EHAY, 2T A {FEONTAPTEZ g 12 iR HLUNER
. MMEAEERE LR, EHRHXENLUEIONTAPERLUNG., L4 EE N, B2, —B#{TT
XEEEN., IR LB XA, HEEEMNIEIERBER LIS,

EEN/ORBIONTAPHIE, HEISHHR(ETM. M5 ANI/OZEE AIMBLUNMONTAP LUN, X MLUNE!
FFUEMANREEY . BEIEERRITR2RIRUBERIMILUNERBERIS N,

FLIRTSFCEASER. BMRFERERNISCSI. MEBBILUNA LITEES e R At EHBRET9iSCSI
LUN,

FLIBYIHREBLHE BEhITHIQMAIARE, 7t E TR, RIEMNFRIELUNIRE LD, BREREMERE. T2
RI/O54KIRX 7T, MR D KKNETEIR4 KEBNRBAUE. WSREitae.

MNFNE N HELEESFED XFEECRIIRA/N)KELE. Fi0, ZFSXHRGEERIANREBIRA
IN512F T, ERAXNEMEFAERSEEBRANAS12FTEHI. B, Bl 04FTHHIFS2XHRSF. RE
XHRFZARER 54 KIAFRMTT. BEERXHRATLIBIIXAERZMTT. HESRIIFM,

EXEFERT. FNERFLL, REIBERILILEGE. BEREXHRRFETERNEMERS. —ARI.

TEONTAP L7 H5MENI B & TR HBEAX A RAENERS KRR/ XEBERTHRIEELRIE VOISR
EFTFAE. AILUERBXNENRERGLKBERK

a0, FAIX E. AIRUERERRAN 1sfs —qo fEMALinux. xfs info M tune2fs ATATF xfs M
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ext3/extdo {FM zfs, MEFSH zdb -Co

BFEFIRAR/NISEN ashift BERINAI. RR2M0T512F T, ATRGREMRE. ashift EHM
7912 (2M2=4k), U{ETERIZEzpoolftiRE . HETEEN. XEMKELIEZp00lAH ashift MiBIFHIESH
2 eI zpool KT 12 LAY o

Oracle ASM&BEAIRA/N ME—BIEREWEASMIELER Y X ATERHXFFo

7T ETR

7T-ERIVEETRAIMTT) R—R Bt ARER. BTRAE7-RIEETIEEIONTAP, AZHUIREESF LI
Hith52ER 5. BoRAZMTEESZEMMEEISIFRMIEE. MASEREMUENMEESATE. It
S BUEREBE RRAREFMEIMRN -0, Fit. BuEEREIRINTER. AR UERTMTTEHERIE

5o

BLBEFRETATERUEENRNFERS. BHERLS, XERRARESTEE. REBEMNAZEE
FAEE. AIISHNR. LUNB&iEFA. APNRMZEEBRIARMNEE. EXMERT. TMTTHER)
KIhRERI AR TR

TMTTHRIFELL TR 2 —FiaTT!

* *ETF RIS (CBT). *RACBTM7MTTEIEHIFEHR MINE7-E R RAIGE SnapMirrorE, HIERS
E. IMTTSGHIERTTZ,

* *EBIZTE(CFT), *RACFTH7MTTEFMA7- BB EMEE, FAS5IEALIE. Naa%RE
BIUESER, FENAE SR EIPEENEREE,

XWMARZENEEXFETF. TRISTER—MKRIRIFLE. EXMEER. EEEIRRQ7-ENHAXHIFR

BHRRECGNEMEMINIFR, TESIEDEMELR. BETRIANGERTBMEES. N TaIZTE
RYRIRE ORIRER B K. RANERNEEREITRRMZIRTHIEREXEK, RIBIIZEN. NetAppRINEH1
NS BYBYEISREFE MR HEM N EIZBEMLS. TR 1573 $9E12/ IS BYBS [E] R T T E

IR T

B Oracle#IEX R EFER— e BRI 50,

Flan. LU TFan B EHIEX A IOPST.dbf M X RAFTET) /oradata2 X RS /oradata3io
SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to

'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

RIS AR X AIRERRIE. EEEAITEEBRIO. U THABMIEELIFAH, Btz
T BIASMEMFEHITIBHNERERRFSZ. ERANBEREIERFEE N HIEEFENTITRE,

A LUEE B MR SR X H G B sh R R i@ 2 3B X R B AVETial, 12{EFR AR Elid RTEvSsessionl
P’
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SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from v$session_longops;
ELAPSED_SECONDSII':'IIMESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

LRGP, BRI 48, ZXMHAR/NH21 GB. FEKRN6D A BETTHITS. FRERTEI 2 ARR
TEERGEIINEE. TFAEMLE ARSI & RV R IR A T,

AEZIE

FRBEEEHITIZNERE. EMUELRRBTUEXHEIA. ARREIIKBENRE
EEFIFRERY &

BiuHEE. IUE#TEEERMNER. UERIEBIEES REBEASGRERS, fla0. "TLUTRcronfE
Ab: (@)BEFEEEFEFMUE. b)EBI50HER—NR, XEMAIURAEER D ZRAFRE, BNEE
8931 B EFBERBIT 1559 FHo

TEHERIRESEAR R —MUBEEREIRIE, ERBEEZRIUTFNetApp SnapManager for Oracle
(SMO)#INetApp SnapCenter OracleififF Y52, FLEF BEFERMAZWFATERS ERIRIELBRIT

BHENXEIERE. RALRESEILERASMOH SnapCenterB R EFoR(E. BINTIRER RS 4. ONTAPH
HEIEEIEAPIH—D B T I is.

BELE-XHRREIXGRR

HRBIER T /2 AwaffleVEHEEM EBXHRAIB AU T ARRSSE LS — 1M EB8XHRRRTRE. [
. ERR T MAERSnapMirrorfRIERE FIEHEX . EXHRZE MRS BAAISERE—E57,

BIERIEES D
BT ECBBUIEEED. BAKE. REPBREE—AREXH. IRTIRBETER,

environment

FLRGIH, REEEMLTONTAPRSA L, SIREIEESMNEERES EZEFERARRK. SEERLTFAREMDIR
ftﬂﬂ‘ffq"\ ﬁ'ﬁﬂ‘? snapshot create E?{%%ﬁ%jﬁ:E"J%Jﬂﬂﬁﬂtﬁ‘wﬁo

SQL> alter database begin backup;
Database altered.
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Cluster0l::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
Cluster0l::*>

SQL> alter database end backup;
Database altered.

HERBEME EEN— P BRBIRER hotbackup ZIMEE ST RS MRS HIBIEXHFIRE. R ULIRR
R EE SN YIS B LS A LUESIE A RIF 2. WA LUS I IRER R aEdE A (RiE R 8 e FE R B bt
EXMIERT. ESEREFHRS 2.

EIREFIFR

WE. BIEMIMERERS D, XALUBIZMA LM, BFEOracle RMAN. M&E R AR (
g0NetBackup)if/R. ZE X T AREMHIENBVEIEXHITE RS HIRF.

TEUERBIR. ERASnapMirroriG IREBE (D E B ZIF U E.
1. QIS LUZWIREREIE, MAVIAKERIR jfscl_oradatato vol_oradatae

ClusterOl::*> volume create -vserver vserverl -volume vol oradata
-aggregate data 01 -size 20g -state online -type DP -snapshot-policy
none -policy jfsc3

[Job 833] Job succeeded: Successful

ClusterOl::*> snapmirror initialize -source-path vserverl:jfscl oradata
-destination-path vserverl:vol oradata

Operation is queued: snapmirror initialize of destination

"vserverl:vol oradata".

Cluster0l::*> volume mount -vserver vserverl -volume vol oradata
-junction-path /vol oradata

ClusterO0l::*>

2. #ZSnapMirror§ BRA(FE RS EFRM)E. BREMBHNREBEIEMREZ.

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields state
source-path destination-path state

vserverl:jfscl oradata vserverl:vol oradata SnapMirrored
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ClusterOl::*> snapmirror update -destination-path vserverl:vol oradata
—-source-snapshot hotbackup

Operation is queued: snapmirror update of destination

"vserverl:vol oradata".

3. AILLBE EERWIEFP @S MIN newest-snapshot FE,

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields newest-snapshot

source-path destination-path newest-snapshot

vserverl:jfscl oradata vserverl:vol oradata hotbackup

4. RE. AL RK.

Cluster0Ol::> snapmirror break -destination-path vserverl:vol oradata
Operation succeeded: snapmirror break for destination

"vserverl:vol oradata".

Cluster0l::>

S HENNMH RS, WTETRINXHRS. BFRIRERERMILVMISR. SMEEEFCH XHiISCSIE!E,
SLUNEIEEE. AILEALInUXEFS < pvscan AJRER B2 EHMLEEAHLUNFEZEREE A SEHKASM
2o

FEUIRBIR. ERANEERHNFSXERS, FIUEEERIEG RS,

fas8060-nfsl:/vol oradata 19922944 1639360 18283584 9%
/oradata

fas8060-nfsl:/vol logs 9961472 128 9961344 1%
/logs

BIERITHI S B IR AEAR

BT ROMENBITH SRR © backup controlfile to trace AT RIEX A< U EFCIZITH
X, ERLEFRRT. WM TMENERHBEEEFEEH. HEEESHITHIEERESFESHBEAES
Fo

1. U T <ML BT AT EIREE I AIRIESIN G,

SQL> alter database backup controlfile to trace as '/tmp/waffle.ctrl';
Database altered.
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2. glEEHIXME, BXHEHEIHRS S,

[oracle@jfsc3 tmp]$ scp oracle@jfscl:/tmp/waffle.ctrl /tmp/
oracle@jfscl's password:

waffle.ctrl 100% 5199
5.1KB/s 00:00

BIRSEXH
FEIRER. RRE—SEcUY. REENFEEM EFTRspfileTpfiletliE— 1 pfile. 7ELLREIR. TREIRE
fEFRRYEspfiles

SQL> create pfile='/tmp/waffle.tmp.pfile' from spfile;
File created.

tliZoratab® H
HEfforaenvELARERFIEEIET. HMtlEoratabscB. Ef|RoratabsH. BFRBUTTE,

WAFFLE: /orabin/product/12.1.0/dbhome 1:N

HEEBREN
NRFAFERAEFE. WAAEEEN). SNWHEERNREPBRRN. BESEREN. HREUTREE

o

[oracle@jfsc3 ~]$ . oraenv

ORACLE SID = [oracle] ? WAFFLE

The Oracle base has been set to /orabin

[oracle@jfsc3 ~]$ cd SORACLE BASE

[oracle@jfsc3 orabin]$ cd admin

[oracle@jfsc3 admin]$ mkdir WAFFLE

[oracle@jfsc3 admin]$ cd WAFFLE

[oracle@jfsc3 WAFFLE]S mkdir adump dpdump pfile scripts xdb wallet

S ER

1. ERSHXGEHTIFRSEE. BEETUTH L. BRIAIER SORACLE HOME/dbs BR. EXMENR
T. pfileAl UHBEEAUE. SRBETSIEFHFREISE,
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[oracle@jfsc3 admin]$ scp oracle@jfscl:/tmp/waffle.tmp.pfile
$SORACLE HOME/dbs/waffle.tmp.pfile

oracle@jfscl's password:

waffle.pfile 100% 916
0.9KB/s 00:00

1. RIBREREXG. fla0. MRIALATMESER. NHAEpfile A RIRFTUE, TEUREIHR. NEHR
EAHTHIS M. 89 BEE ASHEBIEX 4R ZE D HIEH X .

[root@jfscl tmpl# cat waffle.pfile

WAFFLE. data transfer cache size=0

WAFFLE. db cache size=507510784

WAFFLE. Java pool size=4194304

WAFFLE. large pool size=20971520

WAFFLE. oracle base='/orabin'#ORACLE BASE set from environment
WAFFLE. pga aggregate target=268435456

WAFFLE. sga target=805306368

WAFFLE. shared io pool size=29360128

WAFFLE. shared pool size=234881024

WAFFLE. streams pool size=0

*.audit file dest='/orabin/admin/WAFFLE/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/oradata//WAFFLE/controlOl.ctl','/oradata//WAFFLE/contr
0l02.ctl’

*.control files='/oradata/WAFFLE/controlOl.ctl','/logs/WAFFLE/controlO02.
ctl'

*.db block size=8192

*.db_domain="'"

*.db name='WAFFLE'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=WAFFLEXDB)'
*.log archive dest 1='LOCATION=/logs/WAFFLE/arch'
*.log archive format='%t %s %r.dbf’

*.open_ cursors=300

*.pga aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_ tablespace='UNDOTBS1'

2. {RIESERRfE. RIELtpfileBIB— P spfile,
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SQL> create spfile from pfile='waffle.tmp.pfile'
File created.

Eipellfe et

EE—FH, B0t backup controlfile to trace BEEREIFIRS 2. FAERmBINEARESZE
controlfile recreation 8i%: IEERITEAFICEIEED THINXMHFINE set #1. NORESETLOGS. BEM
{THE create controlfile reuse database HNE&i%ZIE noresetlogse MUAS()FHERE,

1. ETRBHRIES TR, BXXHI TR,

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/logs/WAFFLE/redo/redo0l.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/logs/WAFFLE/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/logs/WAFFLE/redo/redo03.log' SIZE 50M BLOCKSIZE 512
—-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/system01.dbf"',
'/oradata/WAFFLE/sysaux01.dbf"',
'/oradata/WAFFLE/undotbs01l.dbf"',
'/oradata/WAFFLE/users01.dbf"'
CHARACTER SET WESMSWIN1252

.
4

2. *E#E S EYRIBIERIAS. DURBREMHRVIUE, B9, %‘tbaﬁﬂiﬁ.—]I/OE’J*HES‘C#_JEJ‘E%EEH =y
REFER LRI RA. EHMERT. EXARARETEERRE. fla. B4 EPDBIVEIEX HIFE
EU?EH%EPO

3. FILRAIP, FER DATAFILE RARIFALE. EEMBEESBHEIPHFAE /redo MARSIIEE
HZZ8) /1logso
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168

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/systemO1l.dbf"',
'/oradata/WAFFLE/sysaux01l.dbf"',
'/oradata/WAFFLE/undotbs01.dbf"',
'/oradata/WAFFLE/usersQ0l.dbf"
CHARACTER SET WESMSWIN1252

.
r

ARCHIVELOG



SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes
SQL> CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
2 MAXLOGFILES 16
3 MAXLOGMEMBERS 3
4 MAXDATAFILES 100
5 MAXINSTANCES 8
6 MAXLOGHISTORY 292
7 LOGFILE
8 GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
9 GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
10 GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
11 -- STANDBY LOGFILE
12 DATAFILE
13 '/oradata/WAFFLE/system01.dbf"',
14 '/oradata/WAFFLE/sysaux01.dbf"',
15 ' /oradata/WAFFLE/undotbs01l.dbf"',
16 '/oradata/WAFFLE/users0l.dbf"
17 CHARACTER SET WE8BMSWIN1252
8
Control file created.

SQL>

MREAXHREUENSHEERR. WSEMER. BB IEERNRT, HEEFEEEH. BERTH. T
EF. ANERERVSEXH TSN TFRENRN. BIENAIFEAE. UEHEFERS—E.

in B EEH!
BEHIEXAHRF—H. ELPFBERTIMETLEEE. BIFSERIATERRS, ERLERRT. ALE
EM%#EE%W%%L%%%HHEEGE\#EﬂuE%ﬁGEEEEOEE%%HT\%ﬁEﬂHHE

ICNO

e, —MERE scp LIRERILORFAE Sa1HS NRIRSS S EFIZIES RSS2
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[oracle@jfsc3 archl]$ scp jfscl:/logs/WAFFLE/arch/* ./
oracle@jfscl's password:

1 22 912662036.dbf 1005  47MB
47.0MB/s  00:01
1 23 912662036.dbf 100%  40MB
40.4MB/s  00:00
1 24 912662036.dbf 100%  45MB
45.4MB/s  00:00
1 25 912662036.dbf 1005  41MB
40.9MB/s  00:01
1 26 _912662036.dbf 100%  39MB
39.4MB/s  00:00
1 27 912662036.dbf 100%5  39MB
38.7MB/s  00:00
1 28 912662036.dbf 100%  40MB
40.1MB/s  00:01
1 29 912662036.dbf 1005  17MB
16.9MB/s  00:00
1 30 912662036.dbf 100% 636KB

636.0KB/s 00:00

MInAEER

XHEMUFABEMNER. IULRHGSEKEFEREN] recover database until cancel AN
auTO BEIEKFIEATRABE.
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SQL> recover database until cancel;

ORA-00279: change 382713 generated at 05/24/2016 09:00:54 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 23 912662036.dbf
ORA-00280: change 382713 for thread 1 is in sequence #23

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 405712 generated at 05/24/2016 15:01:05 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/l1 24 912662036.dbf
ORA-00280: change 405712 for thread 1 is in sequence #24

ORA-00278: log file '/logs/WAFFLE/arch/1 23 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

ORA-00278: log file '/logs/WAFFLE/arch/1 30 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 31 912662036.dbf’
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

?%UH*%EIL:\@E}Ei%El%\ 1EiXIEE.|-.E Bl‘]o /L,\?El/—_r sqlplus IET*K%EEUYTL'F 'fE;E?jZ / ?E
AIBER B EX A H A F1E.

NREIUEEH IS A S Z R KFREIERE. NRBEHRITHIBE—R, AEESHTERNER. AR, &I
R EESSHITHRIERE. UERIXBEMAS.

HERTERIMER

TERZEBE LT + CRUBITER . TR IREARFE/VREZ/LAA M. XRKRELIFAEHRIEE
FBIABUEEAHHTEME T, Hit. FRRTiE. SR B ER&DHIERE.

XA LUBEE 2 AR EEHA. BEEENNAEZ—_FEArsync. XE—1NENNXGEHISRER, £
Bl AEFNERE AR HEEE NTIPHIE, F30. rsyncd.conf FEMNXHEERT MMAEIERZ AK
AR waffle.arch Ali@id Oracle AP EHEIFFHRESE] /1logs/WAFFLE/arche REEME. RBFERENR
. XA LURERE IR, ERSWNEHITER.
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[root@jfscl archl# cat /etc/rsyncd.conf
[waffle.arch]

uid=oracle

gid=dba

path=/logs/WAFFLE/arch

read only = true
[root@jfscl archl]# rsync --daemon

U T RARS BN B EB R SrsyncBREY waffle.arch 7ERIGARS B Lo o t FRISE rsync
- potg IRIEIEIBELASCATIR. HENERHXH. LIRS MRS FHATIEEE . B Ecrond it
YEHRIETTIE S <o
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[oracle@jfsc3 arch]$ rsync -potg --stats

/logs/WAFFLE/arch/
1 31 912662036.dbf

650240 100%

1 32 912662036.dbf

4873728 100%

1 33 912662036.dbf

4088832 100%

1 34 912662036.dbf

8196096 100%

1 35 912662036.dbf

19376128 100%

1 36_912662036.dbf

71680 100%

1 37 912662036.dbf

1144320 100%

1 38 912662036.dbf

35757568 100%

1 39 912662036.dbf

Number of files:

984576 100%

18

124.

110.

50.

54.

57.

201.

63

02MB/ s

67MB/s

64MB/s

66MB/ s

75MB/ s

15kB/s

.06MB/s

.74MB/s

.63MB/s

Number of files transferred:

Total file size:

399653376 bytes
75143168

Total transferred file size:

Literal data:
Matched data:
File list size:

File list transfer time:
204

Total bytes sent:

Total bytes received:

sent 204 bytes
total size is 399653376

WEIRERE.

75143168 bytes
0 bytes
474

File list generation time:

75153219
received 75153219 bytes

:00:

:00:

:00:

:00:

:00:

:00:

3003

:00:

:00:

00 (xfer#l,
00 (xfer#2,
00 (xfer#3,
00 (xfer#4,
00 (xfer#b,
00 (xfer#o,
00 (xfer#7,
00 (xfer#s,
00 (xfer#9,
bytes

0.001 seconds
0.000 seconds

speedup is 5.32

--progress Jjfscl::waffle.arch/*

to-check=8/18)

to-check=7/18)

to-check=6/18)

to-check=5/18)

to-check=4/18)

to-check=3/18)

to-check=2/18)

to-check=1/18)

to-check=0/18)

150306846.00 bytes/sec

AT EHHITENE R sIENAGER T WEEERsqlplusFohiE T recover database

until cancel, —PMEJLIBMSLIBNLRIERRE, S RIRAIERTAANEZA "SHREEEZ LNEE
"o XEMAEZ—PSHR. AT

RS

(= —7==)
BAE 7

BEMIRENEIERE. XA TS SIERETE TR EREREAIMH
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[oracle@jfsc3 logs]$ ./replay.logs.pl WAFFLE

ORACLE SID = [WAFFLE] ? The Oracle base remains unchanged with value
/orabin

SQL*Plus: Release 12.1.0.2.0 Production on Thu May 26 10:47:16 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 814256 generated at 05/26/2016 04:52:30 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 32 912662036.dbf
ORA-00280: change 814256 for thread 1 is in sequence #32

ORA-00278: log file '/logs/WAFFLE/arch/1 31 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 814780 generated at 05/26/2016 04:53:04 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 33 912662036.dbf
ORA-00280: change 814780 for thread 1 is in sequence #33

ORA-00278: log file '/logs/WAFFLE/arch/1 32 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40

ORA-00278: log file '/logs/WAFFLE/arch/1 39 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 40 912662036.dbf"
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options
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B

ERWHREFIFER. RITRIT—RRERY. EREFEIMEENERESE. NRFREEHREEUEHRFE
. MelZal ™ ARFITIRR

SQL> select member from vS$logfile;
MEMBER

/logs/WAFFLE/redo/redo0l.log
/1logs/WAFFLE/redo/redo02.1log
/1logs/WAFFLE/redo/redo03.1log

1. RAREHER
2. ERAPENAEENRS &8 LI AERIT—RELRS,
3. WA REMBSEREIMIRS . ELTAIP. EMBTEEMEMIIFBERT /redoo

[oracle@jfsc3 logs]l$ scp jfscl:/logs/WAFFLE/redo/* /redo/
oracle@jfscl's password:

redo0Ol.log
100% 50MB 50.0MB/s 00:01
redo02.1log
100% 50MB 50.0MB/s 00:00
redo03.1log

100% 50MB 50.0MB/s 00:00

4. FEEMER. FHEEFREESRKREME RS RE2BRRSHAZENFEX S, 1TEETUNRE—RERE
o
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SQL> recover database until cancel;

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40
Specify log: {<RET>=suggested | filename | AUTO | CANCEL}
AUTO

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

S e, MNEMHEE. WNREE Media recovery complete BhRE] IR $URERRST H
EIEapa

SQL> recover database;
Media recovery complete.
SQL> alter database open;
Database altered.

AEZIX- ASMEIXH RS

R BER T W0l A Oracle RMANT % #iEE. ESRIENXHRAEIXHRAFASEERAIFFERM B
ENTEIRFIASM LR M, FEASMILE EREBIRRE—T5ZREME LASM LUNZ A Oracle RMANHATT
EHR0E

B SAMOracle ASME 44T EEFEFRRMAN. {ERMANBIERHRETFASM, RMANE] BF MERIZEEIMTE
IS EEAEMIEE,

R 2R T R Fopancake FIEIEE MASMIEEEME M Z (I FHREFAEIRS B LNENXH RS /oradata
M /logso

BIEHIEEE D
B—IRNEIBEERRSFVHRIEECIZSE . BT IREEMOracle ASM. EILAAERARMAN, BT LIZYN
gﬁﬁﬁ?ﬁﬁf’é%ﬂ’\JRMAN%ﬁo G EREB—NHIFCHED . HWErIEIRMANTEHEEZ BPEMIRRNEE

B TATEXENHNEREEUNEEANME, - MEIXEhEE X HRIE 7,
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RMAN> configure channel device type disk format

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';
new RMAN configuration parameters:
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';

new RMAN configuration parameters are successfully stored
RMAN> backup database tag 'ONTAP MIGRATION';

Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1:
channel ORA DISK 1:
channel ORA DISK 1:

input datafile
input datafile
input datafile
input datafile

file
file
file
file

channel ORA DISK 1:
channel ORA DISK 1:

piece handle=/rman/pancake/lgr6cl6l 1 1 tag=ONTAP MIGRATION comment=NONE

SID=251 device type=DISK

starting full datafile backup set

specifying datafile(s) in backup set
number=00001 name=+ASM0/PANCAKE/system01.dbf
number=00002 name=+ASM0/PANCAKE/sysaux01l.dbf
number=00003 name=+ASM0/PANCAKE/undotbsl101.dbf
number=00004 name=+ASM0/PANCAKE/users01l.dbf
starting piece 1 at 24-MAY-16

finished piece 1 at 24-MAY-16

channel ORA DISK 1: backup set complete, elapsed time: 00:00:03
channel ORA DISK 1:
channel ORA DISK 1:
including current control file in backup set

starting full datafile backup set
specifying datafile(s) in backup set

including current SPFILE in backup set
channel ORA DISK 1:
channel ORA DISK 1:

piece handle=/rman/pancake/lhr6cl64 1 1 tag=ONTAP MIGRATION comment=NONE

starting piece 1 at 24-MAY-16
finished piece 1 at 24-MAY-16

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

EHIEHIS

HEEEENRETBHASDESIXH duplicate database 121%,

'/rman/pancake/%$U"';
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RMAN> backup current controlfile format '/rman/pancake/ctrl.bkp';
Starting backup at 24-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set
including current control file in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/ctrl.bkp tag=TAG20160524T032651 comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

FHINBEOHF
ERIFRR. RFEE—ISEX. &EENAEEMHBIRspfileskpfiletliZ—pfile. TELLRGIA. TREFRRE
fEE A spfileo

RMAN> create pfile='/rman/pancake/pfile' from spfile;
Statement processed

ASMXf+Eap & il A

BEpEIERERY, R XERIREXRL I UESRET . UTHIZAEEIE—TRMANEZ, LUETFHIT
T2, WWREIERT —MUEXHSREIRE DBRERE. BXEFEES S BEEERT M ERIEX .

HERIASPITE R E] "ASMEISLF R R 2 TR EM T WS,

Bk, ESE-ISHRENEXEMBAEME. ZMUENN log file name converto EXRBEZ—T
:I%*é?ﬁﬁﬁ’\]’iﬁéo FNTFRIINEMASHUE. EINFREFRSH LHUE, ARG, ESHRITIE
I\o

FEN IR NEIEX R R IRMHIRIR. ZHARITFEREIEHE. RNBMMIXERSERS. FHRERL

ARMANEIZ, AR, ESXIREXAHITHERNZRE SRIEM—MERNRMANREIZ, AJLREFEEHRTT
AR, R EIREIFAER &,
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SQL> @/rman/mk.rename.scripts.sqgl

Parameters for log file conversion:

*.log file name convert = '+ASMO/PANCAKE/redoOl.log',
'/NEW_PATH/redoOl.log', '+ASMO/PANCAKE/redo02.log"',

'/NEW PATH/redo02.log', '+ASMO/PANCAKE/redo03.log', '/NEW PATH/redo03.log'
rman duplication script:

run

{

set newname for datafile to '"+ASMO/PANCAKE/systemOl.dbf';

to '+ASMO/PANCAKE/sysaux01l.dbf';

to '"+ASMO/PANCAKE/undotbsl01.dbf';

to '"+ASMO/PANCAKE/users0l.dbf';

set newname for tempfile to '+ASMO/PANCAKE/tempOl.dbf';

duplicate target database for standby backup location INSERT PATH HERE;
}

PL/SQL procedure successfully completed.

set newname for datafile
set newname for datafile
set newname for datafile

o w N

HIRILFESNEE. o log file name convert SEIRUITFIAKRE Epfile. WIIENHRIERMANEL
EXHESRMNEEME. TEBREXRERFRRMUE, FLRfP. efeHfE&TH

/oradata/pancakeo

run

{

set newname for datafile to '/oradata/pancake/pancake.dbf';
to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf’';

to '/oradata/pancake/users.dbf';

set newname for datafile
set newname for datafile
set newname for datafile

= w N

set newname for tempfile to '/oradata/pancake/temp.dbf';
duplicate target database for standby backup location '/rman/pancake';

}

HEEREN

LA FEEERE. AIURT. BEEASITIREIFEREN, MRAEERTEFE. WLTEIRE(] &
MEEERBRETBRR K. U TREIRRT RIEEK.

oracle@jfsc2 ~]1$ mkdir /oradata/pancake
oracle@jfsc2 ~1$ mkdir /logs/pancake
oracle@jfsc2 ~]1$ cd /orabin/admin
oracle@jfsc2 admin]$ mkdir PANCAKE
oracle@jfsc2 admin]$ cd PANCAKE

[
[
[
[
[
[oracle@jfsc2 PANCAKE]S mkdir adump dpdump pfile scripts xdb wallet
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tll##oratabs® B
EfforaenvELARFIERIZIT. FEEAUTHS,

PANCAKE: /orabin/product/12.1.0/dbhome 1:N

B EH

B IRTFMIpfile. LURBUFARSS 83 ERVERRRIFEEN, BB HEIZEAHRMANE HIRA# T8, J1F
FREEIBEEFEEI HITE control files M log _archive dest parametersittyh. FEIREREFENEH
XM UBEUKRSE. BIf db create file dest FEASMZIMNAIRERIER, KW FEEMIDBARIEMIRIE

ZHIFAEERNHZE,
FLRAIP, TEELEETHIXEAE. T3 B AR A0 log file name convert S
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PANCAKE. data transfer cache size=0

PANCAKE. db cache size=545259520

PANCAKE. Java pool size=4194304

PANCAKE. large pool size=25165824

PANCAKE. oracle base='/orabin'#ORACLE BASE set from environment
PANCAKE. pga aggregate target=268435456
PANCAKE. sga target=805306368

PANCAKE. shared io pool size=29360128

PANCAKE. shared pool size=192937984

PANCAKE. streams pool size=0

*

*

*

*

*

.audit file dest='/orabin/admin/PANCAKE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='+ASMO/PANCAKE/control0l.ctl', '+ASMO/PANCAKE/control02.ctl

.control files='/oradata/pancake/control0l.ctl','/logs/pancake/control02.

ctl'

*

*

*

*

*

.db block size=8192

.db_domain=""

.db _name='PANCAKE'

.diagnostic dest="'/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=PANCAKEXDB)''
.log archive dest 1='LOCATION=+ASM1'

.log archive dest 1='LOCATION=/logs/pancake'

.log archive format='%t %s %r.dbf'

'/logs/path/redo02.1log"

*

.log file name convert = '+ASMO/PANCAKE/redoOl.log',

'/logs/pancake/redo0l.log', '+ASMO/PANCAKE/redo02.log',
'/logs/pancake/redo02.log', '+ASMO/PANCAKE/redo03.log'
'/logs/pancake/redo03.1log'

*

*

*

*

*

*

.open_cursors=300

.pga_aggregate target=256m
.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m
.undo_tablespace='UNDOTBS1'

HWINTSHE. DR XESHEN. BABFES NEN. ERSHEFEHIRE A pfilet!Espfile.
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bash-4.1$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0 Production on Fri Jan 8 11:17:40 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> create spfile from pfile='/rman/pancake/pfile'

File created.

BEhAFES

ESHSIEETNRE— */F BohEIBEHRIE. BREHXM. FELSBEH. splilerlgi=HMBAR @, WR
startup nomount SRLEBSEEIZMEN. XxiHF. FEiEpfilel®iR. EEEFHME NspfileFEIHXIEREE E,

SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 373296240 bytes

Database Buffers 423624704 bytes

Redo Buffers 5455872 bytes
EHIEiERE

S5itd iz EMPEALL. BERIRIRMANE(DIERE ¥ﬁ1¢§FEEE’JBT|‘EﬂEKO WAL B RERAEEID
(DBID)HAEEBENER TEHHIERE, XFATLUMIENARE. MXRRERTBISFIBENTE,

@W‘t FTHEIENMA. FARMANENauxiEZEIEIERE. FHEARHERthe DUKATE DATABASE®S

70

[oracle@jfsc?2 pancake]$ rman auxiliary /

Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 03:04:56
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to auxiliary database: PANCAKE (not mounted)

RMAN> run

2> {

3> set newname for datafile to '/oradata/pancake/pancake.dbf';
4> set newname for datafile to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf';

to '/oradata/pancake/users.dbf';

5> set newname for datafile
6> set newname for datafile

[~ OO T \ R

7> set newname for tempfile to '/oradata/pancake/temp.dbf’;
8> duplicate target database for standby backup location '/rman/pancake';
9> }

executing command: SET NEWNAME
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executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting Duplicate Db at 24-MAY-16
contents of Memory Script:

{

restore clone standby controlfile from '/rman/pancake/ctrl.bkp';

}

executing Memory Script

Starting restore at 24-MAY-16

allocated channel: ORA AUX DISK 1

channel ORA AUX DISK 1: SID=243 device type=DISK
channel ORA AUX DISK 1: restoring control file

channel ORA AUX DISK 1: restore complete, elapsed time:

output file name=/oradata/pancake/controlOl.ctl
output file name=/logs/pancake/control02.ctl
Finished restore at 24-MAY-16
contents of Memory Script:
{
sgl clone 'alter database mount standby database';
}
executing Memory Script
sgl statement: alter database mount standby database
released channel: ORA AUX DISK 1
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
contents of Memory Script:
{
set newname for tempfile 1 to
"/oradata/pancake/temp.dbf";
switch clone tempfile all;
set newname for datafile 1 to
"/oradata/pancake/pancake.dbf";
set newname for datafile 2 to
"/oradata/pancake/sysaux.dbf";
set newname for datafile 3 to
"/oradata/pancake/undotbsl.dbf";
set newname for datafile 4 to
"/oradata/pancake/users.dbf";
restore
clone database
}
executing Memory Script
executing command: SET NEWNAME

00:00:01
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renamed tempfile 1 to /oradata/pancake/temp.dbf in control file
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting restore at 24-MAY-16
using channel ORA AUX DISK 1
channel ORA AUX DISK 1: starting datafile backup set restore
channel ORA AUX DISK 1: specifying datafile(s) to restore from backup set
channel ORA AUX DISK 1: restoring datafile 00001 to
/oradata/pancake/pancake.dbf
channel ORA AUX DISK 1: restoring datafile 00002 to
/oradata/pancake/sysaux.dbf
channel ORA AUX DISK 1: restoring datafile 00003 to
/oradata/pancake/undotbsl.dbf
channel ORA AUX DISK 1: restoring datafile 00004 to
/oradata/pancake/users.dbf
channel ORA AUX DISK 1: reading from backup piece
/rman/pancake/lgré6cl6l 1 1
channel ORA AUX DISK 1: piece handle=/rman/pancake/lgrécléel 1 1
tag=ONTAP MIGRATION
channel ORA AUX DISK 1: restored backup piece 1
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:07
Finished restore at 24-MAY-16
contents of Memory Script:
{

switch clone datafile all;
}
executing Memory Script
datafile 1 switched to datafile copy
input datafile copy RECID=5 STAMP=912655725 file
name=/oradata/pancake/pancake.dbf
datafile 2 switched to datafile copy
input datafile copy RECID=6 STAMP=912655725 file
name=/oradata/pancake/sysaux.dbf
datafile 3 switched to datafile copy
input datafile copy RECID=7 STAMP=912655725 file
name=/oradata/pancake/undotbsl.dbf
datafile 4 switched to datafile copy
input datafile copy RECID=8 STAMP=912655725 file
name=/oradata/pancake/users.dbf
Finished Duplicate Db at 24-MAY-16

Min BEEH!
WA, BOIREANRERIEELZZFUE, IFMAIRRFES NI R, RESNAESILFREIEEL
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FRMANE I BES HEIHEMEKERE, IRHZUERTAH. B—MAE2ERARMANE NEKMXH RS,
RIS EArepakrsyncE HI3X 4

FLRGIA. BER /rman BERE—INFSHEE., AIHEIEHIEENTBIEIEEER,

HPp—PMEENRFERE disk format ke HMHIHMEIETNN 2h 2e 2a.dbf, RINVBIERIBIEEN
SRS . FYISHMAEDE. REFEAE. BX5ME 1og archive format='st %s %r.dbf &
B LBHMALLRERRS. FIISTEEDMRIIETIINAE. RRERE. FLNESEXHEHERALIE
FEFTHARER BT, XIFMEMITHIRIE recover database BEE. EsqlplusA] LUERMMFUNE R E /Y
R == P SE=y i
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/arch/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored

released channel: ORA DISK 1

RMAN> backup as copy archivelog from time 'sysdate-2';

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=373 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=70 STAMP=912658508
output file name=/rman/pancake/logship/1 54 912576125.dbf RECID=123
STAMP=912659482

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=29 STAMP=912654101
output file name=/rman/pancake/logship/1 41 912576125.dbf RECID=124
STAMP=912659483

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=33 STAMP=912654688
output file name=/rman/pancake/logship/1 45 912576125.dbf RECID=152
STAMP=912659514

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=36 STAMP=912654809
output file name=/rman/pancake/logship/1 47 912576125.dbf RECID=153
STAMP=912659515

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

IEAEER
XHEUFANBEMER. JULKHGSREHEREN] recover database until cancel AGEMN

auTO BHIEMFMERTARS. SHXHEFEERIIAETEMBE] /logs/archive, BXSEARMANRTF
AERNMERLE, EMEHIEEZA. IR TARIRR EERIEME.
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SQL> alter system set log archive dest 1='LOCATION=/rman/pancake/logship'
scope=memory;

System altered.

SQL> recover standby database until cancel;

ORA-00279: change 560224 generated at 05/24/2016 03:25:53 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 49 912576125.dbf
ORA-00280: change 560224 for thread 1 is in sequence #49

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 560353 generated at 05/24/2016 03:29:17 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 50 912576125.dbf
ORA-00280: change 560353 for thread 1 is in sequence #50

ORA-00278: log file '/rman/pancake/logship/1 49 912576125.dbf' no longer
needed

for this recovery

ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

ORA-00278: log file '/rman/pancake/logship/1 53 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 54 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

RAIEATEEREHIR. BEXZEEN, ERIETsqplusEEEHRFEBEX S BRLFZX MG R
EIR AT aE R H & XX [ 71T,

NREIUEEH IS AS 2RI KFREIERE. NRERTHIE—R, AEASHTERNER. AR, &I
2R U ERSESHITRIREIE. UEHXREMBAE.

HERTERIMER

TEASHER T ARUBPUTERS. TBIEAERE/LREZUERNET RSO, XEME SR HSHS5
EEE R A EEEHEITENE R, XA LUIARTEIRE tE'_H"’?Eﬁu*DIEIﬂE’J*&?EE"‘

BILURMRS LSRR, B0, SILAERIGEIEE Btk Ta<. UMRATAEEENUEREER.
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[oracle@jfscl pancake]$ cat copylogs.rman
configure channel device type disk format
'/rman/pancake/logship/%h %$e %a.dbf';

backup as copy archivelog from time 'sysdate-2';

[oracle@jfscl pancake]$ rman target / cmdfile=copylogs.rman
Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 04:36:19
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: PANCAKE (DBID=3574534589)

RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters are successfully stored

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=369 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:22

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=124 STAMP=912659483
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:23

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 41 912576125.dbf

continuing other job steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy
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input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:55

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:57

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

Recovery Manager complete.

WEIBEG. DANEH#TENER. siENRG 2R T WREERsqlplusFohiE T recover database
until cancel, AJLUBRMSKINERI. Lt ERRGIERPPIRMA T&HALEE LEREE" . %
TEZ—1MESH. ATRESEEMRENSER. WIRERFESEIEE TS TERERBERNMEZA,

189



[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 04:47:10 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 562219 generated at 05/24/2016 04:15:08 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 55 912576125.dbf
ORA-00280: change 562219 for thread 1 is in sequence #55

ORA-00278: log file '/rman/pancake/logship/1l 54 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 562370 generated at 05/24/2016 04:19:18 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 56 912576125.dbf
ORA-00280: change 562370 for thread 1 is in sequence #56

ORA-00278: log file '/rman/pancake/logship/1 55 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

ORA-00278: log file '/rman/pancake/logship/1l 64 912576125.dbf' no longer
needed for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 65 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options
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B

HEEFRREFINRE, STRITREREBY. FRABAXGERZN. sJUBRMBRISIHRERESRIHE
FE100%EF . FAARNEMESEHERINEM, EAASMIALIULEN, RERMMEREHIEAE.
NTHRAZIEZREMEIE. DIEEMEREXHRIQHIERE,

1. B, WIBEIEREE. UBRASHITEMEN. WEEIEEEERITRIRRE. XAIFEEM/EX

IR T2 o

2 PITIP BE. RSBBIEEFELEMURSEIE— T EIER. BEXHRC
3. BHIATHETIY. UHREIMBETPIEREMRNEE, Alt. BBITUTHL:

SQL> create table cutovercheck as select * from dba users;

Table created.

SQL> alter system archive log current;

System altered.

SQL> shutdown immediate;
Database closed.

Database dismounted.
ORACLE instance shut down.

4. BERIRE—NIMEE. BBITUTHS, BEFELTETA. BRITH.

SQL> startup mount;
ORACLE instance started.

Total System Global Area 805306368
Fixed Size 2929552
Variable Size 331353200
Database Buffers 465567744
Redo Buffers 5455872

Database mounted.

S EEHAMBE. BWBITUTHL:

bytes
bytes
bytes
bytes
bytes
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored
Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=8 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:24

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:58

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:59:00

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

6. &fa. MRSV LERHERAIMAE.
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 05:00:53 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed
for thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 563629 generated at 05/24/2016 04:55:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/l1 66 912576125.dbf
ORA-00280: change 563629 for thread 1 is in sequence #66

ORA-00278: log file '/rman/pancake/logship/1l 65 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 66 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

7. M. ERIFEHIE. SIEEEESITFNERBUIEERIOVENRESIERE. ARBITH.

SQL> alter database activate standby database;
Database altered.
SQL> alter database open;

Database altered.

8. WIAREBFERER. ARRKEKT.
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SQL> desc cutovercheck

Name Null? Type

USERNAME NOT NULL VARCHARZ2 (128)
USER ID NOT NULL NUMBER
PASSWORD VARCHARZ2 (4000)
ACCOUNT_ STATUS NOT NULL VARCHARZ2 (32)
LOCK DATE DATE

EXPIRY DATE DATE

DEFAULT TABLESPACE NOT NULL VARCHARZ2 (30)
TEMPORARY TABLESPACE NOT NULL VARCHARZ2 (30)
CREATED NOT NULL DATE

PROFILE NOT NULL VARCHARZ2 (128)
INITIAL RSRC CONSUMER GROUP VARCHARZ2 (128)
EXTERNAL NAME VARCHARZ2 (4000)
PASSWORD VERSIONS VARCHARZ2 (12)
EDITIONS ENABLED VARCHARZ2 (1)
AUTHENTICATION TYPE VARCHAR2 (8)
PROXY ONLY CONNECT VARCHAR2 (1)
COMMON VARCHAR2Z (3)
LAST LOGIN TIMESTAMP (9) WITH
TIME ZONE

ORACLE MAINTAINED VARCHARZ2 (1)

SQL> drop table cutovercheck;

Table dropped.

%EF‘ &ﬁi'fm E II_:\J\_.*

B, BT EMBAEZIN BIEFEREAREH. AEXMERNRERERSZ. EPREINERRSREES

%, SnapManager for Oracle. SnapCenterfINetApp Snap Creator{Zfif & IEELS %F‘%TMﬁ?EﬂETi’@l‘KE?&

ﬁr EW%EEL@J%Y#%WﬁﬁoW%EMEUEﬁﬁiﬁﬁgﬁﬂxW%ﬁké%m TR, BRE
SHEMHEWHER. XATEEKREHERL. Flt. KMEHREMNEMEE.

RSP BRIFER R, A UL TFHHIT

HAEMASEKE
1. BEEMHTANKEREENNARS.
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SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
rows selected.

2. WANEMBTRIR.

SQL> select group#||' '||bytes from v$log;
GROUP#||'"'| |IBYTES

1 524288000
2 524288000
3 524288000

BIEFHAE
1. WFEIEMBEE. SIB— AN GEEEERHHAE,

SQL> alter database add logfile ('/newredoO/redo0Ola.log',
' /newredol/redo0lb.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo02a.log',
' /newredol/redo02b.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo03a.log',
' /newredol/redo03b.log') size 500M;

Database altered.

SQL>

2. IR E,

195



SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
4 /newredoO/redo0la.log

4 /newredol/redo0Olb.log

5 /newredo0O/redo02a.log

5 /newredol/redo02b.log

6 /newredo0O/redo03a.log

6 /newredol/redo03b.log
12 rows selected.

EFIBEE

1. EFIAAE (L. 2703),

SQL> alter database drop logfile group 1;
Database altered.
SQL> alter database drop logfile group 2;
Database altered.
SQL> alter database drop logfile group 3;
Database altered.

2. NRBEHIR. SBEXENFE RS, IFRGERE T —MEEUBRRMEHBHAT2RNER, 5

=
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SQL> alter database drop logfile group 2;

alter database drop logfile group 2

*

ERROR at line 1:

ORA-01623: log 2 is current log for instance NTAP (thread 1) - cannot
drop

ORA-00312: online log 2 thread 1: '/redoO/NTAP/redo02a.log'
ORA-00312: online log 2 thread 1: '/redol/NTAP/redo02b.log'

SIAEEM EOE SR THEREEX .



SQL> alter system archive log current;
System altered.

SQL> alter system checkpoint;

System altered.

SQL> alter database drop logfile group 2;
Database altered.

4 REMXERGHRIREE. HITHSRIRAESM .

EHEIEE R

S5#%EERIZ—F. EENEBTIBHRE MR TEEENENSG

REZ. BN RS RREEE
BAXMERASAAIEERRITEE. ECHIAGRENS. RALRERRHNMG. MEEKIRH,
FRBIBRARIRETE, TEMHIR. XHEFHMBTIBIREMALT. RAESHIREFAZ.
BRI, REFOFFTURS X HERNER. B, EFEEHZA. SRS HETHRS.
IRAALHITESURIEFMRXIARE. NETENN T — P REETEF RIBEEEBBVM), FHEF

ZLVMIEDL. BfEOracle ASM. FREXEETERRARMBIINEE. EHE —LAIEENREl EAZHIER
T AILERREEANAREBER FEpEs.

XHRFEIXHERFEEF]

ANREEREFAIRENE RN, HRMEFEEEEFIREPEN. EXR— ESEENIE. TEATEXIE
ERG. BUREREERAANT IR, . BIEERE. AAEFEMRGHIE. B8, RABEARSE
EREHIEXHFRAENNRE. RAEEFBIIRS[URFRTARBTHRASBIF TR AT UAEHISTE%R
EAR. UARERAERET. MASEHMAREIZNAK,. BFIVOLEZERNINFEHIEER. EitbE
BEFERME,

T RHERT RERBEZH— LD,

environment

BFBRIREIT:
* XGRS

ontap-nfsl:/hostl oradata 52428800 16196928 36231872 31%
/oradata
ontap-nfsl:/hostl logs 49807360 548032 49259328 2% /logs

* X RS
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ontap-nfsl:/hostl logs new 49807360 128 49807232 1
/new/logs

ontap-nfsl:/hostl oradata new 49807360 128 49807232 1
/new/oradata

o°

o°

5%

IREER] L RSUEEEEN M TES. R|XAREEAER XA, BNROIIESMIEE. HER
RERVEHIRBIEXER. WA LUEIRE ZI 202, EAMZAIE R LIRRA A HER IR,

BRBRGIRIZA R BT AT RE:

* IEFERHEIERE

* ROAEXHARZRRR N RIS

* R R ST A SIEEHRZIBIR XA RS, NMREPIEXHRIR
* ENEGTIEX RS

* RS KR XA RGERNREEMERI XGRS

RIFEDE
1. RIFEERE,

[root@hostl current]# ./dbshut.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 15:58:48 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

2. BXHRFHEIN AR, A AEAMAERMTTMIEIRME. 0FR SR G R HR",
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[root@hostl current]# ./mk.fs.readonly.pl /oradata
/oradata unmounted

/oradata mounted read-only

[root@hostl current]# ./mk.fs.readonly.pl /logs
/logs unmounted

/logs mounted read-only

3. WIAXHRAMEN R

ontap-nfsl:/hostl oradata on /oradata type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl logs on /logs type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

4 BXHRFEANBERED rsync B!

[root@hostl current]# rsync -rlpogt --stats --progress
--exclude=.snapshot /oradata/ /new/oradata/
sending incremental file list
Y
NTAP/
NTAP/IOPS.dbf
10737426432 100% 153.50MB/s 0:01:06 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 12.09MB/s 0:00:01 (xfer#2, to-check=9/13)

NTAP/undotbs02.dbf

1073750016 100% 131.60MB/s 0:00:07 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 3.95MB/s 0:00:01 (xfer#ll, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes
Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 162204017.96 bytes/sec
total size is 18570092218 speedup is 1.00
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[root@hostl current]# rsync -rlpogt --stats —--progress

--exclude=.snapshot /logs/ /new/logs/
sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf

45523968 100% 95.98MB/s 0:00:00
NTAP/1 23 897068759.dbf

40601088 100% 49.45MB/s 0:00:00
NTAP/redo/redo02.1log

52429312 100% 44 .68MB/s 0:00:01
NTAP/redo/redo03.1og

52429312 100% 68.03MB/s 0:00:00

18
Number of files transferred: 13
527032832 bytes

Number of files:

Total file size:
Total transferred file size:
Literal data: 527032832 bytes
Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes
total size is 527032832

Total bytes sent:

speedup is 1.00

(xfer#l, to-check=15/18)

(xfer#2, to-check=14/18)

(xfer#12, to-check=1/18)

(xfer#13, to-check=0/18)

527032832 bytes

95836078.91 bytes/sec

o HHIAXHRAHENEUSFINEIE. FIUCEAMAERMTSARILIRIE. WFIR "SR &

[root@hostl current]#
/new/logs unmounted
/logs unmounted
Updated /logs mounted
[root@hostl current]#
/new/oradata unmounted
/oradata unmounted
Updated /oradata mounted

6. HWIAMTX RS ERAL
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./swap.fs.pl /logs,/new/logs

./swap.fs.pl /oradata,/new/oradata
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ontap-nfsl:/hostl logs new on /logs type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl oradata new on /oradata type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

7. BohEiERE.

[root@hostl current]# ./dbstart.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 16:10:07 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

Fe& Bapfeiein
HERGIMAIZR HIEESIDRSH. FRIRARDRHIIXAHRSX . NTF LEERERA. ssLrRhART:

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

WITUCRBIRIZAES ., IRFIZRESHAITUTFEY . MREERASBEFBEIHIR. WRKIE:

- RAERRRE
- R ERIX G RR RN RIFRES.
- FERUNESHRHNESNXHRASH. HEE— I XHERFERFIE_IXGRER.
- ENESERIN RS,
. BH /etc/fstab X WFFAR:
a. FRIERD /etc/fstab.bako
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b. FRE A X H RS LFIRE.

C. AERIREH SR XAERRALE—THFE.
6. HEHNMH RS,
7. BEhEERE.

AT ARt 7 RIS TR 1 -

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:05:50 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf
45523968 100% 185.40MB/s 0:00:00 (xfer#l, to-check=15/18)
NTAP/1 23 897068759.dbf
40601088 100%  81.34MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log

52429312 100% 70.42MB/s 0:00:00 (xfer#12, to-check=1/18)
NTAP/redo/redo03.1log
52429312 100% 47.08MB/s 0:00:01 (xfer#13, to-check=0/18)

Number of files: 18

Number of files transferred: 13

Total file size: 527032832 bytes

Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
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File list transfer time: 0.000 seconds

Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes 150599552.57 bytes/sec
total size is 527032832 speedup is 1.00

Succesfully replicated filesystem /logs to /new/logs

sending incremental file list

./
NTAP/
NTAP/IOPS.dbf
10737426432 100% 176.55MB/s 0:00:58 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 9.48MB/s 0:00:02 (xfer#2, to-check=9/13)
NTAP/undotbs01.dbf
309338112 100% 70.76MB/s 0:00:04 (xfer#9, to-check=2/13)
NTAP/undotbs02.dbf
1073750016 100% 187.65MB/s 0:00:05 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 5.09MB/s 0:00:00 (xfer#1l, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes

Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 177725933.55 bytes/sec
total size is 18570092218 speedup is 1.00

Succesfully replicated filesystem /oradata to /new/oradata

swap 0 /logs /new/logs

/new/logs unmounted

/logs unmounted

Mounted updated /logs

Swapped filesystem /logs for /new/logs

swap 1 /oradata /new/oradata

/new/oradata unmounted

/oradata unmounted

Mounted updated /oradata

Swapped filesystem /oradata for /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:08:59 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.
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Connected to an idle instance.
SQL> ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

[root@hostl current]#

Oracle ASM spfileflpasswdiT#%

SERH RASMBY IR I — N R¥ERASME B fYspfileFIZIB X . FINER T, XLEXBITHIBEXHBRERE XM
BE—NASMEEEE EOIFEM, WMRXIITETHMBRIFEASMELR A, NANEFHENMA T EEIZASMIS
BspfilefZRI X 14

AREREEMEMXLEXHFNS—1 B ESELIEEEIERY (WSnapManager for Oracle3{SnapCenter
Oracleffifh)fAiEl, XL mMINgEZ —R. BEEREITEHIEXHRIASM LUNRPIRSSRIRERIE R EIERE, 1T
IR EBELFASMEEARY. REBRITER. RBAEHIEENISIEXXHRBET HASMEZEAS. Tt
PN b i1

MR ZHER AT EEASM spfile/passwdX . NMIEEZHEEZ AR — /A XA PASMIEF], TESE
HAEZFR. XEKEFEEHE (Uspfile/passwd3X {4,

environment

1. #UREESID = TOAST

2. FRHEIEEEX 4 +DATA

3. A FTBEXXHFMIEHINMH +LoGs

4. FBYASMEEEZAFENT ) +NEWDATA F1 +NEWLOGS

ASM spfile/passwd X {4 &

AILUTRAGMEREMXEXF, BR. ATREEN. NetAppB I KALBIEEFEIME. LUIEHERXGEEME
fii. #EEECEREN. MRRSFLFESTASMER. NARESHITIHRIETE,

HaEASMSZ{

RIEPIZROBIEREASMES] oratab XHASMEFIAH+FF SR
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-bash-4.1$ cat /etc/oratab | grep '~+'!
+ASM: /orabin/grid:N # line added by Agent

tEARSS 28 LA — 18 A9 +ASMBIASMSL A,

HIRFTESUEES B XH

ME—r] LAY SMON# 2N IZ B IETE EFARVASMSEFIBISMON,  WIRTFES —1NSMON#IZ, MRTEIRENE

B17,

-bash-4.1$ ps -ef | grep smon
oracle 857 1 0 18:26 7 00:00:00 asm_ smon_ +ASM

ME—BISMON#IZZASMEFIA T, XEHRELKEHEMBIEETIZT. HAJURESMMALSEIT. MAREK

SRR FP T XU,
B

{EFATEASM spfile I ZBB X HHFIUE spget F pwget 87

bash-4.1$ asmcmd
ASMCMD> spget
+DATA/spfile.ora

ASMCMD> pwget --asm
+DATA/orapwasm

XN ERLTFBIEKSE +DATA FEER4H,

EHIS

ERR XA EHIZIFTHIASMEEERLE spcopy Fl pweopy BRLUNRITHERARRIELIEN. HEHFIAT. MA]

REREREHT,

ASMCMD> mount NEWDATA

ASMCMD> spcopy +DATA/spfile.ora +NEWDATA/spfile.ora
copying +DATA/spfile.ora -> +NEWDATA/spfilea.ora
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ASMCMD> pwcopy +DATA/orapwasm +NEWDATA/orapwasm
copying +DATA/orapwasm —-> +NEWDATA/orapwasm

XHEMESMES] +DATA to +NEWDATA,

EFTASMEEA]

ME. DIMEFHASMEFIURMAIEEN, o spset M pwset (85T EHBIIASMIELEAFFERIASMITER
o

ASMCMD> spset +NEWDATA/spfile.ora
ASMCMD> pwset --asm +NEWDATA/orapwasm

ERAEMBIXHEUEASM

LEEY. ASMSEGINRERXLEX HHRIE, DNEFMBIKA. F R MR EEREEXEX
. HBEBOTRI R BYBIE

-bash-4.1$ sglplus / as sysasm
SQL> shutdown immediate;

ASM diskgroups volume disabled
ASM diskgroups dismounted

ASM instance shutdown

SQL> startup
ASM instance started
Total System Global Area 1140850688 bytes

Fixed Size 2933400 bytes
Variable Size 1112751464 bytes
ASM Cache 25165824 bytes

ORA-15032: not all alterations performed
ORA-15017: diskgroup "NEWDATA" cannot be mounted
ORA-15013: diskgroup "NEWDATA" is already mounted

B I8 s pfile FI 22 AL ST 14
MRERTIHITIRES B, AR XHEARBHE. TES LURER.

-bash-4.1$ asmcmd
ASMCMD> rm +DATA/spfile.ora
ASMCMD> rm +DATA/orapwasm
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Oracle ASMZ|ASME!Zx

Oracle ASMZA G ER—MRELASEEERSRNXHAE RS, HTXHRAFZER. FLSTERRMANKITE
HiR(E. BAETRIANTIBIRRERRENXERE. BEEm—LFiT, FJURAREMERDHET. EBFEETEH
BRARER,

INREFELHIRIBETASMBEIERE. KIEEZFREFBASMBYIIEE. EMIFRIBLUNBIEIR. HFASMIRX E
W EEFLUN, FMEERREN. TSR (FRlr. ERSRMELORREZ, MNREFITHEETIERERE.
ME—BEER B SR T R,

AILUEE R EEE G ZIF AU EM AR BIERE R I XS, NMERSBIEREAE, BiEERTUELLY
AIEEMUEHITEEMNIA. MREZIMED. RIGHKHIEEAFARLRERER.

LR P BEP RRMANBIIF Z1AT 2 — EXF— MDA HITHEE. BIgIZeEN. AEEIEEER
HITRT, AT ERAREMEVMENEE. FEREALLIE. RAERUEREFTGELERHEFRGER
BITH IR HEE.

EHIEERE
Oracle RMANZ A H Rl FASMEAERE ERYREIERE IR — 4R350 (5c¥)RI4s +DaTa B LRV UE

+NEWDATA,
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-bash-4.1$ rman target /

Recovery Manager: Release 12.1.0.2.0 - Production on Sun Dec 6 17:40:03
2015

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: TOAST (DBID=2084313411)

RMAN> backup as copy incremental level 0 database format '+NEWDATA' tag
'ONTAP MIGRATION';

Starting backup at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=302 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

output file name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
tag=ONTAP MIGRATION RECID=5 STAMP=897759622

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWDATA/TOAST/BACKUPSET/2015 12 06/nnsnn0_ontap migration 0.262.89
7759623 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SEMIETTYIHE B E TR

B AERHEHITIAIEBSTR. URRIIEATESER AT —BENFEHE. WRAERLm<S. EMN
AERAIREN S B R KRR,

RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

XHAIRERHE
P BESEE. RABEFEXAAHETHARENRIRER. EXHREERE. BETUTH<:
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RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 390073456 bytes

Database Buffers 406847488 bytes

Redo Buffers 5455872 bytes
EHIX M ED

MR IEETBHRRIFIGFELE. WATEDERIS M, SHEHIXAHRNRIAHIE100%4F. BEH
SCR] AR R S U B B E R R a1 BRI I AN,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=358 device type=DISK

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151206T174753 RECID=6
STAMP=897760073

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SHEMN
Haspfile® SR TEIRASMEEA T LRI ENSIH. STEHAITRIE. fmiBPENpfilehkZ<BIAI4E
YRR

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed

Fihpfile

S5 | FAIHASMEEABNFIE S, URBETASMBEAR IR, ARREFEMGENpfile. R db_create &
5 CEZE
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LT RGIR. 5IA7T +pAaTA BENA +NEWDATA MEBREET, BMXBSHE do_create ATFHELE
Ha B 8 E AR S .

* . compatible="'12.1.0.2.0"

*.control files='+NEWLOGS/TOAST/CONTROLFILE/current.258.897683139"
*.db block size=8192

*. db_create file dest='+NEWDATA'

*. db create online log dest 1="'+NEWLOGS'

*.db domain=""

*.db_name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log_archive dest 1='LOCATION=+NEWLOGS'

*.log archive format='%t %s %r.dbf’

E#finit.ora>X
REZHEFTASMAEIREERER init.ora XHUTFH SORACLE HOME/dbs BR. BEMSMRASMiEZEH
Hspfiles X HHTMEEREFASMEER A FHNENMIB,

-bash-4.1$ cd $SORACLE HOME/dbs
-bash-4.1$ cat initTOAST.ora
SPFILE='"+DATA/TOAST/spfileTOAST.ora'

BN TFFRE B S

SPFILE=+NEWLOGS/TOAST/spfileTOAST.ora

EREIESHUT
WM. A LUER B RIERNpfile AV ERIRIE FEspfiles

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed

[S B ERIE R ATF 4R (s A B spfile
BohEiERE. WIREINEEAIEIENSspfile. FHIEMIZRIRBASHRMBEAH—TENR
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RMAN> startup nomount;
connected to target database (not started)

Oracle instance started

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 373296240 bytes

Database Buffers 423624704 bytes

Redo Buffers 5455872 bytes
RIS M

RMANIEA] LURERMAN €12 By & 16l S B R R 2 Hrspfile s EVI B

RMAN> restore controlfile from
'+DATA/TOAST/CONTROLFILE/current.258.897683139"';

Starting restore at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=417 device type=DISK

channel ORA DISK 1: copied control file copy

output file name=+NEWLOGS/TOAST/CONTROLFILE/current.273.897761061

Finished restore at 06-DEC-15

EEREREH BT X AR R B 5.

RMAN> alter database mount;
using target database control file instead of recovery catalog
Statement processed

SQL> show parameter control files;
NAME TYPE VALUE

control files string
+NEWLOGS/TOAST/CONTROLFILE/cur

rent.273.897761061

AEER

SEEYRERIBUENSIEX S, EEARIESZA. SINEHITRY, PEEHIEED

MEREBIEREIAEF, XEELEFIWT:

T —EgRYEl. PR
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1. FIITE SV BATHRMANIE E&%,

RMAN> backup incremental level 1 format '+NEWLOGS' for recover of copy
with tag 'ONTAP MIGRATION' database;

Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=62 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00002
name=+DATA/TOAST/DATAFILE/sysaux.260.897683143

input datafile file number=00003
name=+DATA/TOAST/DATAFILE/undotbsl.257.897683145

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/ncsnnl ontap migration 0.267.
897762697 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

2. ERHEE,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 06-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001
name=+NEWDATA/TOAST/DATAFILE/system.259.897759609

recovering datafile copy file number=00002
name=+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615

recovering datafile copy file number=00003
name=+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619

recovering datafile copy file number=00004
name=+NEWDATA/TOAST/DATAFILE/users.258.897759623

channel ORA DISK 1: reading from backup piece
+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.8977626
93

channel ORA DISK 1: piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

A&
RS R RIS N5 | BIRIS A ERVEIEX 4. HEXEEEHRHIEXHIIRZRER.

1. BERCENEIEX . BI81T switch database to copy Bi<:

RMAN> switch database to copy;

datafile 1 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/system.259.897759609"
datafile 2 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615"
datafile 3 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619"
datafile 4 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/users.258.897759623"

ECEIEX AR ERINVEIEX . ERZEMBTHAENEEEN.

2. BEWFAERIRHE. 151817 recover database 3% YRBHE media recovery complete &
T R REE R,
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RMAN> recover database;

Starting recover at 06-DEC-15

using channel ORA DISK 1

starting media recovery

media recovery complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

LSRN ER T EESIEXXHRIIE, IRISEXGOAERS. EFRFEEH. ENENRRBIRIX M4,
HEESRIEXRA. ELbImiYEE S g B Eoh iR,

3. BEMEMIRIEIEN M. BELHRERME,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]|'']| |NAME

1 +DATA/TOAST/TEMPFILE/temp.263.897683145

4. EFARMANSF S A MIEX IS BB MRENEMLIRETEIEX 4. R Oracle Managed Files (OMF)
By, THRTERW,; ASMEEHAMEE T, TABUEER. OMFSIHEEIASMEEH LNENUE. BE
MEAMNM. FIBTTUTEHL:

run {

set newname for tempfile 1 to '+NEWDATA';
switch tempfile all;

}

RMAN> run {

2> set newname for tempfile 1 to '+NEWDATA';
3> switch tempfile all;

4> 3}

executing command: SET NEWNAME

renamed tempfile 1 to +NEWDATA in control file

EREAEE%

dp iz, BEMAENUTRIGASMEEA b, EMASTTEZERENEM. HRk. RASLIE
—AFNEMBEHEERNZEES. ARR—AHEE.

1. HEEMBATANKEREENNARS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +DATA/TOAST/ONLINELOG/group 1.261.897683139
2 +DATA/TOAST/ONLINELOG/group 2.259.897683139
3 +DATA/TOAST/ONLINELOG/group 3.256.897683139

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from v$log;
GROUP#||'"'| IBYTES

1 52428800

2 52428800

3 52428800

3. MFENEMEE. FRALRNEEECIRE— M. MRFAFEAOMF. MKTIEETERER, WREHLER
db create online log parameters@lFiFR~. EBEHIGEI+NEWLOGS, @i ItEE. &I LUER L
TaH$RFNBEYES. MABEEXHUE. BELTHIETS EASMIEEA,

RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed

4. FTFERIERE

SQL> alter database open;
Database altered.

°. ZEFIAAE.

RMAN> alter database drop logfile group 1;
Statement processed

6. NRBEHIR. SHETEMFENEE. HRFITIRET— B EAFRBIE H 26 éﬁ*ﬁ’é)ﬁo "F
HER TR 'JI‘%LL%EIEI{_L%E’JE,.,\YHZQHBE’JEEWEZ?EQE EA L BEX RN E AR &
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CERENEEFE. SRR EX .

RMAN> alter database drop logfile group 3;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 3 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 3 thread 1:
'+LOGS/TOAST/ONLINELOG/group 3.259.897563549'
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 3;

Statement processed

7. EEFRUBRMEETIENSEIIEER.

SQL> select name from vS$datafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where value 1s not null;

8. LTSRS 7t fEi it id iz
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[root@hostl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
+NEWDATA/TOAST/DATAFILE/system.259.897759609
+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
+NEWDATA/TOAST/DATAFILE/undotbsl1.264.897759619
+NEWDATA/TOAST/DATAFILE/users.258.897759623
TOAST redo logs:
+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123
+NEWLOGS/TOAST/ONLINELOG/group 5.265.897763125
+NEWLOGS/TOAST/ONLINELOG/group 6.264.897763125
TOAST temp datafiles:
+NEWDATA/TOAST/TEMPFILE/temp.260.897763165
TOAST spfile

spfile string
+NEWDATA/spfiletoast.ora

TOAST key parameters

control files +NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
log archive dest 1 LOCATION=+NEWLOGS

db create file dest +NEWDATA

db create online log dest 1 +NEWLOGS

9. INRASMEEFEABTEBEET. NIMER LUIEREEXLEHEEE asmend, B2, FIFZIBERT. BT EHMEK
EEMNSHESASM spfile/passwd X4 BT RETI1E 1T

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

Oracle ASMEIX 4R ZHIEIZS

Oracle ASMEIX f+ R4 R AR (FL B SASMEIASMEI IR ET BIEEARM. EEBEMBINENRE. TEX
ANEFFERT NG RFAN S ERASMEE AN REGSMEESHNIEE.

EHEERE
Oracle RMANA T SR FASMEZE4E _ERYREHEE 2550 (5TE)EIZ +DaTA B ERHIE

/oradatao
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RMAN> backup as copy incremental level 0 database format
'/oradata/TOAST/%U' tag 'ONTAP MIGRATION';

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=377 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-
1 01r5fhjg tag=ONTAP MIGRATION RECID=1 STAMP=911722099

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-
2 02r5fhjo tag=ONTAP MIGRATION RECID=2 STAMP=911722106

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+ASMO/TOAST/undotbsl01.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-
3_O3r5fhjt tag=ONTAP MIGRATION RECID=3 STAMP=911722113

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/oradata/TOAST/cf D-TOAST id-2098173325 04r5fhk5
tag=ONTAP MIGRATION RECID=4 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-
4 05r5fhk6 tag=ONTAP MIGRATION RECID=5 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/oradata/TOAST/06r5fhk7 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01

Finished backup at 13-MAY-16

SREIHITYIME BB

EHFRASEASEESERIANTE—BFAFNMMENE. FERFRITIEASHX. MR EALH<S. EME
SHARNZETRXBHIE ERFIPITAIEEETR. HiaTUTa<:
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RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

RHAIRERHE
P BESEE. HABEFEXAAETHNRENRRER. BEXHREIERE. BaTUTH<:

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 331353200 bytes

Database Buffers 465567744 bytes

Redo Buffers 5455872 bytes
EHIX &)

EOIEHISE. LSRR IEEBHERERIGFHEUE. SHERIXARIRIAHIE100%04FE. EEHSKEH
R BB EX M1 & B E R RIGA BRI 2 E MR,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 08-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151208T194540 RECID=30
STAMP=897939940

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 08-DEC-15

S EH

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed
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Eifipfile

NEH5|BIHASMEEARNERSEH. ARERER T, MRXESHAERX. WREERMER. EHENUR
BB R AR EHREENGHpfile. MRTIL T TRENERBRR, EEMXESR. BETUTHL:

*.audit file dest='/orabin/admin/TOAST/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/logs/TOAST/arch/controlOl.ctl','/logs/TOAST/redo/control
02.ctl’

*.db block size=8192

*.db domain=""

*.db name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB)'
*.log archive dest 1='LOCATION=/logs/TOAST/arch'
*.log archive format='%t %s %r.dbf’
*.open_cursors=300

*.pga_aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_tablespace='UNDOTBS1'

2 A RYAinit.oraX &

XU FH SORACLE HOME/dbs BRH. BHEUT—pfiled. AIEERASMEZRL EspfilefVigtt. EHf
RIRtasplile NEER. BXWHESR, B2, B/7EEMF. EAMRSIAILTE. WEE .

[oracle@jfscl ~]$ cd SORACLE HOME/dbs

[oracle@jfscl dbs]$ cat initTOAST.ora
SPFILE="+ASMO/TOAST/spfileTOAST.ora'

[oracle@jfscl dbs]$ mv initTOAST.ora initTOAST.ora.prev
[oracle@jfscl dbs]$

EtIESH

XEsplileEMEMNNRE—F, FBEMAREspfle. BIREEFEIFEFERATRINHBI(ERER). XHNRN
AALURIN TR S W EFRIspfile & |

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed
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[B BN EIE R AT 4R s A By spfile

AR ChE R AR RIE XX ERYBIE. FHNER I BspfileXX R aEUERE. BaERE TR LOERRH

HYspfilefi & IEf B H#RE Ko

RMAN> shutdown immediate;
Oracle instance shut down
RMAN> startup nomount;

connected to target database (not started)

Oracle instance started

Total System Global Area 805306368

Fixed Size 2929552

Variable Size 331353200

Database Buffers 465567744

Redo Buffers 5455872
RRIEHI 4

EREZE LR T — 1N EMESISXH /tmp/TOAST . ctrl TEIRIEFBHNFRHIRA, FHdspfilelFiz

bytes
bytes
bytes
bytes
bytes

IXHIERE

XA /1ogfs/TOAST/ctrl/ctrlfilel.ctrl Ml /logfs/TOAST/redo/ctrlfile2.ctrl, {BE. XLX

(ECKSCZEN
1. WEr LS RIEHIS A EEIE R 2 spfileH TE X AURE1Zo

RMAN> restore controlfile from '/tmp/TOAST.ctrl';

Starting restore at 13-MAY-16
using channel ORA DISK 1

channel ORA DISK 1: copied control file copy
output file name=/logs/TOAST/arch/control0Ol.ctl
output file name=/logs/TOAST/redo/control02.ctl

Finished restore at 13-MAY-16

2. SR ERG . UEERRIITHIX4HE S B MEIE.

RMAN> alter database mount;
Statement processed
released channel: ORA DISK 1

PABGIE control files B, BITUTHT:
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SQL> show parameter control_files;
NAME TYPE VALUE

control files string
/1logs/TOAST/arch/controlOl.ctl

/1logs/TOAST/redo/control02.c
tl

AEER

SR SR EEER IR ENBIEX . WIASRDHIEX. AGA EERRIE. MRERISEES T —K
8], FriRVEREEIEREAEAEH. XEFRREBEILUATRNO S BHITES,

1. HITE 2V ETHIRMANIE &1,

RMAN> backup incremental level 1 format '/logs/TOAST/arch/%U' for
recover of copy with tag 'ONTAP MIGRATION' database;

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=124 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO/TOAST/system01l.dbf
input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf
input datafile file number=00003 name=+ASMO0/TOAST/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf
channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/logs/TOAST/arch/09r5fj8i 1 1 tag=ONTAP MIGRATION
comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

2. EMHEE,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg

recovering datafile copy file number=00002 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo

recovering datafile copy file number=00003 name=/oradata/TOAST/data D-
TOAST I-20 98173325_TS—UNDOTBSl_FNO—3_O3r5fhj t

recovering datafile copy file number=00004 name=/oradata/TOAST/data D-
TOAST_I-2098173325 TS-USERS FNO-4 05r5fhk6

channel ORA DISK 1: reading from backup piece
/logs/TOAST/arch/09r5£381i 1 1

channel ORA DISK 1: piece handle=/logs/TOAST/arch/09r5fj8i 1 1
tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

A&
RS R RIS N5 | BIRIS A ERVEIEX 4. HEXEEEHRHIEXHIIRZRER.

1. BFEBUEREIEX 4. JBIE{T switch database to copy %!

RMAN> switch database to copy;

datafile 1 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSTEM FNO-1 0lr5fhjg"

datafile 2 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSAUX FNO-2 02r5fhjo"

datafile 3 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt"

datafile 4 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-USERS_FNO-4 05r5fhk6"

2. REMIEXHNee—H. BEERFHNEMAEFIERNEREN. FENTRE—P. £ recover
database B UEBRXEBNHERI TS RIGRIATEEE, BR. ZEIARHEKITH.
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RMAN> recover database;

Starting recover at 13-MAY-16

using channel ORA DISK 1

starting media recovery

archived log for thread 1 with sequence 28 is already on disk as file
+ASMO/TOAST/redo0l.log

archived log file name=+ASMO/TOAST/redo0l.log thread=1 sequence=28
media recovery complete, elapsed time: 00:00:00

Finished recover at 13-MAY-16

ERTE(UIREEBES
1. WE R GG EHEERNIRI BRI E,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]'']| |NAME

1 +ASMO/TOAST/temp0l.dbf

2. REMEMBEXMSF. BETUTH L. MREEITFZS
R EBIIFH AL,

MBS (. IBERAXARIELSELIZRMANG L. A

RMAN> run {

2> set newname for tempfile 1 to '/oradata/TOAST/tempOl.dbf';
3> switch tempfile all;

4> }

executing command: SET NEWNAME

renamed tempfile 1 to /oradata/TOAST/tempOl.dbf in control file

EREEI®

% e Eor . BEMAEMAUTRIGASMEEENE ., EMBTTEEEEMEN. HRk. RASCIE
—AFNEMBEHEERNZEES. ARNERIARE.

1. WEEMBATANKEREENNARS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +ASMO/TOAST/redo0l.log
2 +ASMO/TOAST/redo02.log
3 +ASMO/TOAST/redo03.1log

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3 WFBNEMASE. FASHMEMETEERNANHERRIXGRAUESIE—MHH,

RMAN> alter database add logfile '/logs/TOAST/redo/log00.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log0l.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log02.rdo' size
52428800;

Statement processed

4. WFRBAL T FerifiE ERYIE B E X 4.

RMAN> alter database drop logfile group 4;
Statement processed
RMAN> alter database drop logfile group 5;
Statement processed
RMAN> alter database drop logfile group 6;
Statement processed

3. ;ZD %E?U Bﬁu:ﬂﬂlj E/%i%ﬁj_] E IS5y E’J %tEﬁ;E\ =] gi%utﬂﬁzﬁtu -F_ ILJ\ L/L*#B&%j' E#gi%UbL‘L é}Ej *_AZE,HE\\O

T_

MN_EAE e LIRS B &3

THETR

Prfle MERITFIBAUENBEXAHHESNZRBIES. RAKBEXGPNEENEE. BE)3EE
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RMAN> alter database drop logfile group 4;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 4 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 4 thread 1:

'+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123"

RMAN> alter system switch logfile;
Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 4;
Statement processed

6. EEEUBRMIEETUENSEIIE B,

SQL> select name from v$Sdatafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where

7. LUF A ER T inflfE e ttd i2.
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[root@jfscl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 01r5fhijg
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt
/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS_FNO-4 05r5fhk6
TOAST redo logs:
/1logs/TOAST/redo/10g00.rdo
/logs/TOAST/redo/1log01.rdo
/1logs/TOAST/redo/log02.rdo
TOAST temp datafiles:
/oradata/TOAST/temp0l.dbf
TOAST spfile
spfile string
/orabin/product/12.1.0/dbhome

1/dbs/spfileTOAST.ora
TOAST key parameters
control files /logs/TOAST/arch/controlOl.ctl,
/1logs/TOAST/redo/control02.ctl
log archive dest 1 LOCATION=/logs/TOAST/arch

8. MIRASMiZFRAETEET . WIERUERMEXLE#REA asnend. EFZHRT. MAFERTHM
RIS TASM spfile/passwd X 15

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

PR BIERES R

TE IR fE = SFEEUEX A NE R IR KE LM . BFREUR T Oracle RMANBYER S TV, 7ELEA BRAYR
Blsp. EHEBEANXHERMITH /oradata/TOAST/$Us  $U FETRRMANEL IS MR A EIZE—1 BN
W—E. EREUTXEFATREREM. SEXHHERIMMANERZNR, A UAERAFFRBEZAE A
FBRRILIRIRR "ASMERSFIE",
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[root@jfscl current]l# ./fixuniquenames.pl TOAST

#sglplus Commands

shutdown immediate;

startup mount;

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg
/oradata/TOAST/system.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/sysaux.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-

3 03r5fhjt /oradata/TOAST/undotbsl.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-4 05r5fhké6
/oradata/TOAST/users.dbf

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
SYSTEM FNO-1 0lr5fhjg' to '/oradata/TOAST/system.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
SYSAUX FNO-2_02r5fhjo' to '/oradata/TOAST/sysaux.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
UNDOTBS1 FNO-3 03r5fhjt' to '/oradata/TOAST/undotbsl.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
USERS_FNO-4 05r5fhké6' to '/oradata/TOAST/users.dbf';

alter database open;

Oracle ASME# F1

NRICRrR. A LU BT ENI 12 Oracle ASMAR A BT R R FHE RS 52, EMTEIES
FeEIA LUNARIIA/MEZFBILUN, AEBRIFRZAIRILUN, Oracle ASMZ=LUSER /G Bl RESIEEN
NIRRT, ARTESTREREIBLUN,

TR IRERASHMNIRFIO. BEFAERRAREEMAMERERE. B LREEENIZERRHITIZS,

/

HE BT ZRIEIE

SQL> select name||' '||group number||' '||total mb||"' '||path|]|’

'| |lheader status from vSasm disk;

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER
SQL> select group number||' '||name from v$asm_diskgroup;

1 NEWDATA

SIEEFLUN
BIEA/NEREAIFILUN, HRIEEEIRER P MAM AR, LUNME/RA CANDIDATE HifE,
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SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vS$Sasm disk;

0 0 /dev/mapper/3600a098038303537762b47594c31586b CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315869 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594¢c315858 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c31586a CANDIDATE
NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER

ZRI0FTLUN

BRI LB HITRINFAMRZ(E. B@ IR NTERNFLUNEEESZ. Bk, BHLUNTMBEZS, It
TESFE—F AR MY FIASM LUNEFZ EFTLUN,

B TFEIhRRTEIENTEERR, HEHS. HEFRNHITEMES, TEIERASRBIRFI/ORIEFR
W17, XERERKRTRESHII R ERA SRR, BE. IRFE. AIUERFERETHITHNEISHNERTE
BEJ] alter diskgroup [name] rebalance power [level] #i<. HELFBERNENS,

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c31586b' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c315869"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a0980383035377620b47594c315858"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586a' rebalance power 5;
Diskgroup altered.

WITIRE
AILUEE ZME R EMEREERTERE. FIROIR. BAMERTUTH<L.

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

I TRE. FRIREENRTFERF
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SQL> select group number,operation,state from vSasm operation;
no rows selected

EFIHLUN

EEME TR —F _Jﬁ‘éﬁaﬁ%%#ﬁ?—mbgzkliﬁm)” I, MHBERFMREEITIVIRT. #iAE. ATLGESMFRIELUN
REMEMHRBIE, HI8. XT2SHULMBTEBRLUN, BFREEREHOracle ASMAEEMEMIRK. AlF
HREEMLUN,

sgqlplus / as sysasm

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0000 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0001 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0002 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0003 rebalance power 5;
Diskgroup altered.

WITIRE

AILLEE S A N ir M EE B T EHR(F. FURAIF. HIMERT AT

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

EBsE. FaikEEHTERE.

SQL> select group number,operation,state from vSasm operation;
no rows selected

fHIBRIELUN

EMEERATRIFRIBLUNZ B RAFRSKRESHIT—RRENE, MASMBRLUNG. ZLUNRTBEBFIHH
AR, MIRIRESE T FORMER, XFRRFA UM ALK L 2MIFRXLELUN,
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SQL> select name] |'

'| |lheader status from vS$Sasm disk;

NAME | |''| |GROUP NUMBER||''||TOTAL MB||'"'||PATH||"''| |[HEADER STATUS

0

"Ilgroup number| |' '||total mb|[' '||pathl|]|"

0 /dev/mapper/3600a098038303537762b47594¢c315863 FORMER
0 /dev/mapper/3600a098038303537762b47594c315864 FORMER
0 /dev/mapper/3600a098038303537762b47594c315861 FORMER
0 /dev/mapper/3600a098038303537762b47594¢c315862 FORMER
/dev/mapper/3600a098038303537762b47594¢c315869 MEMBER

NEWDATA 0005 1 10240
NEWDATA_OOO7 1 10240
NEWDATA 0004 1 10240
NEWDATA_OOO6 1 10240
8 rows selected.

LVMiEFS

HEAMRHBVIRIED B

/dev/mapper/3600a098038303537762b47594c31586a MEMBER
/dev/mapper/3600a098038303537762b47594c31586b MEMBER
/dev/mapper/3600a098038303537762b47594¢315858 MEMBER

ERTHEANESHERITEFLVMBIEBHEREN datavg, XLERFIEXBLInux LVM, {EX
LENEZERFAIX. HP-UXFIVLVM, EFa<ageBrmARE.,

1. BEFHETRILUN datavg B4,

[root@hostl ~]# pvdisplay -C | grep datavg

/dev/mapper/3600a098038303537762b47594c31582f datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31585a datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c315859 datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31586¢c datavg lvm2

10.00g

2. SIEYBEX/VERSEEABIFLUN. FREE X YIRS,

10.

10.

10.

10.

00g

00g

00g

00g
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3.

4,

232

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315864
Physical volume "/dev/mapper/3600a098038303537762b47594c315864"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315863
Physical volume "/dev/mapper/3600a098038303537762b47594c315863"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315862
Physical volume "/dev/mapper/3600a098038303537762b47594c315862"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315861
Physical volume "/dev/mapper/3600a098038303537762b47594c315861"

successfully created

R#rERINEIEH,

[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315864
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315863
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315862
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315861
Volume group "datavg" successfully extended

IR pvmove MR N HBILUNBBRX EFHEMEIFLUN, o« - 1 [seconds] SHETFIEITRE
HHE,



[root@hostl tmpl# pvmove —-i 10
/dev/mapper/3600a098038303537762b47594¢c31582fF
/dev/mapper/3600a098038303537762b47594¢c315864

/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594¢31585a
/dev/mapper/3600a098038303537762b47594c315863

/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594c315859
/dev/mapper/3600a098038303537762b47594c315862

/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b4759%94c31586¢
/dev/mapper/3600a098038303537762b47594¢c315861

/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

(@)
(@)
N oe

° o° o o° o o°

14.
28.
42.
57.
72.
87.
100.0

w W = O
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S. WHTESERE. EAMBAFMPERIELUN voreduce <. MIRMIN. MAERTUMARGHR MR
LUN,

[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31582fF
Removed "/dev/mapper/3600a098038303537762b47594¢c31582f" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31585a

Removed "/dev/mapper/3600a098038303537762b47594c31585a" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c315859

Removed "/dev/mapper/3600a098038303537762b47594c315859" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31586¢

Removed "/dev/mapper/3600a098038303537762b47594c31586c" from volume
group "datavg"

SMERLUNS N

51

NetAppH /T8 7 FHAFLIEESANZRIVIZIE "ONTAP M0 LUN ST,
MEIRBEMENNBERE. FREERTEAMEHTE. FHMFCHXHELUNEONTAP ERTAE. LVMRZEENS
MLUNARIZEILVMITEE. Lthoh. SHEBESEME. ERRITEMEEES R, ERIOHERT. MEgEREE

fER R BYS | REITIERIDVECE S . B30, BEMILINUXRSE /etc/multipath. conf HANEHT
S| RLTERERIWWNEIREN, LU BRFLIFFSREIEDR.

@ BXZIFHEREREE. 1HSNetAppiR B MR, MREIFFREEEHEDP. 155NetApp
RREXR LIRS B

IERBIERT LinuxAkS5 88 EFEERASMAILVM LUNBYERS . FLIFEEMUHRERS RS2, REENiRm<SH
BERE. BRMERE. ONTAPIZEE.

HaELVM LUN

EETENE—TEHEBETZHILUN, FLA RGP, M PIEFSANIXHRFAEFIEL /orabin M
/backupse
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[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

AILIMIRE RIMPIREVEAN BT, B RARN(ELABRT)-(ZEERT). EXMERT. ST

sanvdo

o pvdisplay 83 BRI FRIRRAE ZFFIEHMLUN, EXMERT. BE&10LUN sanvg B,

[rootl@hostl ~]# pvdisplay -C -o pv_name,pv size,pv fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

EASM LUN

ItEIh. AT FEASM LUN, E L sysasmF - 5173 MsqlplusIREXLUNFILUNES 2. BT T ar<:
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SQL> select path||' '||los mb from vSasm disk;
PATH||''||0OS MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FCREEX

SHFIMEE 20N ETBHILUN, ERHHFISAN. LUEONTAPH LUAEHFILUN, HAEEEHIE. {EONTAPL
FMERILUNIZERECE(E R AN ZEEIZFNERR.

EDFIEAFIFAS RS ERI— P HBAIG BB NEEhERFIm Lo I HIMEHFCHRX. LUMEONTAPHEILLA
[SNEBEAERES_ ERILUN, REEFRERFFIECE 7 LUNR K. ATFREIMLEWWNRILUARILAELUN, TEXMIENR
T ERTEFTLUNR IR LUE T FONTAP WWNBYi7 A Ro

ST B S, ONTAPRZEENS(FERAEFINFIFEFES storage array show 3% BREINXBFERERAT
TR RS ERVIMIILUNRYRTSR. ELA TG, E5MERFESI_ERJLUN FOREIGN 1 fEONTAPHER. H{EMAH
2% FOR-1,

HESMNERIES

Cluster0l::> storage array show -fields name,prefix
name prefix

FOREIGN_l FOR-1
Cluster0l::>

HESMBLUN

BiIfZiE. AJATIHXLELUN array-name & storage disk show mi%: EXBIRELSEHEE. RARZ
AR5 | R BV #EE.
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Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk serial-number
FOR-1.1 800DTSHUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 8O00DTSHUVWBW
FOR-1.4 800DTSHUVWBY
FOR-1.5 8O00ODTSHuUVWB/
FOR-1.6 800DTSHuVWBa
FOR-1.7 800DTSHUVWBA
FOR-1.8 800DTSHUVWBDb
FOR-1.9 B800DTSHuUVWBC

FOR-1.10 800DTSHuUVWBe
FOR-1.11 800DTSHuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DT$SHuUVWBh
FOR-1.15 800DTSHuUVWB]J
FOR-1.16 800DTSHuUVWBk
FOR-1.17 800DTSHuUVWBMmM
FOR-1.18 800DTS$SHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTSHuUVWBN
20 entries were displayed.
Cluster0l::>

oM ERPEFILUNGE AR 0 R3S N P55

SNEBLUNERAVAEAEAMSFERILUNSER, ESASBIEZEI. HITUELUNARIE AIMEBLUN. MEERAS NS
FERYRIELUN, b BrBIT IS S1EEEISR5ER, storage disk modify <. LA RGIFRTR. 1BF
2. IEEREXSELUNFRIEIONTAPHBEISMIBLUN, R=EIMEBLUNZS & 5 NE{rI#E.

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBn} -is
-foreign true
Cluster(0l::*> storage disk modify {-serial-number 800DTS$HuUVWBoO} -is
-foreign true
Cluster0l::*>
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SIS LT EESHILUN

REIBHNLUNEE—1E, RUIMNSEREIATH FAONTAPIIEENE AT, ELbRfFIH. ASM LUNKETE
— &R, MLVM LUNBEES— M &S, XF. SR LUFLUNMEAIRIZFAH#ITER. UKINE. 12
RER K EQoSIEERIFHM,

KE snapshot-policy "to “noneo T EREP g T MNARENHERY. Hlt. NMRATFEREBEPHEH
RAFENHIEMEIMIRRR, W= B EFERI SRR AIRIE M,

Cluster0l::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0l::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>

£J7ZONTAP LUN

@UL%E\ ,Z\;fﬁ@'JL%?B’JLUNo BE. SIBELUNEEZRAFPEELUNANEER. BEXMBERT. SMIEESHK
=T @E <, FEib. ONTAPSMIEERFFISEHRHRILUNEEHE. ©ESERALUNILEEHM S XEEE
FIFELUNTTHZ LR EMRE,

EMT B, B RIMNBFEFIRZX I AFYIS. UHBRERRISMLUNS IERAVFHTLUNILAC,

ClusterOl::*> lun create -vserver vserverl -path /vol/new_asm/LUNO -ostype
linux -foreign-disk 800DT$HuUVWBW

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new_asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTSHuUVWBN

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTSHuUVWBO

Created a LUN of size 10g (10737418240)

BIESAXR

LUNILEERIE. EFREENEHBiR. ERITHPEZA. DITELUNETHRIVRS. X—8NTRER
RIPEIERZ A EIRANRIE, SIRONTAPARIFXEALUNRITERS. WEFEE— XK. BIEHIEmAEIR

FTE‘E%E%&EM&%O a2 P BT ELUNBRALX — 8N B E B FIIER SR EMRYBRLUNAEEE B
To

238



ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver

"vserverl" offline.

Do you want to continue? {yl|n}:

Yy

LUNBiNLE. &R LUBEIGIMILUNE SIS EEEIRZILFAKXR 1lun import create <!

ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DTSHuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN8
-foreign-disk 800DTSHuUVWRBN
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWBO

ClusterQ0l::*>

BIUFMBESAXRG. AILRLUNERE TEAUIAT,
ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
Cluster0Ol::*> lun online -vserver vserverl -path /vol/new_asm/LUN1
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9

Cluster0l::*>

ellfed =t EdE2 |

BB 2R 4A(igroGroup)i2ONTAP LUNEFIERIIBI—ER 7. BRIRCIR T ENIRRIRIR. SNFETHHEIE
BILUN. ALk, FIgIE—"igrop. EHAFIHNERFIHRRAIFC WWNEISCSIEEIZF 2. HRE RS0,
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2BFC LUNXFsFLL, BRE. TZEEMNISCSIZ—IEEMES. WFFR "G,

EUERBIR. 8T —Digrop. EREEHIWWN. D3I FENHBA LM N E] Ak o

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

REFTLUNBRST B A

Bl#Zigroup/a. LUNFFBRETEIE X Bigroup. XLELUN{XAIELttigropF B & BIWWNEER, EE%EZHX—M
E&. NetApp=BREENHRSXEIONTAP, X—RIFEEE. EAMNRIE NI 5 XEISMRFES RN
E’\JONTAP%?E NA]ge2TES MY LA MABHERFETISHLUN, XMIERATEES SR ZREARERIIER
o

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

ClusterQ0l::*>

Feift

HTFEEFENFCWERE. IELUNSNERE AR BERS A ERLrl, B2, Pl
BT R A A LL BB IR EIF R H EFFC O X LU EAFCIERE MIMEBLUN DI
ZIONTAPPREEBYBYE] <,

iAUEELIL AR I

—_

- FIMEBLUN_ERYFRBLUNIE RN E T R8RS,
2. BEHFCEEEEREIFAIONTAPR S,
3. RS NITE,

4. EFARIMLUN,

S. EMRTHEIERE,

BERFFIBIETR. LELUNBEBFIAE. ZLUNERJZEONTAP LfER. HeJEHiEE B 124408
[ EIE, FrE B EEIIMILUN. FTESABZET S ANERI A, SRIREEEIFER. BE
EFCREMNFHIBIFE N Rt R ERIRIMEN Z BT, H AR, MREEE. A LUGERE
MEMIFR. HEEBIRETAHBGRSAXRRZE.
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KRR
TGP, BEFRRENE—DEXAKIEE.

[oracle@hostl bin]$
ORACLE_SID

= [oracle]

oraenv
? FLIDB

The Oracle base remains unchanged with value /orabin

[oracle@hostl bin]$ sqglplus / as sysdba

SQL*Plus:

Copyright

Release 12.1.0.2.0
(c) 1982, 2014, Oracle.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning,
Analytics

Automatic Storage Management,

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.
ORACLE instance shut down.

SQL>

KA ARSS

BFBMETFSANIX 4 RFZ —E BiEOracle ASMARSS . EERBLUNZENH XGRS, XRid>
FLEIEX RS BB BT AXHRIE#HZ.

[oracle@hostl bin]$

CRS-2791:

resources

CRS-2673:
CRS-2673:
CRE=2673 ¢
CRS-2677:
CRS-2673:
CRISSACHNE:
CRS-2677:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2793:

on 'hostl'

CRS-4133:

All rights reserved.

./crsctl stop has -f

OLAP, Advanced

LRk E

Starting shutdown of Oracle High Availability Services-managed
on 'hostl'

Attempting to stop
Attempting to stop
Attempting to stop

Stop of

Attempting to stop

Stop of
Stop of
Stop of

Attempting to stop

Stop of

'ora.evmd' on 'hostl'
'ora.DATA.dg' on 'hostl'
'ora.LISTENER.1snr' on 'hostl'
'ora.DATA.dg' on 'hostl' succeeded

'ora.asm'

'ora.LISTENER.1lsnr'

'ora.evmd'

'ora.asm'

'ora.cssd'

on 'hostl'

on 'hostl' succeeded

on 'hostl' succeeded

on 'hostl'

succeeded

'ora.cssd' on 'hostl'

on 'hostl' succeeded

Shutdown of Oracle High Availability Services-managed resources

has completed

Oracle High Availability Services has been stopped.

[oracle@hostl bin]$
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XA RS

NRFAEHIEIE XA, MENFRIEERII. MRNBRBIES. WXHRL LOAFE—TEEHENHIZ. -

fuser AT IRFIXLEHIZ,

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

FRE4
HHLATESHAPRREX GRS, FIUERZES,

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FCM4EER
ME. FJUEHFCHRX. LURIBRENISINERFETIRIFRE AR HEIIL X ONTAPHIIAEIFER,

BEhFNIE

EZEELUNENEE. 151817 lun import start W<

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new_ lvm/LUN9

ClusterOl::1lun import*>

BIESNHE

BILMEA TS NIZIE lun import show 8% WITFEFR. FIB20PLUNBISNIETE#ITH. X

A LUBIIONTAPIG I #dE. BIESEE RIIRIENTEHTT,
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ClusterO1l:

:lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

NRFBERANHERE, FIEEEM LMK ERBRS

e S5 R E T BEMINEM A LE 1un import

showo AT, ERILURHFMIA nﬁE&%%ﬁ*”"?I‘E‘BLUNv)\—nﬁk"o

MRFBBANES. IBRSENE B RPERAILUNAH SRS

FtESCShg&EEX

TERZHIERT. ENAMHLUNNRER G EZERBRHNEN.
BRLUNH MR XERYIRE. FINSREFIRE. BONROIERT —

Xz BEMPRIBRFRIRIRE . ERAILFER
MreEpRE. BTFETRERN.

AR BEMBRmENZA. FRERTHFMEXEHERA /etc/ fstab IkEZTBHNSANTRER TR, U
RAHITUERE. HBLUNBRIEIEE. WHRERFRIGETEBE . XMERASHRITHRE. B2, BHEK
BREANEMERAABIEAIREIFEERSE / etc/fstab L,UE_JL,LF’nb#sﬁf’lf%éﬁu}'—“ﬁﬁ&ﬁﬂ#ﬁ?o

Al LMEAEFAE L RAIPEABNLInuxiRZAS_EFILUN rescan-scsi-bus.sh 855 RGN, MLt &

N E2TREMLUNERR, HithrTREME LU, (BWNR S XMigropEcBEIEH. NN ETRITFZLUNE S NETAPP HV
EEZGT==N
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oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

LUNZRIIEIER S A ZRFIENERCE. EERNLnuxZRERDEFBREBILEE, AYEH
multipath - 11 RO#THRE. DEIEBGHESMFE. Fli0. U MaHERT 5XEKMNZRFILE NETAPP
HNBEFTH, 8MEHEETRE. ERFRPMRENMAERN50. MPBIZHIMNER 10, REFRRE
BLinuxpyitia b eI s B FRARE. (Bl EER ST —.
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@ 152Z BT RIEMLinuxkk2sAIHost UtilitiesX#Y /etc/multipath.conf & & 1IF o

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"= 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| = 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"= 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running

BHAUELVMEA

MNMEEERAILYM LUN. N vgchange --activate y 83N, XE—NMRFMNZEEEIESENET
fl, BERLUNBPWWNEZERSISHAEE. AABHTHIESEALUNE S,
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IRERGHIETLUN. KIS ALUN R DEIE. BEAMRNETIESE sanvg volumegroup. FAIGH
BFrEvENIgE. REENMEESAHRE,

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using

/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp
Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from

subsystem DM, ignoring /dev/sdp

2 logical volume (s)

EREHXH RS

EAUasAR. JUEESXA ARG RGE RIBHRIETIF L. WMRIXXFrd. BMERES SE/RimA+N

RFEDIRES. XERFHEETEIERIET.

[root@hostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /1# df -k

in volume group "sanvg" now active

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 % /dev
tmpfs 6291456 84 6291372 %
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 l6 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

EMPBASMIEE

BHAESCSig®E. NEEMAIASMIbIZE. F]LUEE EF/EsIASMIbH I REXA I IEE A M.
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@ & B 5 AASMIbBIASMEC E 1H%,

AR INRAKREERAASMIb. N /dev/mapper IRENE BEIEHEIE, BRE. NRAIERER. NRK
BASMIib. MATEREIRE LNASMIRERHNR, 8@ E—FEFHRET B RTTAtiEE
/etc/multipath.conf 8 udev MM, BNEPIRERIBI T XM MANER, FAIEFEEFMXLEX M. LRI
MERRWWNEFFISZEK. NTHRASMIZ & AE ERHBIIR,

FIRAIR. EFRBEIASMIibHHEHE S BR5RIGHIRMEBRI10TASM LUN.

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

BB IRSS
MELVMAASMIRE BN ERTA. AIUEMBIMEARSS.

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

EfRhEIERE

BHBRMNERSE. IUBREER. ERREoHEIEEZA. RFEFF/LOH. UEASMIRS T2
Fo
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.

Database opened.

SQL>
519
MENBERE. THETH. BIHSMIMBREETIHREEIO. EFIRBFSAXZRAL,
EMBRXFRZ AT, DEIAFAALUNRYE S S 12 B ST ilo
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Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

BIBRSFAX R

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

%I ETTRE. BRI X R TTRILLRIEE. 1OFET JMONTAP_ERYIREN2S R o

Cluster0Ol::*> lun
Cluster0Ol::*> lun

ClusterOl::*> lun
Cluster0Ol::*> lun

BCHEMSMEELUN

o BEEELIMER is-foreign &FR.

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

vserverl

vserverl

vserverl

vserverl

-path /vol/new asm/LUNO
-path /vol/new asm/LUN1

-path /vol/new lvm/LUNS
-path /vol/new lvm/LUN9
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

Vg

BEAATFIARILUNBMYE—IE LEK,

AEHLERT. BEHEIR IS RAMRN—9, TCPIPREMiN. MFCEAISCSIAI BRI HTTS
FRFEIME, EHEHMBERT. iSCSIFTAEEFIFIP SANPRRA R AR IEIE LR, BT, TB e FERARR
HERIRETHERE, FIa0. tNRIMNEFFESIFIE FONTAPHILUNFBERE il FR—HBA_E. MIETLUERISCSI
LUNZ 5K A9BSR MIBFEFIE HIE3E. MARZEHMBRIALUNG. &R LUSEEREIFC,

LU 1EL BB 7 MFCEIISCSIRVER R, (B 2ARNIERATF MISCSIZEIFCH R MF%1E,

REISCSIBITERF

RINBERT. KEMRERABEESWEISCSIBoIiEF. BUNRKEE. NI UEMNRE,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—--> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—--> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
--> Finished Dependency Resolution
Dependencies Resolved
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Package Arch Version Repository

Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k
Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el1l7.x86
1/4

Updating : ilscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 64
2/4

Cleanup : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : iscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
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Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /]1#

IEISCSIBIZRF BN

ELREIEFSER— 1 H—BISCSIBIfEF &, fELinuxt. B FH
/etc/iscsi/initiatorname.iscsi XALLRAFRAFARIZIP SANLEAYE.

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.1992-05.com.redhat:497bd66cal

IEHEmiEF4A

BB 2R4A(igroGroup)i2ONTAP LUNEFIERIIRT—ER 5. BRIRCIR T ENIRRIRIR. SN ETHEIE
BILUN. FemilttZ BRI 7EREIE—Digrop. HAFIH T FEiHRIBIFC WWNELISCSIBEITERF E K.

EMRAEIR. I T —igrop. EFRBELinuxEARISCSIEIER-

Cluster0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator iqn.1994-05.com.redhat:497bd66cal

KHAFIR

EEILUNIINZ AT, BIELUNT2E TRRES. BIEMBLUNZ — EREMBIEEFEERGIKRE. XMHRFW
TENE. SHLIERE. MREHAASM. BEHRIREINHASMEEBFH XHFTE MRS

BGELUNS FCRIZE Ay B 5+
ELUNTE2EES. MRIBFC igrop flBRERET,

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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JELUNEHIRET R IPZE
B ENLUNBYA A RIZ TR FiSCSI B ahizF4H,

ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxiscsi
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxiscsi

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxiscsi

ClusterQ0l::*>

A IiSCSIEHR

iISCSIRMANRIMINEL. B—HAERRMER. XE5ERILUNRE, o iscsiadm FHEHERRIEGSATRN
HIEEMNIIFA -p argument MAFEFMERIEISCSIARSSHIFAA IPHAAIE MR, EXMERT. AL
MPHINETEERIN IR 13260 1R 4EiSCSIARSS -

()  mRBHHAEAEMPHEE. WilaSTREBE 5 SE52H

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-
08.com.netapp:sn.807615e9%f61ll1leb5ab5ae90e2babb9464:vs.3
10.63.147.198:3260,1034 ign.1992-
08.com.netapp:sn.807615e%9ef6llle5a5ae90e2babb9464:vs.3
172.20.108.203:3260,1030 igqn.1992-
08.com.netapp:sn.807615e%ef6llleba5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 ign.1992-
08.com.netapp:sn.807615e9%f6ll1leb5ab5ae90e2babb9464:vs.3

%&IiSCSI LUN

KRINSCSIEITG. EHBENISCSIPRE LA I A AMISCSI LUNHEXELSE. L KREFEHASMIbISEE,

[root@hostl ~]# service 1iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

BHBEIME

WBIENAEEAE. ENERXAHRS. EMEMRACIRSELNENBEIFE, (FATIINER. NetAppEil
RIS ENMBIRSESE. URRFIEEEXHHERTIR. HEMEKIAIREIER .
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AR BMBSENZAE. FRERTHFMEXEEHERA /etc/fstab IEBEIBHISANZRER EFEE,
RARPTUZE. ABLUNGRIEIEE,. NAIREZSERERAT AR, REERRSZRITFSE. B2,
BN EIMERA R MR HHITEIERIBEIEEARTT(E /etc/ fstab LUERTLUSTHRER L. LUEFIREIEH
PRIE,

ANk

RV AR AN ZMRERENBIREFEES HRERARTO. EIHRRERFERM, R
RERFDTBERESR. 1BBKANetAppZNetAppZHE.

BUREXA
LU T PerlffiZ<{X ffEFOracle SIDEY—1MNS#. HXHAEIEE. ©r]LUEFOracle P rootf FiE1T,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if (Suid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1

77 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
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Soraclesid

EOF1

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

'

i}

else {

@out=". oraenv << EOF1
Soraclesid

EQOF4

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

i}

print @out;

if ("@out" =~ /ORACLE instance shut down/) {
print "Soraclesid shut down\n";

exit 0;}

elsif ("Qout" =~ /Connected to an idle instance/) {
print "Soraclesid already shut down\n";

exit 0;}

else {

print "Soraclesid failed to shut down\n";
exit 1;}

BIRER
LA PerlffiZ<{X ffEAOracle SIDEY—1M&#. HXHAEIEE. ©rILUEFOracleF F rootF Fiz1T,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if ($uid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EQF2

i)

else {

@out=". oraenv << EOF3

Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EOF2

b

print @Qout;

if ("@out"™ =~ /Database opened/) {
print "Soraclesid started\n";

exit 0;}

elsif ("Qout" =~ /cannot start already-running ORACLE/) {
print "Soraclesid already started\n";
exit 1;}

else {

78 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

print "Soraclesid failed to start\n";
exit 1;}

Rt Rtz R

UTHARAXAHRSZSHR. AZHBHE. ARKEERERNR R, TIBIEH. XFMIFEFEER. BN
EEBERER. XERFAUFRFTFEIRIEUERIEIE. RS LERIMR,
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#! /usr/bin/perl
use strict;
#use warnings;
my S$filesystem=$ARGV[O0];
my @out= umount 'S$filesystem';
if ($? == 0) {
print "S$filesystem unmounted\n";

@out = ‘mount -o ro '$Sfilesystem' ;

if (82 == 0) {

print "S$filesystem mounted read-only\n";
exit 0;}}
else {

print "Unable to unmount $filesystem\n";
exit 1;}
print @Qout;

B RS

UTHARAIBT R — I XEREE RN Z— I XERY. BT ERYRIE /etc/fstab S, EIkai i LArootFF
BhE17. EEZHBXGREN—NES DRSS

1. BERXHRE. BEITUTHIA:

#! /usr/bin/perl

use strict;

#use warnings;

my Soldfs;

my Snewfs;

my @oldfstab;

my @newfstab;

my S$source;

my S$mountpoint;

my Sleftover;

my Soldfstabentry='";

my Snewfstabentry='";

my Smigratedfstabentry='";

(Soldfs, Snewfs) = split (',',$ARGVI[O0]);

open (my $filehandle, '<', '/etc/fstab') or die "Could not open

/etc/fstab\n";

while (my S$line = <$filehandle>) {

chomp $line;
($source, S$Smountpoint, S$leftover) = split(/[ , 1/,$line, 3);
if (Smountpoint eq $oldfs) {

Soldfstabentry = "#Removed by swap script $source $oldfs $leftover";}
elsif (Smountpoint eqg S$newfs) {
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Snewfstabentry = "#Removed by swap script $source Snewfs S$leftover";
Smigratedfstabentry = "$source $oldfs S$leftover";}
else {
push (@newfstab, "$line\n") }}
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push (@newfstab, "S$Soldfstabentry\n");
push (@newfstab, "$newfstabentry\n");
push (@newfstab, "$migratedfstabentry\n");
close (Sfilehandle) ;

if ($oldfstabentry eq '') {
die "Could not find S$oldfs in /etc/fstab\n";}
if (Snewfstabentry eq '') {

die "Could not find S$newfs in /etc/fstab\n";}
my Qout= umount 'S$newfs' ;
if ($? == 0) {
print "S$Snewfs unmounted\n";}
else {
print "Unable to unmount S$newfs\n";
exit 1;}
@out="umount 'S$Soldfs'";
if ($? == 0) {
print "S$oldfs unmounted\n";}
else {
print "Unable to unmount S$oldfs\n";
exit 1;}
system("cp /etc/fstab /etc/fstab.bak");
open ($filehandle, ">", '/etc/fstab') or die "Could not open /etc/fstab
for writing\n";
for my $line (@newfstab) {
print $filehandle $line;}
close ($filehandle) ;
@out="mount 'Soldfs'";

if ($? == 0) {

print "Mounted updated $oldfs\n";
exit 0;}

else{

print "Unable to mount updated S$oldfs\n";
exit 1;}
exit 0;

YER MR ERY RG] BRIEFAIEEE /oradata X E] /neworadata Ml /logs EiTiZE!
/newlogs. HWITHESHRERES EZ—&. FHERENXHFEFIREEMEEEMEMLRIRIBEE A,
2. RIGPEEMEXXGRS /etce/fstab XHF. WTFFR:
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cluster0l:/vol oradata /oradata nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

cluster0l:/vol logs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0 0
cluster0l:/vol neworadata /neworadata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol newlogs /newlogs nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

3. IBITRY. WHIASEIE SR M ARG EBIR AR

[root@jfsc3 scripts]# ./swap.fs.pl /oradata,/neworadata
/neworadata unmounted

/oradata unmounted

Mounted updated /oradata

[root@jfsc3 scripts]l# ./swap.fs.pl /logs,/newlogs
/newlogs unmounted

/logs unmounted

Mounted updated /logs

4. ZHIREZEH /etc/fstab HRMIAR, FHAFRTHNREIHR. EBEUTEN:

#Removed by swap script cluster0l:/vol oradata /oradata nfs

rw, bg,vers=3,rsize=65536,wsize=65536 0 O

#Removed by swap script cluster0Ol:/vol neworadata /neworadata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol neworadata /oradata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

#Removed by swap script cluster0Ol:/vol logs /logs nfs

rw, bg,vers=3,rsize=65536,wsize=65536 0 O

#Removed by swap script cluster0l:/vol newlogs /newlogs nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol newlogs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0
0

B ERIEEER
RGBT AfRIERXHE. B RAB R AR T2 BT ER.

#! /usr/bin/perl

use strict;

#use warnings;

my Soraclesid=$ARGV[0];
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my @oldfs;
my @newfs;

my S$Sx=1;

while ($x < scalar (GARGV)) {
(Soldfs[$x-1], Snewfs[$x-1]) = split (',',SARGV[S$x]);
S$x+=1;}

my @out="./dbshut.pl 'S$Soraclesid'’;
print @Qout;
if ($? ne 0) {
print "Failed to shut down database\n";
exit 0;}
$x=0;
while ($x < scalar (@Qoldfs)) {
my @out="./mk.fs.readonly.pl 'Soldfs[S$x]' ;
if ($? ne 0) {
print "Failed to make filesystem $oldfs[$x] readonly\n";

exit 0;}
Sx+=1;}
$x=0;
while ($x < scalar (@oldfs)) {
my @out="rsync -rlpogt --stats --progress --exclude='.snapshot'

'Soldfs[$x]/"' '/Snewfs[$x]/'";
print Qout;
if ($? ne 0) {
print "Failed to copy filesystem $oldfs[$x] to Snewfs[S$x]\n";
exit 0;}
else {
print "Succesfully replicated filesystem $oldfs([S$x] to
$newfs [Sx]\n";}
Sx+=1;1}
$x=0;
while ($x < scalar (@oldfs)) {
print "swap $x $o0ldfs[$x] Snewfs[$x]\n";
my Qout="./swap.fs.pl '$Soldfs[$x],Snewfs[S$x]"'";
print Qout;
if ($? ne 0) {
print "Failed to swap filesystem $oldfs[$x] for Snewfs[S$Sx]\n";
exit 1;}
else {
print "Swapped filesystem S$oldfs[$x] for Snewfs[S$x]\n";}
Sx+=1;1}
my Qout="./dbstart.pl 'Soraclesid'’;
print @Qout;
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BRXHIE

AR INERERBHIEES . HUS THRIREIBIUTEIXESE, HAEEERETRNIEEER, 1t
Ah. ERTLUECR LRI AS LU ELAth AR IR,

#! /usr/bin/perl
#use strict;
#use warnings;
my Soraclesid=$ARGV[O0];
my $Soracleuser='oracle';
my @out;
sub dosqgl{
my Scommand = Q@ [0];
my @lines;
my Suid=$<;
if (Suid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
i)
else {
$command=~s/\\\\\\/\\/g;
@lines="export ORAENV ASK=NO;export ORACLE SID=Soraclesid;. oraenv
-s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
i}
return @lines}
print "\n";
@out=dosqgl ('select name from v\\\\\Sdatafile;');
print "Soraclesid datafiles:\n";
for $line (@out) {
chomp ($1ine) ;
if (length($line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('select member from v\\\\\Slogfile;"');
print "Soraclesid redo logs:\n";
for $line (Q@out) {
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chomp ($1ine) ;

if (length($line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('select name from v\\\\\Stempfile;');
print "Soraclesid temp datafiles:\n";
for $line (Q@out) {

chomp ($1ine) ;

if (length($1line)>0) {print "$line\n";}}
print "\n";
@out=dosqgl ('show parameter spfile;"');
print "Soraclesid spfile\n";
for $line (Q@out) {

chomp ($1ine) ;

if (length($1line)>0) {print "$line\n";}}
print "\n";
@out=dosqgl ('select name| |\' \'||value from v\\\\\Sparameter where
isdefault=\"'FALSE\';"');
print "Soraclesid key parameters\n";
for $Sline (Qout) {

chomp ($1ine) ;

if ($line =~ /control files/) {print "$line\n";}

if ($line =~ /db create/) {print "$line\n";}
if (Sline =~ /db file name convert/) {print "S$line\n";}
if ($line =~ /log archive dest/) {print "S$line\n";}}

if
if

print "\n";

(
(
(

if ($line =~ /log file name convert/) {print "$line\n";}
($line =~ /pdb file name convert/) {print "$line\n";}
(

$line =~ /spfile/) {print "S$line\n";}

ASMTi%518

#! /usr/bin/perl
#use strict;
#use warnings;
my Soraclesid=$ARGV[0];
my Soracleuser='oracle';
my @out;
sub dosgl/{
my Scommand = @ [0];
my @lines;
my Suid=$<;
if (Suid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
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sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EOF2
i)
else {

$command=~s/\\\\\\/\\/g;

@lines="export ORAENV ASK=NO;export ORACLE SID=Soraclesid;. oraenv

-s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
e,
return @lines}
print "\n";
@out=dosqgl ('select name from v\\\\\S$datafile;');
print @out;
print "shutdown immediate;\n";
print "startup mount;\n";
print "\n";
for $line (Qout) {
if (length($line) > 1) {
chomp ($1ine) ;

($Sfirst, S$second, $third,Sfourth)=split ('

Sfourth =~ s/"TS-//;

Snewname=1c ("$fourth.dbf") ;

Spath2file=S$line;

Spath2file=~ /(*.*.\/)/;

print "host mv $line $1S$newname\n";}}
print "\n";
for $line (Qout) {

if (length($line) > 1) {
chomp ($1ine) ;

($first, $second, Sthird,Sfourth)=split ('

$fourth =~ s/~TS-//;
Snewname=1c ("$Sfourth.dbf") ;
Spath2file=$1ine;
$path2file=~ /(~.*.\/)/;
print "alter database rename file 'S$line'
'$S1Snewname';\n"; }}
print "alter database open;\n";
print "\n";

',$1line) ;

',$%1ine) ;

to
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ASME|X 4 R 2 FRER R

set serveroutput on;

set wrap off;

declare
cursor df is select file#, name from vS$Sdatafile;
cursor tf is select file#, name from v$Stempfile;
cursor 1f is select member from vSlogfile;

firstline boolean := true;
begin
dbms_output.put line (CHR(13));
dbms output.put line('Parameters for log file conversion:');
dbms output.put line (CHR(13));
dbms_ output.put ('*.log file name convert = ');
for 1lfrec in 1f loop
if (firstline = true) then
dbms output.put('''' || lfrec.member || '"'', ");
dboms output.put('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [T """");
else
dbms output.put(',''"' || lfrec.member || ''"', ");
dbms output.put ('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [l '"""");
end if;

firstline:=false;
end loop;
CHR(13));
CHR(13));
'rman duplication script:');

dbms output.put line
dbms output.put line
dbms_ output.put line
CHR(13));
run') ;
{7

dbms output.put line
dbms output.put line

(
(
(
(C
('
dbms_ output.put line ('
for dfrec in df loop
dbms output.put line('set newname for datafile ' ||
dfrec.file# || " to '"''" || dfrec.name ||"'"';");
end loop;
for tfrec in tf loop
dbms output.put line('set newname for tempfile ' ||
tfrec.file# || ' to '"''" || tfrec.name ||'""'"';");
end loop;
dbms output.put line('duplicate target database for standby backup
location INSERT PATH HERE;');
dbms output.put line('}'");
end;

/
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EndEELENWBE
IR AR A FHEEE BV EEER Oracle SIDAN— S8 HEHXEWAE Saial ARYIEAE.

#! /usr/bin/perl

use strict;

my Soraclesid=$ARGV[O0];

my Soracleuser='oracle';

84 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
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my Suid = $<;

my @out;

if (Suid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EOF2

'

e,

else {

@out=". oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EQF2

}

print @Qout;

EREREELNEE
LA S EEZAER. RRERNERBIEEIRITH.
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#! /usr/bin/perl

use strict;

my Soraclesid=$ARGVI[O0];
my Soracleuser='oracle';
my Suid = $<;

my @out;

if (Suid == 0) {

@out="su - Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

'

i)

else {

@out=". oraenv << EOF1

Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

}

print @out;

Mnt e
MEBER AL FIE AR
ERR SRR IR R— MR E RN T, ERETRLUTNE:

* IOPSHFMLE

* BIEMEEI/0REZEINES!

* FEIRFS R IR

* FERERFNNER BB ST MTFMEIERE

tE5h, EREZEHITIFFESREETES. G, HUFEEEERTREMERNME. RNFEEERER
MERERIPRBIRZ.

IR, RSBHIBEEZFEER2RNEEY. INTEZE—EFINVESETL Fl. ZEBENTRAFF
AQ00R L ExATIHREN -

266



* NRIF/BEEZERA80/20. MFHNA00TS s v] ATELER B E BT 150usiifl 7 Aiig AT 1005 X HIBEH £51E
FEIOPS, XmitiBH 7 AZHEIEESFINMEER K. FILEMETNFIEA A, FESIENRMERAK
EE _EWOERR.

* MEHEEmA A ERERGIRE KR, fIil. neREERRGRBE N ABIEELERM. EI/OKE
BIEER. H2WFHEIIERIERRGE. BREFZEZINS L, EEMIFENTIAXRFR, X—
RANAE. ENENNEERSERREEMEINEFR, MRBTFHERFMTEZDFBEERSZ
5. WrrgEa MMt E Z o

* BT 2NER7INEREESEE. Fib@BETEFENFREYS S Tet RS F#ITIEREE R, ML
REBEBERER .

* BIEEIOPSHAES4NTEIETHITIL B E AR —IE BIIIK. EAIEEARZZME/OMRHEIFI0. &
’— N EFI ] LI 505 RBEHLIOPS. %S — 1 N45!n] L& 307 R FENLIOPS, SR EIEZERF99% YT (8]
EECPUANE |, NIXMERELIMIFMERLEXREE, XETEAHMATDFIBEFEMESIRNLEINEE, 18
k. EEREFEH. BEIOPSIIAERIREEXEE. EXFaHR. FEMAETININEEIHIEEINEE,

* EERFENIR R, BREEBIERMIOPS, ™17 LRFZEFMEMEFIEREIOPSIAZE T HkEKF. BERE
EXLEIOPSTEXMKFE FELAL, 2REFMRTIRHEEBITN1ZMRE. BFRMIRG AT NER ERY
EAIOPS. MEMET FHIERET 12 2 i EF &R ] LUAZ RIIOPSE,

Oracle B h T{FHh HifF BRI BN IR

Oraclel4 BELL R BV B AT 2 Oracle B TE £ #i7Z i EE (Automatic Workload Repository. AWR)IR .

AWRIREB ZTRE, MFERERE. BEEBIETEMNRSE awrrpt.sql ARYEEREH. RENE.
ENEHMEELREFLS. HEE—EFANERE. XEEHETIERMA D FE/0FH.

EEER A RERES Y. IBAAER TREES MY EIETHEN TEA R, HER—MERTXZ TR
BAWRIR S, SIRTIEAZEITHEIEE K. WaILEA—MAWRERS. HERLEIRIAYE1 &S aME1ER
B, BRIFFAWRBIEA D NE MRS, . NRAAEFEIMFERIZITER LR, BEIE—RFTINFRE
ERIR. NER1REIZE2RI—NIFAWRIRS . fRILZEHE

FHMBERT. MRKIFEENES, REECERETENARNEIEZNAWRREBNE DL RIYEIZENEZ

TAWRIRIRBIZAWRIR & BN, HIEFRSBURG L. URAREMBDEEER. BANREENEE
BIEEDTREIBER,

@ NRAWRIREARETA. MOracle statspackik HE—MRIFHIBH LR, ENEE5AWRIREX
R EE/ORITER.

Oracle AWRAI ¥ &R
AWRIRSHE AT RERENREET &,

SEENR—1F. EeSERRERERRNERE TIERH. WNRAIE. BTERNetAppFH LIRS ERER]
A 5 NetAppl S 1EI % EIRA & B SERTBIARIR 5 REHRHAWR LR,

RIEAWREER . 1BERLUTEXK:

* iB1T awrrpt . sql Y UERIRE. BHITUEXAFEHTML,
* YNER{EAOracle Real Application Clusters (RAC). 15 AEEEFHIFNIBERAWRIRE

* HERFERV AR E, AWRIRENRKEIEZAIGEEA—/I, WNRRRELEU N0 K& %) Bt
TE(BIANHLAMIZIEL ), BIRM S MRZE DRI M HAEIR —/ NTAWRIR &

267



* NRETEE. BAWRREREFRIAE 150, WIGEAFHITEFANS . XEFERITESZH
awrrpt.sql UIREE150#EIRIRS.

* NRPAZZITHIEFRENTIE. BIREREH R SIENAWRIREBIIZ L RITE)ZNE ZAWRIR
RIBHAWRIRS. BN, HEERSBUARSRE. UERAREMBVEEEN. RARRENSEEHRD
AR ERYE R

* NREREMNERES T R, EEEMEIRIRS. BREEMIERMEE RIFIAWRIKIELHELER,

CALIBRAT_IO

o calibrate_io YINERAGLMIA. LHIREFMHASHMEHITEENR, WOracleSXX PR, HHIRIFSE
SRUEEFfERI/OThEE,

RAESEENRTE, taH<HENREETHAI/ORBEEIRIELIEERME. FHEIMALRENL HAI/OHK
ARRESHME, EARRITHIIOKE calibrate io BIFRAKRSIIFAVEIEERFI/O. ERAEFN. MA
ZREETLEEN,

SLOB2

SOLB2 (Song Little OracleE ) B AT L EIEEMRENEIET A, ©HKevin ClssonFF&. B MIREX
"https://kevinclosson.net/slob/"s REMEERF/LD . EERKMRAIOracleFIERET A F Bl E X IR 8
LERIOER, ERDELNEIUELNERESIOMEMAYMIRN IR 2 — It EXREEMTFEMEEZHI0ORK
Al LURIKIOPSRE X HEIR SRR T E T 1Ef o

Swingbench

Swingbenchd] B FMIXEIBEERE. BE U EMEIERE IR U EASwingbench. MR AR, NetAppid
R MSwingbench/ & EHERINIA A= £ B B EI/ORAEMAFFIET FHRAE N H. EERBRT. ILUERIT
g NI (Order Entry Test. OOT)MIER A E T EEME, NRIVEEXNFEEHAT BRHVERKH XA,
MteIhgeT g = RER. BIUFERRENMMEEEER. UL LRNEESIFEBELR,

HammerDB

HAMmerDBR—F#IEENIX TE. AT &EIMTPC-CAMTPC-HEENIRSE, ME— BB AMNEIEERTEE
EEAENEABEERBITIIR. EEAUEA—TNERNW AR TEOLTPHIECEN BRI EE,

&P B

Oracle ORIONT Ei@F 50racle 9—ifCfEA. BRAMEHITHIP. UHRERSZMHENIRERATHNENFE
Do BT SRERAAKNERILERRS. EILR/50racle 108¢Oracle 11455,

OracleEFiRE TiZLH. RIANBE RN TEMOracle 12c—fe&R i, BALFRBESINGH. HERTSEL
FROracle#3EEFEMRIIFZEA. BEEeFERNRIEREHI/OITASOracleRE, Hli0. K% Oracle I/OES R
THITH. XEKREHIBEESEE. HII/OTH. EAIORIEIERIA TN, BRMIEFENI/ORFEFERAZHR
= HIEMOracle I/0. W ARIRELLIREMEIES | B EMRE T MBS £

REWLE. WE—LERATORIONRIAAG. B0, HEFEEN-ME-FHERENZRARREMEHITENNE. 5

ENFERFANTITROREI TG, BIFENL. aTLOE T BT AR ORIONMN R LR F iR 5 S T EC B
BERHEM. AREXLESHEIEERIOPS. EHENIEER. HRXELMERIBELA TIERA R,
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https://kevinclosson.net/slob/

NFSv3$iEFRIH

SNROracle#XIBENRSS280R 5. NEEMBSEIET. FRIBRINFSEIE rlse=BIRAIE, @i
FHEIEARS R LB TRTECE. PTG R LRI,
HILRENREARZR. CIEBEMNEMRBE EARMEEE RNRNZ MR A E. ERSRBMN#EE. BIRNKZIIE
EIR2E(Network Lock Manager. NLM)FINFSE F o NLM{EMA uname n BWEEMNZ. 1BEFEH rpc.statd
AZ(EA gethostbyname () o XEFHZMMILE, 1RERFKA EEHBRIEIABIE, Fl90. EVIAIREETE
EHRETHBIE doservers, BENERBEFMA dbservers5.mydomain.orge FF
gethostbyname () REIESARHERE uname -a, NBIERBOIIEREIN.
T RBIMZ IR BT RS e —3C

#! /usr/bin/perl

Suname="uname -n’;

chomp (Suname) ;

($name, S$aliases, S$addrtype, $length, @addrs) = gethostbyname S$uname;

print "uname -n yields: Suname\n";

print "gethostbyname yields: S$name\n";

%1 gethostbyname ARILAZ uname, AIRERFRIBMIBIE. Fla0. IEERBRT — 1 BERI:

uname -n yields: dbserver5
gethostbyname yields: dbserver5.mydomain.org

BE. MBI ERENEPHNETRIRFRERMRSGZE /etc/hosts, FlUl. RIEENXHBEEUTHRE:

10.156.110.201 dbserver5.mydomain.org dbserver5 loghost

EREILRERR, BFERSTEREFHANEENZBERINF

10.156.110.201 dbserver5 dbserver5.mydomain.org loghost

gethostbyname () ITEIREIRE doservers B SHEHITAD uname, Altt. BIESTERS IR REE
ofiEkRo

WAFL 37555 3E

[EFAMTFTWAFLM FIRIERIFIHEEEXREE, REONTAPLI4 KBEMIBEIEIR, EXHAER
LkEONTAPLL4 KBEEIBITARE1R{E, FX L. ONTAPZIFREA/NEBRIZE. BIEE
I2MKEAWAFLL4 KBEE(LHITEIE,

AIE" 7T ZFEO0racle /05X 4 KBEAIMNMN X F. BRIGHENRE. FEF—Oracle 8 KBIRIEETEIXEN
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#5 LAY N4 KB WAFLAJEEIR |, WIRRMEIE2 KB, MIILERMITF—14 KBIREI—F . — P EIRRI5TES KB
R AERFE=T4 KBIREI—F, XTI SEIERE TR,

WFAENASXHZLRIA), Oracle#HE X S RIEOracletRII /NS X FF L3475, Fitk. 8 KB. 16 KB
32 KBEYIRK/MRZ T, FTAERIBIERS ST AR, L4 KBASEL

S5itER. LUNBEEFIRN 8 SRR NIKEZ AR S R AT itdE. UEIE RS, EIARERSR
. WFROZANEE. RAXERERSE T NrI e A A4 KBRXYEREhEEMmIRIT. XBFERFIO0
54 KBIAFRMTT RS REIERE.

BHEE—EHIIMER, HIEERTRERMRE R4 KB IO#EHITINILRIBRRIRIERFTZRY. SE DX CIZERERA
FHiRFIBEFERIZ 2R\ L4 KBRS

TFRAIZLInuxEZ AR, BigETEAERTERIERS

X7
UTFRAERTHAEEENDEHEPLUNBITTRE,
Bk, QIEERKSE LAERTAS XIS,

[root@hostO iscsil# fdisk /dev/sdb
Device contains neither a valid DOS partition table, nor Sun, SGI or OSF
disklabel
Building a new DOS disklabel with disk identifier 0xb97f9%4cl.
Changes will remain in memory only, until you decide to write them.
After that, of course, the previous content won't be recoverable.
The device presents a logical sector size that is smaller than
the physical sector size. Aligning to a physical sector (or optimal
I/0) size boundary is recommended, or performance may be impacted.
Command (m for help): n
Command action

e extended

P primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-10240, default 1):
Using default value 1
Last cylinder, +cylinders or +size{K,M,G} (1-10240, default 10240):
Using default value 10240
Command (m for help): w
The partition table has been altered!
Calling ioctl() to re-read partition table.
Syncing disks.
[root@hostO iscsil#

AILERU TS UBFEARNRENTFIER:
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[root@host0 iscsi]# fdisk -u -1 /dev/sdb
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors
Units = sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/0 size (minimum/optimal): 4096 bytes / 65536 bytes
Disk identifier: 0xb97f94cl
Device Boot Start End Blocks Id System
/dev/sdbl 32 20971519 10485744 83 Linux

M EREAMAN512FT. SXELBEMN32, X2EH32x512 =16, 834FT5. 24 KB WAFLIRHIEEE(Z,
5 X B IEHRTTT,

BIIERE ERNTT. BRMUTIE:

1. HELUNAYEAM—IRRRT(UUID).

FAS8040SAP::> lun show -v /vol/jfs luns/lun0
Vserver Name: jfs
LUN UUID: ed95d953-1560-4£74-9006-85b352£f58fcd
Mapped: mapped’ :

2. 7ZZONTAP#ZHIZE LN T =Shello

FAS8040SAP::> node run -node FAS8040SAP-02

Type 'exit' or 'Ctrl-D' to return to the CLI

FAS8040SAP-02> set advanced

set not found. Type '?' for a list of commands

FAS8040SAP-02> priv set advanced

Warning: These advanced commands are potentially dangerous; use
them only when directed to do so by NetApp
personnel.

3. WE—FHhHEMNBIRUUIDE R ITIE,

FAS8040SAP-02*> stats start lun:ed95d953-1560-4f74-9006-85b352£f58fcd
Stats identifier name 1s 'IndOxffffff08b9536188"
FAS8040SAP-02*>

4. IT—LIOFERIEEEE iflag ATFHEFIOREFHNEREHFNS K,

()  ERESSNERIMD. R i Hl of SHAHBE
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[root@host0 iscsi]# dd if=/dev/sdbl of=/dev/null iflag=dsync count=1000
bs=4096

1000+0 records in

1000+0 records out

4096000 bytes (4.1 MB) copied, 0.0186706 s, 219 MB/s

S FLLIHERHEEXNTELE. FIBIOEMAFH .0 FEDER. RRI054 KBIRIADFAX T,

FAS8040SAP-02*> stats stop

StatisticsID: IndOxffffff08b9536188
lun:ed95d953-1560-4£74-9006-85b352f58fcd:instance uuid:ed95d953-1560-
4f74-9006-85b352£58fcd

lun:ed95d953-1560-4£74-9006-85b352f58fcd:read align histo.0:186%
lun:ed95d953-1560-4£74-9006-85b352£58fcd:read align histo.1:0%
lun:ed95d953-1560-4£74-9006-85b352f58fcd:read align histo.2:0%
lun:ed95d953-1560-4£74-9006-85b352f58fcd:read align histo.3:0%
lun:ed95d953-1560-4£74-9006-85b352£58fcd:read align histo.4:0%
lun:ed95d953-1560-4£74-9006-85b352f58fcd:read align histo.5:0%
lun:ed95d953-1560-4£74-9006-85b352f58fcd:read align histo.6:0%
lun:ed95d953-1560-4£74-9006-85b352£58fcd:read align histo.7:0%

AR5
UTFRAIERT RWFFRINO:
1. QAR 54 KBARMNFTHI K. XAZRMAURERF _LRIRIATTN.

[root@hostO iscsil# fdisk -u /dev/sdb
Command (m for help): n
Command action

e extended

P primary partition (1-4)
P
Partition number (1-4): 1
First sector (32-20971519, default 32): 33
Last sector, +sectors or +size{K,M,G} (33-20971519, default 20971519):
Using default value 20971519
Command (m for help): w
The partition table has been altered!
Calling ioctl() to re-read partition table.
Syncing disks.

2. QBN XIEANEIBBXRE. MABRIANZ2EX RS, EEPAMARMIRESE B35 EHFEER
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wnr:

FAS8040SAP-02*> stats stop

StatisticsID:
lun:

IndOxffff£f£0468242e78
ed95d953-1560-4£74-9006-85b352£58fcd

4£74-9006-85b352£58fcd

lun

lun:
lun:
lun:
lun:
lun:
lun:
lun:

lun:

:ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85p352£58fcd:

ed95d953-1560-4£74-9006-85b352£58fcd

:read align histo.7:0%
ed95d953-1560-4f74-9006-85b352f58fcd:

:instance uuid:ed95d953-1560-

read align histo.0:0%
read align histo.1:136%
read align histo.2:4%
read align histo.3:0%
read align histo.4:0%
read align histo.5:0%
read align histo.6:0%

read partial blocks:31%

RMFFIERREAE, VOKRERDEE T *. 1 FEDER. STEMRIZLE, SIBD XK. &2 KIERLAIA
EETMZHEIRERS12FT. XEREEHSERE512F 15,

ttoh. EBILAEA read partial blocks RIMERANE. XEKERITHIOKRIEHE N4 KBIR,

EMBTIER

T RN ISR FHIEX o OracleEM AT BEABERENIOER, i, EMETICRENE
IEREIFEE. NRFEARIARS12FTHIRA/N. MWENFIHER W TAAR:

FAS8040SAP-02*> stats stop

StatisticsID:
lun:ed95d953-1560-4£74-9006-85b352f58fcd:

IndOxffffff0468242e78

9006-85b352£58fcd

instance uuid:ed95d953-1560-4f74-

lun

lun:
lun:
lun:
lun:
lun:
lun:
lun:

lun:

:ed95d953-1560-4£74-9006-85b352f58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352f58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:
ed95d953-1560-4£74-9006-85b352£58fcd:

ed95d953-1560-4£74-9006-85b352£58fcd

write align histo.0:12%
write align histo.1:8%
write align histo.2:4%
write align histo.3:10%
write align histo.4:13%
write align histo.5:6%
write align histo.6:8%
write align histo.7:10%

:write partial blocks:85%

IO D HEFMEEARENERF. BXAEMHEERNT. B2, £A4 KBRAUNIEZBHNFRENEMEETIER
BE, EXMERT. FEHEREMEATICRLUNERMNTT. B2, XM TRERIFEEHNMREIESEX TR

HEE,
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